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Abstract
Social networks are becoming larger and more complex as new ways of collecting social 
interaction data arise (namely from online social networks, mobile devices sensors, ...). 
These networks are often large-scale and of high dimensionality. Therefore, dealing with 
such networks became a challenging task. An intuitive way to deal with this complexity 
is to resort to tensors. In this context, the application of tensor decomposition has proven 
its usefulness in modelling and mining these networks: it has not only been applied for 
exploratory analysis (thus allowing the discovery of interaction patterns), but also for more 
demanding and elaborated tasks such as community detection and link prediction. In this 
work, we provide an overview of the methods based on tensor decomposition for the pur-
pose of analysing time-evolving social networks from various perspectives: from commu-
nity detection, link prediction and anomaly/event detection to network summarization and 
visualization. In more detail, we discuss the ideas exploited to carry out each social net-
work analysis task as well as its limitations in order to give a complete coverage of the 
topic.

Keywords Social networks · Tensor decomposition · Time evolution · Network analysis

1 Introduction

Evolving networks consist of sets of entities (such as people), interacting with each 
other over time. These networks are dubbed as social when the interactions exhibit 
social (non-random) patterns such as the small world effect (Milgram 1967), the skewed 
degree distribution (Barabási and Albert 1999; Faloutsos et al. 1999), the densification 
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power law and the shrinking diameters (Leskovec et al. 2005). Briefly, the small world 
effect states that, on average, only five intermediates are needed to link two random 
individuals by following an “acquaintance of” sequential path. This is also known as 
six degree separation. Recent work has provided evidence that this distance is even 
smaller—4 intermediates (Kwak et  al. 2010). Barabási and Albert (1999) and Falout-
sos et  al. (1999) provided empirical evidence that the node degree distribution in this 
type of networks was right-skewed, that is, there were several nodes with low degree 
and few with high degree. Finally, in Leskovec et al. (2005), the authors found that the 
number of edges grows superlinearly in the number of the nodes over time and, conse-
quently, the average degree grows over time. This property is referred to as densification 
power law. On the other hand, the authors observed that the distance between vertexes 
decreased over time. In other words, the number of paths between two nodes increased 
over time and, as a consequence, the size of the shortest path between them decreases 
over time.

It is noteworthy that the dynamics level may differ according to the network type. For 
example, it is expected that a friendship network grows slowly. However, in phone calls 
or email networks, the interactions may vary in each time period considered. In other 
words, a friendship link at a given time t is expected to hold also at time t + 1 , none-
theless, a phone call delivered at time t may not be repeated at time t + 1 . Examples of 
social networks are presented in Table 1.

Analysing this type of networks defines the scope of social network analysis (SNA). 
In general terms, the SNA allows the discovery of the underlying interaction patterns 
such as communities of highly interacting entities or entities/timestamps in which the 
behaviour strongly deviates from the remaining.

In this field, researchers and companies are interested in methods to analyse the net-
works in real time with few storage cost. Such analysis has applications not only related 
to advertisement (Tang et al. 2009) but also to biology (Pavlopoulos et al. 2011), epi-
demics (Bauer and Lizier 2012; Keeling and Eames 2005) and other domains.

In a biological context, protein–protein interaction networks have been studied using 
social network analysis allowing the discovery of connection patterns associated with 
diseases (Goñi et al. 2008; Jordán et al. 2012).

Table 1  Examples of social networks

Network type Example #Nodes #Edges

Friendship High school friendship (Mastrandrea et al. 2015) 134 406
Facebook friendship (Leskovec and Mcauley 2012) 4039 88,234

Online media Following in Twitter (Boldi and Vigna 2004) 41,652,230 1,468,364,884
Wall-posts on Facebook (Viswanath et al. 2009) 63,891 522,118

Email exchange Enron (Priebe et al. 2005) 184 10,394
Radoslaw (Michalski et al. 2011) 49 11,816

Co-authorship DBLP (Ley 2002) 1,314,050 1,898,661
Hepth (Leskovec et al. 2005) 22,908 2,673,133

Human contact Contacts in a workplace (Génois et al. 2015) 92 9827
Hospital ward contacts (Vanhems et al. 2013) 75 32,424
Infectious SocioPatterns (Isella et al. 2011) 10,970 52,761

Co-purshasing Amazon (Leskovec et al. 2007) 334,863 925,872
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Moreover, in Xu and Chen (2005), social network analysis is presented as a promising 
tool for fighting crime. The idea consists of using crime incident data to derive the crimi-
nals interactions and their interaction patterns and, consequently, be able of take a more 
effective action. This research direction has been further considered to find criminal organ-
izations in mobile phone networks (Ferrara et al. 2014) and the Web (Chen et al. 2008).

From an economic point of view, the financial market may also be regarded as a social 
network in which the social component arises from the investors “chain” response to 
changes in the market (Bak et al. 1996). In this context, the stock market may be described 
as a correlation network of financial asset returns and SNA can be applied for identifying 
and characterizing crises periods (Fernandes et al. 2019). With such information, there is 
an increasing chance of predicting changes in the stock market (Billio et al. 2012; Brunetti 
et al. 2019). Additionally, SNA is also used to identify the roles of the corporations in the 
economy (Heiberger 2018).

It should be noted that, since these social networks evolve over time, the patterns 
observed now may change in the future and, consequently, real time analysis is of great 
importance. Moreover, as previously stated, in practice, the size of real-world networks is 
large whereby computational complexity of the methods becomes a challenge. Thus, ana-
lysing a large network in a scalable and efficient way is one of the main challenges in SNA.

In time-evolving networks, entities interact with each other over time. Therefore, there 
is a natural nodes × nodes × time three-way representation of these networks. Currently, 
in the literature we can find some methods that explicitly model the time dimension and 
others that do not. From the latter, one of the existing research directions consists of con-
sidering a matrix representation of the dynamic network. In more detail, each network state 
is described by an adjacency or node/egonet features matrix and the sequence of matrices 
is further transformed into a single matrix. In this context, matrix decomposition methods 
have been applied on the matrix resulting from concatenating the adjacency matrices and 
from (weightily) collapsing the adjacency matrices. These modellings have been consid-
ered, respectively, for structural summarization (Tsalouchidou et al. 2018) and link predic-
tion purposes (Dunlavy et al. 2011).

Another matrix perspective is to view the sequence of adjacency matrices as a time-
series. The idea consists of (implicitly) incorporating the already observed network struc-
ture into the matrix decomposition model of the incoming timestamp. In this context, 
Mankad and Michailidis (2013) sequentially decompose the incoming network states by 
imposing smoothness constraints on the factor matrices (so that the factor matrices do not 
change abruptly from one timestamp to the following). A similar idea is exploited in Ma 
and Dong (2017) by combining the current network state adjacency matrix with the previ-
ous observed community structure before applying matrix decomposition.

While these matrix decomposition-based approaches are able to manage time-evolving 
networks, they may not be able to capture the nodes temporal dynamics (Fanaee-T and 
Gama 2016a), an issue that can be tackled by considering tensor decomposition techniques.

To the best of our knowledge, there is no survey or review study in literature focus-
ing on the application of tensor decomposition to SNA. Therefore, the contribution of this 
work is to provide an overview on the existing literature on the topic. We demonstrate how 
the tensor decomposition can be used for exploratory analysis and how it can be exploited 
to tackle major SNA tasks.

Provided that the scope of this work is the application of tensor decomposition to the 
analysis of dynamic social networks, the reader may refer to Tabassum et  al. (2018) for 
a further overview of methods for static SNA. For an extensive literature review on spe-
cific tasks, the reader can refer to Fortunato (2010) and Rossetti and Cazabet (2018) for 
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community detection, (Wang et al. 2015) for link prediction, (Akoglu et al. 2015; Ranshous 
et  al. 2015; Fanaee-T and Gama 2016b) for anomaly detection and (Liu et  al. 2018) for 
graph summarization.

The article is organized as follows: in Sect.  2, we introduce the tensor background 
required to understand the methodologies exposed. In Sect. 3, we overview the SNA meth-
ods which resort to tensor decomposition techniques. At a first stage, we approach tensor 
decomposition as a general analysis framework, then we focus on the advances attained for 
each particular SNA task. Finally, we conclude by stating the current limitations/gaps and 
possible future research directions.

2  Tensors

Tensors are often referred to as high order generalizations of matrices, since they can 
model more than the two dimensions captured in matrices. In this context, they are also 
regarded as multi-dimensional arrays: X ∈ ℝ

N1×N2×⋯×NM where N1 × N2 ×⋯ × NM is the 
size of the tensor and M is the number of dimensions, also referred to as order or number 
of modes (Sun et al. 2006).

From a practical point of view, rearranging the tensor as a matrix may facilitate its 
manipulation and processing. This is the idea of matricization, also called unfolding. In 
more detail, the mode-d matricization of a tensor X  is the matrix rearrangement of the ten-
sor whose rows are obtained by fixing each index of mode-d and varying the other modes 
indexes. The result is denoted as �(d) ∈ ℝ

Nd×(
∏

i≠d Ni) . The inverse operator is referred to as 
folding.

One of the applications of matricization and its inverse operation occurs when multiply-
ing a tensor by a matrix. Formally such operation is called mode-d product and involves 
a tensor X  and a matrix � that shares dimension d with the tensor X  . Thus, assuming 
X ∈ ℝ

N1×N2×⋯×NM , then the mode-d product is defined for matrices � ∈ ℝ
Nd×R (Kolda and 

Bader 2009). It is denoted as X ×d � . As it will be discussed in the following sections, this 
operator has a key role in the decomposition of tensors.

The Frobenius norm of a tensor is defined as

A summary of the tensor notation is presented in Table 2. For the sake of simplicity, in the 
following sections we assume the tensors have only three dimensions. However, the meth-
ods are also applicable for higher order tensors.

2.1  Tucker decomposition

Introduced in 1927 by Hitchcock (1927) and later named after Tucker’s work (Tucker 
1966), Tucker decomposition is one of the most popular approaches. Briefly, it consists of 
decomposing a tensor in the (mode) product of a core tensor and a projection/factor matrix 
for each mode.

||X|| =

√√√√√
N1∑

i1=1

N2∑

i2=1

…

NM∑

iM=1

[
X(i1, i2,… , iM)

]2
.
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Formally, given a tensor X ∈ ℝ
I×J×K and the core tensor sizes {R1,R2,R3} , 

the problem consists of finding a core tensor Y ∈ ℝ
R1×R2×R3 and factor matrices 

� ∈ ℝ
I×R1 ,� ∈ ℝ

J×R2 ,� ∈ ℝ
K×R3 such that:

is minimized. Tensor Y ×1 � ×2 � ×3 � is interpreted as an approximation of X  , and there-
fore is denoted as X̂  . Elementwise,

The decomposition result is illustrated in Fig. 1.
It is noteworthy that the quality of the tensor decomposition approximation depends 

on the number of factors used in each mode, that is, on the values of R1,R2 and R3 . In 
this context, the DIFFerence in Fit (DIFFIT) (Timmerman and Kiers 2000; Kiers and 
Kinderen 2003) is the most popular method to estimate such values. The method is built 
on two key ideas: first, given two models with the same “complexity”, by which we 
mean equal 

∑M

i=1
Ri , the best number of factors is the one associated with the model with 

the highest fitting rate, given by

(1)||X − Y ×1 � ×2 � ×3 �||

X̂(i, j, k) =

R1∑

r1=1

R2∑

r2=1

R3∑

r3=1

Y(r1, r2, r3)�(i, r1)�(j, r2)�(k, r3).

Table 2  Tensors notation 
summary

Symbol Description

◦ Vector outer product
� Vector (bold lower case)
�(i) ith entry of vector �
� Matrix (bold upper case)
�(i, j) Entry (i, j) of matrix �
�(i, ∶) ith row of matrix �
�(∶, j) jth column of matrix �
X Tensor
X(i1,… , iM) Entry (i1,… , iM) of tensor X
�(d) Mode-d matricization of tensor X
||X|| Frobenius norm of tensor X

Fig. 1  Illustration of the output 
of the Tucker decomposition of a 
three order tensor
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Then, given the best model associated with each complexity, the number of factors should 
be set so that an increase in the complexity of the model does not lead to a considerable 
increase on the fitting of the model. The goal of this method is to find a trade off between 
model complexity and fitting rate. More recent approaches include Numerical Convex Hull 
(NumConvHull) (Ceulemans and Kiers 2006) and Automatic Relevance Determination 
(ARD) (Mørup and Hansen 2009).

2.2  CANDECOMP/PARAFAC decomposition

CANonical DECOMposition (CANDECOM) (Carroll and Chang 1970), also called 
PARAllel FACtors (PARAFAC) (Harshman 1970) or simply CP (Kiers 2000) is 
another well known decomposition method in which the tensor is decomposed into the 
sum of rank-one tensors, that is, into the sum of tensors which can be obtained from 
the outer product of a single vector for each mode.

More formally, in CP decomposition, given a tensor X ∈ ℝ
I×J×K and the number of 

factors R (which is common to all modes), the problem consists of finding factor matri-
ces � ∈ ℝ

I×R,� ∈ ℝ
J×R,� ∈ ℝ

K×R such that:

is minimized. In this model,

In Fig. 2, the output of CP decomposition is illustrated.
When compared with Tucker, CP is a less complex model (as it requires less param-

eters—the number of factors is the same for all dimensions). Moreover, it is often cho-
sen for its interpretability (Papalexakis et al. 2016).

Similarly to Tucker decomposition, heuristics have been proposed to estimate the 
most appropriate number of factors in CP. CORe CONSistency DIAgnostic (COR-
CONDIA) (Bro and Kiers 2003; Papalexakis 2016) is one of the most well known pro-
posed methods. Briefly, CORCONDIA is built on the following assumption: if the CP 
decomposition model captures the structure of the original tensor then it is expected 
that when applying Tucker decomposition using the same number of components, the 
core tensor obtained is close to superdiagonal. Based on this, the quality of the model 
is measured based on the non-zero non-diagonal entries of the core tensor (higher val-
ues are associated with lack of fitness). Other methods include the Minimum Descrip-
tion Length (MDL) approach (Liu et  al. 2016) and the adaptations of the methods 
designed for estimating the number of factors in Tucker decomposition.

fit% =

(
1 −

||X − X̂||
||X||

)
× 100.

(2)
‖‖‖‖‖‖
X −

R∑

r=1

�(∶, r) ◦�(∶, r) ◦�(∶, r)

‖‖‖‖‖‖

X̂(i, j, k) =

R∑

r=1

�(i, r)�(j, r)�(k, r).
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2.3  Variations, extensions and improvements

The initially proposed algorithms for tensor decomposition exhibited some issues in terms 
of scalability, interpretability and data modelling. Some of such issues have been addressed 
in the literature over the last two decades.

Regarding the data modelling, in Chi and Kolda (2012), the authors proposed CP Alter-
nating Poisson Regression (CP-APR) which is designed for sparse count data and there-
fore is appropriate to deal with weighted time-evolving networks. Moreover, as the name 
suggests, in Boolean CP (Erdos and Miettinen 2013), the data is assumed to be boolean. 
Boolean CP is suitable when dealing with unweighted time-evolving networks.

DEDICOM (Kiers 1993) was designed to capture asymmetric relations. In this model, 
two modes are assumed to be associated with the same objects (which implies that they 
have the same size). Thus, for a tensor X ∈ ℝ

I×I×K , the output of this algorithm is defined 
by three structures: two matrices � ∈ ℝ

I×R and � ∈ ℝ
R×R , and a tensor D ∈ ℝ

R×R×K , 
which are obtained by minimizing:

where D(∶, ∶, k) corresponds to a diagonal matrix, as illustrated in Fig. 3.
Additionally, some constraints may also be incorporated into the decomposition mod-

els, namely, sparsity (Papalexakis et al. 2013) and non-negativity (Bro and De Jong 1997; 
Shashua and Hazan 2005; Mørup et al. 2008) which allow for a more interpretable analysis 
of the decomposition result.

K∑

k=1

||X(∶, ∶, k) − �D(∶, ∶, k)�D(∶, ∶, k)�T ||,

Fig. 2  Illustration of the output of the CP decomposition of a three order tensor
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With respect to scalability, most of the proposed scalable methods for large datasets rely 
whether on distributed and/or parallel computing (Phan and Cichocki 2011; Kang et  al. 
2012; Choi and Vishwanathan 2014; Zou et al. 2015; Austin et al. 2016).

In some scenarios, additional data may be available. For example, for multi-relational 
data, one may have a tensor of type entities × entities × relations describing the different 
types of relations between the entities and also have a matrix of attributes to describe each 
entity. In this scenario, the tensor and the matrix share one dimension: the entities. In cou-
pled tensor/matrix decomposition (Acar et al. 2011; Beutel et al. 2014; Jeon et al. 2016), 
the idea consists of decomposing the multiple data structures jointly by taking into account 
that they share some of their dimensions.

The opposite scenario may also occur, that is, there might be data missing in the ten-
sor. This problem has been addressed in Liu et  al. (2013) and Tan et  al. (2013a). More 
details on tensor decomposition methods and multi-linear algebra can be found in Kolda 
and Bader (2009) and Sidiropoulos et al. (2017).

2.4  Computational notes

The complexity of the decomposition methods is highly dependent on the optimization 
algorithm considered to solve the error minimization problem. Nonetheless, nowadays, 
we already find methods able to manage large datasets efficiently (Kang et al. 2012). For 
detailed complexity analysis of some of the main tensor decomposition algorithms, the 
reader may refer to Bader and Kolda (2008).

Moreover, it is worth mentioning that we already find toolboxes with a variety of ten-
sor decomposition algorithms efficiently implemented, namely MATLAB tensor toolbox 
(Brett et al. 2020), tensorlab (Vervliet et al. 2016) and the n-way toolbox (Andersson and 
Bro 2000), which are the most well-known. Other toolboxes include the R rTensor pack-
age (Li et al. 2018) and the Python TensorLy library (Kossaifi et al. 2019).

3  Tensor‑based SNA

3.1  Evolving social networks as tensors

Typically, networks are characterized by a set of nodes V and a set of edges E, G = (V ,E) 
so that e = v1v2 ∈ E ⟹ v1, v2 ∈ V  . However, not only a network may map multiple rela-
tion types r ∈ R as the nodes may be of different types and the relations may be directed/
asymmetric and involve an arbitrary number of nodes.

Additionally, these networks may evolve over time. The time dimension of these net-
works has been captured via probabilistic models (Gahrooei and Paynabar 2018) [generally 
associated with scalability issues (Ranshous et al. 2015)], sketches (Ahn et al. 2012) and 
matrix-based representations (Tsalouchidou et al. 2018). Nonetheless, in such modelling, 

Fig. 3  Illustration of the output 
of the DEDICOM decomposition 
of a three order tensor
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time is (only) implicitly modelled and, consequently temporal relations between different 
network states may be lost. Thus, not only tensors are the natural way to model these net-
works, but they, along with tensor decomposition approaches, overcome these limitations.

Based on this, given their complexity and high-dimensionality, the natural way to model 
time-evolving networks is by resorting to tensors. In this context, the most straightforward 
way of modelling a time-evolving social network as a three-way tensor is illustrated in 
Fig. 4. However, depending on the data available, different modelling may be considered. 
For example, assuming the network describes r types of relations, then it can be described 
by a tensor of order r + 1 , where the last dimension refers to time. Another possible sce-
nario occurs when the relation involves more than two objects. An example of such model-
ling would be a tensor of format sender × receiver × word × time to describe the number 
of emails sent from a given employee to another at a given time that contains a given word 
(Görlitz et al. 2008).

Given the tensor modelling a time-evolving social network, the decomposition result 
may be directly (without further processing) used to carry out the analysis of the data as it 
provides a multi-way view of the data. These views of the data are illustrated in Figs. 5, 6 
and 7: the same representation may be analysed from different perspectives. In mode-wise 
view (Fig. 5), each factor matrix is interpreted as a new representation of the correspond-
ing dimension, this new representation can be further subjected to cluster techniques so 
that nodes exhibiting a similar connection behaviour are identified. Similarly, we can also 
identify instants of time in which the network behaves identically. In a transversal view 
(Figs. 6 and 7), each r-tuple of the form �r, �r, �r represents a pattern of the data so that, by 
analysing the largest entries of such vectors, we are able to find which nodes interact with 
which and at what times. Thus, in CP, one can interpret each outer product �r ◦�r ◦ �r as a 
concept in the data. In this context, the number of concepts/patterns is given by the number 
of components R.

Fig. 4  Example of the modelling of a time-evolving network into a tensor: the network timestamps (left) 
may be described by their adjacency matrix (middle) forming a sequence over time, corresponding to a ten-
sor (right)
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Fig. 5  Mode-wise view: by applying tensor decomposition in the network, we obtain a new (vectorial) rep-
resentation of each node and timestamp (for illustration purposes we considered a decomposition model of 
R = 2 factors, thus originating 2-D representations)
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CP decomposition concepts
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Fig. 7  Transversal view: by applying tensor decomposition in the network, we obtain triples of vectors that 
describe a pattern in the network
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For example, Papalexakis et  al. (2012) carried out a study in which they modelled 
the data as employee × employee × month where entry (i,  j,  k) is the number of emails 
exchanged between employees i and j at time k. Given the decomposition result, each con-
cept r, defined by {�r, �r, �r} , corresponded to a highly interacting group of employees and 
their communications over time: the entries of each vector are activity scores so that �r and 
�r reveals the most active employees in r, while �r describes the temporal evolution of the 
discussion. In other words, each concept is a discussion between some employees (the most 
active in �r and in �r ) and such discussion evolves according to �r . Additionally, a non-neg-
ativity constraint is imposed on the decomposition result to increase interpretability.

A similar idea applies when considering the Tucker decomposition. In Sun et al. (2008), 
for each factor matrix, the maximum absolute values of column r corresponded to the most 
relevant dimensions of concept r. Additionally, entry (i, j, k) of the core tensor Y reflects 
the “strength” of the corresponding concept, defined by {�i, �j, �k}.

At an abstraction level, the concepts found by tensor decomposition may be interpreted 
as patterns describing the data. This approach has been exploited not only for exploratory 
analysis (Kang et al. 2012; Jeon et al. 2015; Park et al. 2016) but also for specific tasks 
such as community detection and tracking (Gauvin et al. 2014), anomaly detection (Papal-
exakis et al. 2014) or temporal co-clustering (Peng and Li 2011).

This type of exploratory analysis is illustrated in Fig. 6 (darker entries are associated 
with higher values). In Fig. 8, we exhibit one of the concepts detected when decomposing 
the employee × employee × month Enron dataset. When analysing this concept we verify 
that there were two most active employees: employee 28, corresponding to David Delainey 
(in mode 1) and employee 83, corresponding to John Lavorato (in mode 2), two senior 
executives of the company. The email exchange between these employees was more intense 
during months 18 and 33, corresponding to October (2000) and January (2002). Delainey 
was a CEO of the Enron North America and became CEO of the trading unit in the Energy 
Services at the beginning of 2001, period in which its interaction with Lavorato was higher. 
This interaction decreased along the declining period of the company.

While the result of tensor decomposition may be directly used for mining these net-
works, there are more complex and diverse tensor decomposition-based approaches 
designed to target each of the SNA tasks. Tables 3 and 4 summarize the literature on the 
topic by listing the existing methods and their specificities. In particular, Table 3 provides 

Fig. 8  Illustration of one concept in the employee × employee × month version of Enron dataset. This con-
cept refers to the emails exchange between David Delainey (employee 28) John Lavorato (employee 83)
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details on the network types considered in each method and their modelling as tensors. In 
Table 4, we characterize the works according to the tensor decomposition type and setting 
(online, sliding window or offline) as well as the SNA subproblem addressed. These works 
are explained in more detail in the following sections.

3.2  Community detection

Informally the concept of community is associated with a set of individuals that have some-
thing in common: the location, an interest, and so forth. In the context of social networks, 
a community usually refers to a set of nodes which highly interact within each other, but 
loosely interact with the remaining network (Fortunato 2010). For example, in a friendship 
network, usually one can find different communities: friends from school, work colleagues 
or family. These communities may have elements in common. A case of community over-
lap would be a cousin which worked in the same company and consequently was also a 
work colleague.

In community detection, the goal is to find the inherent communities. If the networks 
evolve over time, then the evolution of such communities may also be tracked in order to 
detect splitting, merging, birth and death of communities.

MetaFac (Lin et  al. 2009) was designed for heterogeneous hypergraphs, a richer sce-
nario in which nodes and edges can be of different types and edges relations may involve 
more than two nodes. This type of networks are useful to model interactions in social 
media platforms such as Facebook where one can find different types of objects (users, 
wall posts,...) and different types of relations (friendship between users, users reply to a 
wall post, ...). Based on this, the interactions of a relation type r are modelled using a ten-
sor X(r) , whose modes correspond to the node types involved in such relation type. Given 
the set of relation tensors, the idea is to resort to coupled tensor factorization by accounting 
for the node types that are shared across different relation types. For example, in Face-
book the friendship relation involves only the users and such relation can be modelled by 
a users × users tensor. On the other hand, the relation inherent to a user making a post at 
another user’s wall at a given time can be modelled by a users × users × time tensor. In 
this case the two relations share the users mode. The number of communities K is set as 
the number of factors in the decomposition and the output of the decomposition is a core 
tensor shared by all the relation tensors and a set of factor matrices, each associated with 
one of the node types. The membership of element i of type � to community k is computed 
based on the kth diagonal entry of the core tensor and the (i, k) entry of factor matrix asso-
ciated to node type � . The authors extended their work to deal with evolving scenarios, but 
did not model the time dimension explicitly in the X(r) relation tensors. Instead, the decom-
position in each instant is carried out similarly to the static scenario, with the difference 
that smoothing constraints between the factor matrices observed in the previous timestamp 
and the ones to model the incoming timestamp are added. Thus, in practice, a sequence of 
factor matrices for each timestamp is obtained and, since they map the community struc-
ture of the network, they can be used to track the communities evolution.

Com2 (Araujo et al. 2014) is a method to detect and track the communities evolution in 
directed unweighted time-evolving networks. In this method, tensor decomposition is used 
to obtain an initial community candidate. In particular, the authors apply CP with a single 
component so that the entries are interpreted as activity scores (similarly to the described 
in Sect.  3.1)—most active nodes and instants represent the community candidate. The 
community candidate is then used to drive the search for the most consistent community 
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in terms of minimum description length (MDL) (Grünwald 2007). The structure found cor-
responds to a dense block of the network, which is expected to map a community and its 
evolution in the corresponding instants. In order to find other communities, the edges in the 
block are removed from the original tensor and this process may be repeated sequentially. 
In this method, the number of communities does not need to be predefined (and the method 
is parameter free). However, this method does not operate online.

In Al-Sharoa et al. (2017), the authors proposed a framework for spectral clustering in 
weighted undirected dynamic networks, by resorting to Tucker tensor decomposition. The 
network is modelled as a nodes × nodes × time tensor corresponding to the sequence of 
adjacency matrices over time. Since the network is undirected, an equality constraint is 
imposed on the decomposition output regarding the factor matrices associated with nodes 
dimensions. In other words, it is imposed that � = � in (1). The decomposition result is 
used to track the community structure. In particular, the authors proposed a metric to quan-
tify the level of change in the community structure. Given the change points, the number of 
clusters is estimated accordingly (Von Luxburg 2007) and the communities are estimated 
by applying k-means to the nodes factor matrix. Their methodology can be carried out 
using a sliding time window or a landmark time window (with forgetting factor).

Recently, a framework for Learning Activity-Regularized Overlapping Communities 
using Tensor Factorization (LARC-TF) (Gorovits et al. 2018) was proposed. In this work, 
the network is assumed to be weighted and undirected and is modelled as a 3-way tensor 
( nodes × nodes × time ). The goal is to find two matrices: a “community matrix” describing 
the level of association of each node to the communities and a “activation matrix” describ-
ing the activity of each community over time. These matrices are found by resorting to 
regularized constrained tensor decomposition. The constraints include non-negativity (for 
interpretability purposes) and shared factor matrices across the two nodes modes ( � = � 
in (2)). The authors also considered a smoothness regularization term in order to appropri-
ately model the activity and inactivity intervals in the activation matrix. Additionally, the 
number of communities is set as the number of components and is estimated based on an 
adaptation of the CORCONDIA (Bro and Kiers 2003; Papalexakis and Faloutsos 2015). 
Similarly, the authors proposed an ADMM-based (Boyd et al. 2011) approach to solve the 
decomposition and obtain the factor matrices. The nodes factor matrix and the temporal 
factor matrix are interpreted as the community and the activation matrices, respectively.

Finally, in order be able to find overlapping communities, Sheikholeslami and Gian-
nakis (2017) proposed a different view of a network. In particular, the authors described 
a network by its set of ego-networks (that is, using the local subgraphs formed by a node 
and its neighbours). In this context, since each node is represented by the adjacency matrix 
of its ego-network, the network state at time t is modelled as a nodes × nodes × nodes ten-
sor, formed by the set of such adjacency matrices. Given such tensor, the method consists 
of applying a constrained CP model to the data. The constraints include non-negativity 
on all the factor matrices and unit norm on the rows of the factor matrix associated with 
the third mode. By considering these constraints, the ith row of the third factor matrix can 
be interpreted as a community membership vector for node i. The authors also extended 
their work to a time-evolving scenario, in which case the tensor would be of order 4 
( nodes × nodes × nodes × time ) and the community membership would also be dependent 
on the temporal activity, encoded in the forth factor matrix. In more detail, assuming that 
the decomposition outputs matrices {�,�,�,�} , with � and � providing respectively the 
community assignment and the temporal evolution, then the membership score of node i to 
community k at time t is computed as the community assignment score, given by �(i, k) , 
weighted by the community activity at that instant, given by �(t, k).
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3.3  Link prediction

Let us assume we have access to the human proximity network over time, then in case 
of an epidemic disease spread, it would be useful to understand the proximity patterns 
and predict future contacts in order to avoid the propagation of the disease to uninfected 
individuals. The task of inferring which links will occur in the future defines the scope 
of temporal link prediction (Lü and Zhou 2011). In other words, given the states of the 
network in the previous instants, the goal of link prediction is to predict which entities 
will interact in the future.

Two of the first approaches to tackle this problem using tensor decomposition 
were proposed in Dunlavy et  al. (2011) and Spiegel et  al. (2011). The idea exploited 
in these works is similar: the network states between instants 1 and T are modelled as 
a nodes × nodes × time tensor and approximated via tensor decomposition. Given the 
decomposition factor matrices �,�,� , the network state at time t is approximated by ∑R

r
(�r ◦ �r) × �r(t) . Therefore, the state of the network at time T + 1 may be estimated 

as 
∑R

r
(�r ◦ �r) × �̂(T + 1) , with �̂(T + 1) being an estimate of the T + 1 row of the tempo-

ral factor matrix � . Based on this, the authors propose strategies to estimate the future 
temporal trend �̂(T + 1) based on the remaining temporal evolution (encoded in � ). In 
the resulting estimation, the highest score values are associated with the links which are 
more likely to occur. A major limitation of these methods is their high sensitivity to the 
initialization of the tensor decomposition result (Fernandes et al. 2017).

A similar idea was exploited in the works of Matsubara et al. (2012) and Araujo et al. 
(2017).

The novelty of TriMine-F (Matsubara et al. 2012) comes from the multiple time gran-
ularity levels (such as hour, day, week, month, ...) considered with the aim of improv-
ing the forecasting. In particular, data is modelled as object × user × time tensors, with 
varying granularity on the time mode. The tensor associated to the highest granularity 
(for example, hours) is decomposed into factor matrices �,�,� . The factors matrices 
� and � , associated respectively with objects and users, are shared when computing 
the decomposition of the remaining tensors (which are associated with a longer time 
windows—for example, days and weeks). Given the temporal factor matrices associated 
with each time granularity, forecasting is applied to them in order to estimate the future 
trend �̂(T + 1) . It is noteworthy that, despite not specifically designed for time-evolving 
networks, TriMine-F can be applied to such type of data.

In TensorCast (Araujo et al. 2017), the idea is to incorporate additional information 
and resort to coupled decomposition to account for such side information. The authors 
also proposed a greedy strategy to obtain the top scores (associated with the links which 
are more likely to occur) without computing explicitly the future state of the network.

It is noteworthy that all of these methods are based on CP decomposition and exploit 
a similar idea, illustrated in Fig. 9. The main differences between the methods reside on 
the forecasting approach and on the optional usage of side information or multiple time 
granularities. Moreover, Spiegel et al. (2011) considered the problem of predicting the 
state of the network at the incoming timestamp, while in the other works, the goal was 
to predict the state of the network in the next L time instants. The main limitation of 
these methods is that they were designed to work in an offline setting and consequently, 
when new data arrives, the forecasting models need to be recomputed.
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4  Other applications

4.1  Anomaly detection

The goal of anomaly detection in time-evolving networks is to detect anomalous/devia-
tion behaviors (Akoglu et al. 2015; Fanaee-T and Gama 2016b). According to Ranshous 
et al. (2015), anomalies are dubbed as events or changes based on its durability: events are 
assumed to be temporary while changes are associated with longer periods of time. Exam-
ples of events include: (1) abrupt changes in an IP network traffic, associated with mali-
cious activities, such as denial-of-service attacks; (2) peak of wall-posts at a given user’s 
Facebook profile due to his birthday. In a co-authorship network, if a given author starts 
working on a different field then he/she will probably collaborate with new people (with 
which the author has never worked before); such a drift is considered a change (not an 
event).

The most common and straightforward approach to detect anomalies using tensor 
decomposition is based on the following assumption: since tensor decomposition captures 
the general structure of the data, deviations are not captured. Consequently, when com-
paring the original tensor with the reconstructed one, one is able to detect the anomalies 
by spotting the tensor entries that have the highest reconstruction error. This approach is 
exploited in Kolda and Sun (2008), Koutra et al. (2012) and Sun et al. (2008). This strategy 
allows for an analysis at a global level by tracking the reconstruction error of each temporal 

Fig. 9  Schematic illustration of the link prediction process based on tensor decomposition
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network state and at a local level by tracking the reconstruction error of a given node. An 
example is provided in Fig. 10: the plot of the decomposition reconstruction error of the 
ChallengeNetwork dataset (Rayana and Akoglu 2014) shows 2 peaks (at 376 and 1226, 
marked with a vertical dashed line), corresponding to instants of anomalous high activ-
ity. Despite allowing the discovery of multiple types of anomalies (from abrupt interaction 
increase to concept drift), this type of approaches fail at being automatic, which may be 
discouraging when the number of concepts to analyse is high.

Sapienza et al. (2015) proposed a different perspective of anomaly in the context of net-
works. According to the authors, anomalies are noisy patterns in the data that should be 
removed. In this approach, tensor decomposition is used to find the communication pat-
terns, which are further fed into a classifier in order to distinguish the anomalous activity 
periods from the normal. Given a detected anomaly, the nodes and time periods associ-
ated are discarded from the original tensor. This procedure is iteratively repeated on the 
“cleaned” tensor until no anomalies are detected. The major limitation pointed out by the 
authors is the inefficiency of the decomposition method considered. From a theoretical 
point of view, this approach may be formulated as recovering a “clean” version of the data-
set (with the noise removed). This may be useful when dealing with sensor data (different 
environments may bias the sensors measurements). A similar problem was also addressed 
in Tan et al. (2013b), Goldfarb and Qin (2014) and Xie et al. (2017); the goal was to sepa-
rate the noise from the original data by resorting to tensor decomposition models.

A limitation of most of the approaches previously described is that they do not work 
in real-time. STenSr (Shi et al. 2015) aims at tackling such issue. In particular, in STenSr 
the authors keep track of the tensor decomposition as new data arrives. Thus, when a new 
tensor is available, the old tensor decomposition is incrementally updated and the anomaly 
detection is carried out by accounting for the deviation of the new rows in the temporal 
factor matrix. This deviation is computed based on the distance of the new rows to the 
centroid of the remaining. Despite not being specifically developed for network data, the 
application of this method to such type of data is possible, as the authors demonstrate.

Pasricha et al. (2018) were pioneers in the field of tensor decomposition-based concept 
drift detection by proposing SeekandDestroy. The idea exploited in this work was to com-
pare the decomposition result of the tensor observed so far with the new incoming tensor. 
In particular, the concept drift detection is carried out by analysing which concepts are 
new, missing or common across the old and the new data. Using such information, the 
authors are able to incrementally keep the decomposition result of the whole data and carry 
out the analysis. Since the concepts found depend on the number of factors considered, the 
success of this approach is highly dependent on the quality of the rank estimation method, 
as pointed out by the authors.

Fig. 10  Reconstruction error per 
timestamp in the (unweighted 
version) of the ChallengeNet-
work dataset: dashed vertical 
lines correspond to anomalous 
timestamps



2909Tensor decomposition for analysing time‑evolving social…

1 3

Finally, with respect to heterogeneous networks, MultiAspectForensics (Maruhashi 
et al. 2011) is a strategy for finding dense subgraphs in the network, having applications in 
network intrusion detection, for example. As a preliminary step, the heterogeneous network 
must be rearranged into a tensor by considering (1) each node type, (2) the edge attrib-
utes and (3) time as modes in the tensor. Since the factor matrices assign eigen-scores to 
the attributes, the idea consists of mining such information to find spikes of eigen-scores. 
These are expected to model a relevant and unexpected pattern. In this context, dense 
bipartite subgraphs in which all the edges are of the same type are regarded as anomalous 
and should be spotted by the method.

4.2  Summarization

Briefly, the goal of graph summarization is to find a concise representation of the original 
(often) large-scale network that preserves some of its properties (Liu et al. 2018). Depend-
ing on the goal of the summarization, different strategies are used.

Regarding tensor-based summarization techniques, it is noteworthy that the decomposi-
tion result itself may be interpreted as a summary of the data since it is a new and more 
compact representation of the original tensor. For example, for a time-evolving network 
modelled as nodes × nodes × time tensor, each factor matrix is new representation either of 
the nodes or of the time evolution.

In Shah et al. (2015), the authors modelled the network as a tensor, but did not resort 
to tensor decomposition. The idea exploited was to use the MDL principle to uncover the 
linking patterns. The summary was composed by the set of discovered patterns.

In Bader et al. (2007), the authors considered DEDICOM tensor decomposition to cap-
ture the asymmetry in the relations between the entities. With the information provided 
by the decomposition results, the authors inferred groups with similar connection patterns 
and inferred also the interaction level between such groups. The nodes grouping is inferred 
from the columns of the node factor matrix � , while the groups interactions are inferred 
from matrix � (recall Sect. 2.3). This results in a smaller graph mapping the main relations 
captured by the decomposition. A similar analysis was carried out in Peng and Li (2011).

More recently, Fernandes et  al. (2018) proposed a tensor-based extension of GraSS 
(LeFevre and Terzi 2010) to dynamic networks. Contrary to Bader et  al. (2007), this 
method was developed for unweighted undirected networks. Nonetheless, its goal is also 
to preserve the structural/topological properties of the network. In this work tensor decom-
position is used to generate the nodes representation, which is then used to capture the 
connectivity patterns. An illustration of this type of summarization is provided in Fig. 11.

4.3  Visualization

The visualization of the networks may provide insights on the underlying communication 
patterns. However, given the large-scale of most real world networks, its visualization is 
not always feasible or useful. In this context, the usage of summaries may be a possible 
solution. Both Bader et al. (2007) and Fernandes et al. (2018)), described in the previous 
section, can be used for visualization purposes.

In Sun et  al. (2009), the authors proposed MultiVis, a tensor decomposition-based 
tool designed for the purposes of single and cross mode clustering, which enables the 
visualization and navigation of such clustering results. This framework is characterized 
by two phases. In the first phase, the tensor is decomposed using Tucker (with biased 
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sampling strategies (Drineas and Mahoney 2007) in order to deal with large data). Then, 
the core tensor and the factor matrix of each mode of the tensor are combined to gen-
erate the representation of the corresponding modes. The elements in each mode are 
clustered based on such representation. Finally, the clustering results of each mode are 
combined for a cross-mode interpretation. As an illustrative example, let us consider an 
email network, then the tensor sender × receiver × time is decomposed and the cluster-
ing of the senders, receivers and time is first carried out separately and later combined 
to track the time evolution of the interactions between the clusters of senders and receiv-
ers. The second phase of the framework consists of the visualization of these clustering 
results. To visualize the network, the authors propose the application of hierarchical 
clustering in each mode, thus allowing for a multi-level view of the interactions in the 
data.

Additionally, Oliveira and Gama (2011) introduced the concept of social trajecto-
ries. In this work the networks are described as a nodes × features × time tensor X  in 
which the set of node features included the degree, the closeness, the betweenness and 
(local) clustering coefficient. The idea exploited is to use the decomposition result to 
project the data into a new space. In more detail, the tensor modelling the network is 
decomposed using Tucker decomposition. Then the first two factors of the features fac-
tor matrix (matrix � in (1)) is interpreted as the new feature space and it is used to 
project the data. The result is a tensor Y = X ×2 �(∶, 1 ∶ 2) . In practice, tensor Y gives a 
two dimensional representation of each node for each timestamp. The set of two dimen-
sional points for each node over time defines the social trajectory of the node. This rep-
resentation facilitates the understanding of the evolution of the nodes over time. On one 
hand, the network features that most contribute to the components of the new feature 

Fig. 11  Example of a summary of a unweighted undirected time-evolving network: 3 original network 
timestamps (left) and corresponding summary (right). The summary edges are weighted based on the num-
ber of links shared across the summary nodes elements
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space allow for an interpretation of the new feature space. Moreover, by visualizing the 
trajectories, one can identify groups of nodes with similar behaviour.

It is noteworthy that despite their differences, both methods previously described 
(Sun et  al. 2009; Oliveira and Gama 2011) are derived from a similar idea: resort to 
Tucker decomposition to obtain new representations of the network data and use such 
representation to visualize the network behaviour.

5  Conclusion

In this work we cover the existing literature on tensor decomposition-based analysis 
of time-evolving networks. A growing research area that has attracted the researchers 
interest in recent years.

By comparing their models with other methods such as matrix decomposition and 
time-series based approaches, the tensor decomposition-based works suggest that the 
success of tensor decomposition in SNA arises from explicitly (and jointly) modelling 
the multiple dimensions of social networks.

In this context, tensor decomposition is usually considered to generate new, lower 
dimensional and more interpretable representations of the dimensions of the networks, 
namely the nodes and the time evolution. These new representations are then processed 
according to the analysis goal: in community detection, summarization and visualiza-
tion tasks, the nodes factor matrix assumes a major role in the analysis; likewise, in the 
case of link prediction, the core of the methods resides on the processing/forecasting of 
the temporal factor matrix.

Despite the advances in this field, there are still some challenges which remain few 
explored. In particular, there are issues associated with tensor decomposition itself 
which are known to have impact in the context of SNA tasks, these include the choice 
of the number of components and the lack of unique solutions (Kolda and Bader 2009), 
according to which multiple runs of the algorithm may provide different solutions/fac-
tor matrices (Fernandes et al. 2017). Finally, it is also worth mentioning that traditional 
tensor decomposition usually fails at capturing local temporal dependencies, providing 
only a global perspective of the data and neglecting local dynamics (Fernandes et  al. 
2019). Another relevant issue that remains almost undressed is the incrementality (as it 
can be observed in Tables 3 and 4). In the context of social networks, real-time analysis 
assumes an important role: the discoveries must be made in real time. To meet this end 
the methods should be scalable and efficient to incorporate incoming data. This direc-
tion remains unexplored when referring to tasks such as link prediction, for example. 
Finally, we also observed that the potential of tensor decomposition for the analysis of 
hypergraphs and heterogeneous networks is few explored.

Based on this and given the promising results demonstrated so far, we believe this 
research area will continue to grow, with significant improvements if the challenges pre-
viously stated are tackled.
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