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Abstract
The Failure Mode and Effects Analysis (FMEA) technique due to its proactive nature can 
identify failures and their causes as well as potential effects, and provide preventive/con-
trolling measures before they occur. Nevertheless, some of the shortcomings of the FMEA 
technique like lack of a mental framework for considering the relationships between risks, 
lack of systematic perspective in confronting with risks, and weakness of Risk Priority 
Number (RPN) score in mathematical basis and disregarding the uncertainty of problem 
reduce the reliability of the outputs. In this study, an approach based on the Multi-Stage 
Fuzzy Cognitive Map and the Z-number theory (Z-MSFCM) is proposed to simultane-
ously consider the concept of uncertainty and reliability in quantities of risk factors and 
the weights of causal relationships in the MSFCM. Besides, a novel learning approach for 
Z-MSFCM has been applied based on the combination of the Particle Swarm Optimization 
(PSO) and S-shaped transfer function (PSO-STF) to preserve the uncertain environment of 
the problem. The proposed approach has been applied in a manufacturing automotive parts 
company and results indicate that: first, Z-MSFCM by considering the causal relationships 
between risks and their uncertainty and reliability in comparison with traditional RPN can 
provide better process-oriented insight into the impact of risks on the system; and second, 
the PSO-STF has high potential in generating solutions with high separability compared 
to Nonlinear Hebbian Learning and PSO algorithms. To put it differently, the mentioned 
advantages of the proposed approach can help decision-makers to analyze the problem 
with high reliability.

Keywords Failure mode and effects analysis · Multi-stage fuzzy cognitive map · Z-number 
theory · Fuzzy learning algorithm · Risk assessment

 * Mustafa Jahangoshai Rezaee 
 m.jahangoshai@uut.ac.ir

1 Faculty of Industrial Engineering, Urmia University of Technology, Urmia, Iran

http://orcid.org/0000-0002-3340-666X
http://crossmark.crossref.org/dialog/?doi=10.1007/s10462-020-09883-w&domain=pdf


1350 M. Abbaspour Onari et al.

1 3

1 Introduction

Uncertainty and increased competitiveness of organizations have created many chal-
lenges for various industries in recent years. To effectively manage these challenges, vari-
ous approaches have been developed. Identifying and managing risk is one of the main 
approaches to improve the effectiveness of the organization (Ayyub 2014). In other words, 
the risk management process is carried out to ensure decision-makers that all risks are for-
mally identified, ranked, monitored, prevented, or mitigated. Consequently, the applica-
tion of different types of qualitative and quantitative risk evaluation approaches in various 
organizations has been expanded (Vose 2008). These techniques are used to anticipate and 
prevent risks (failures), imperfections, and deficiencies that can arise in designing a prod-
uct or a product manufacturing process.

One of the prevailing ways to achieve this goal is the Failure Mode and Effects Analysis 
(FMEA) technique. It is a systematic tool based on team members’ cooperation and the 
pre-occurrence prevention principle. It is used to identify failures, causes, potential effects, 
and preventive and control measures in a system, design, process, and/or service before 
they occur (Hu et  al. 2019). One of the advantages of this technique is its functionality 
compared to other reactive modes. In fact, in the FMEA, the goal is to prevent the damage 
that may occur in the future to save cost and time. Traditionally, by calculating risk priority 
number (RPN) which is derived by multiplying three risk factors, failure modes in FMEA 
are ranked. These three priority factors are severity (S), occurrence (O), and detection (D). 
Here, O indicates the likelihood of the failure, S indicates the seriousness of the effect of 
the failure, and D is the possibility of not detecting the failure. Each of the three risk fac-
tors is scored using a 10-point scale which is available in FMEA literature (Hu et al. 2019; 
Liu et al. 2013). Despite the positive features of this technique, some of its shortcomings 
can reduce the reliability of the results. Among the disadvantages of the traditional FMEA 
due to its conventional RPN score, it can be referred to disregarding the uncertainties in 
the values of the risk factors (Baghery et  al. 2018), the mathematical equation for com-
puting RPN does not have a completely scientific basis (Hu et al. 2019), failing in creat-
ing enough distinction between failure priorities and not considering the causal relation-
ships between failures (Rezaee et al. 2018), and finally misleading the concentration of the 
FMEA team’s efforts into struggling with failures with low severity instead of critical ones 
(Liu et al. 2013). On the other hand, numerous changes in the business environment have 
caused a systematic and holistic attitude instead of a non-holistic attitude to risk manage-
ment (Rezaee et al. 2017).

The objective of this research is to present a novel approach by extended Multi-Stage 
Fuzzy Cognitive Map (MSFCM), and the parameter estimation of FMEA methods based 
on the Z-number theory to increase the reliability of the FMEA outcomes. In this study, by 
using the Z-number theory which considers the uncertainties of the experts and allocates 
their reliability to estimate the fuzzy parameters (Zadeh 2011), uncertainty and reliability 
in the process of quantifying risk assessment factors in the traditional FMEA are consid-
ered simultaneously. Besides, with a systematic perspective and the step-by-step approach, 
using the extended MSFCM based on the Z-number theory (Z-MSFCM), unlike the FMEA 
technique, it has been attempted to consider the causal relationships in the prioritization 
of the failures. The reason is that some failures can exacerbate critical situations by affect-
ing other parts, and identifying these root failures can help the management team to deal 
with this problem. Also, when there is a step-by-step approach, especially in manufactur-
ing processes, the occurrence of one failure leads to the occurrence of other failures in the 
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next stages and a holistic perspective leads to unreliable results (Rezaee et  al. 2018). In 
this study, by introducing a new fuzzy learning algorithm based on MSFCM, it has been 
endeavored to overcome one of the most fundamental shortcomings of the conventional 
RPN score, the lack of distinction between the assigned ratings to the failures. For the 
first time, Z-MSFCM is trained with triangular fuzzy numbers instead of crisp numbers to 
maintain the uncertain environment of the problem and to avoid eliminating the ambigu-
ity of failures. Z-MSFCM outputs by fuzzy numbers help decision-makers to ensure the 
accuracy of the generated results. Another taken step to increase the quality of decision 
making is proposing a modified learning algorithm. It is based on the combination of the 
Particle Swarm Optimization (PSO) and S-shaped transfer function (PSO-STF) which gen-
erates solutions with high separability. The Mean Squared Error (MSE) function is imple-
mented as the fitness function of the proposed approach which can improve the quality 
of the generated solutions by minimizing their errors. The proposed algorithm can reduce 
dependence on experts’ opinions and increase the separability of the generated solutions. 
In this approach failures with high scores will have priority in the ranking. To validate the 
feasibility of the proposed approach, prioritizing the failures in the production line of a 
manufacturing automotive parts company is implemented and its results are compared with 
some traditional methods.

The rest of this study is organized as follows: In Sect. 2, some research is reviewed in 
two subsections as FMEA technique, Fuzzy Cognitive Map (FCM) method, and its learn-
ing algorithms. In Sect.  3, theoretical foundations of the FMEA technique, conventional 
FCM versus MSFCM methods, and Z-numbers theory are expressed. In Sect. 4, the pro-
posed approach of this study is provided. In Sect. 5, the analysis of results from the imple-
mentation of the proposed approach in a case study is presented. Finally, in Sect. 6, the 
conclusions and development suggestions of this study are provided.

2  Literature review

In this section, the literature background in developing the FMEA technique is presented. 
This section exclusively reviews novel researches in Multi-Criteria Decision-Making 
(MCDM) and FCM realms. First, the earliest research is introduced, and then the most 
recent research in the development of the FMEA is reviewed, and compared with the pro-
posed approach. Moreover, a brief introduction to the FCM learning algorithms has been 
prepared.

FMEA in the process is a systematic approach to recognize and impede the failure in the 
product and its process. Additionally, it is an analytical approach that depends on the pre-
vention rule. Before the occurrence of failure, it is applied to recognize the potential causes 
of failure (Rezaee et al. 2017). Firstly, this technique developed as a formal design method-
ology in the 1960s by the aerospace industry (Bowles and Peláez 1995). It has been proven 
that FMEA is a practical and potent tool in evaluating potential failures and preventing 
them from outbreaking (Ravi Sankar and Prabhu 2001). Traditionally, risk assessment in 
FMEA is accomplished by developing an RPN score. Nonetheless, the RPN score exhibits 
some critical shortcomings when traditional FMEA is applied in real-world cases. There-
fore, it has been suggested a lot of alternative methods in the FMEA literature resolve some 
of the drawbacks of the conventional RPN score and to implement it more effectively (Liu 
et al. 2013). Determining the priority of failure modes in FMEA needs MCDM analysis as 
a multifaceted challenge. Due to the involvement of multiple risk factors in the evaluation 



1352 M. Abbaspour Onari et al.

1 3

and prioritization of failure modes, FMEA can be counted as an MCDM problem (Liu 
et al. 2019a; Karunathilake et al. 2020). Kutlu and Ekmekçioglu (2012) with the combina-
tion of two practical methods, Fuzzy Analytic Hierarchy Process (AHP) and Technique for 
Order of Preference by Similarity to Ideal Solution (TOPSIS), used linguistic variables for 
determining S, O, and D factors. Liu et al. (2012) used the extended VIKOR method for 
selecting the most severe failure modes for assessing the risk of general anesthesia pro-
cess under fuzzy environment. Furthermore, Liu et al. (2014) proposed a new risk priority 
model for the risk assessment in rotor blades for an aircraft turbine based on D-numbers, 
and Grey Relational Projection (GRP). Wang et al. (2016a) proposed an improved Failure 
Mode Effects and Criticality Analysis (FMECA) in a feed system case by the Decision 
Making Trial and Evaluation Laboratory (DEMATEL) method. Mohsen and Fereshteh 
(2017) in a geothermal power plant case used the concept of the Z-number, Shannon 
entropy concept, and the fuzzy VIKOR technique to rank and prioritize the failure modes 
based on the minimum individual regret and the maxi group utility. In another study, after 
implementing the Process Failure Mode And Effects Analysis (PFMEA) technique, Bagh-
ery et al. (2018) applied interval Data Envelopment Analysis (DEA) and Grey Relational 
Analysis (GRA) to prioritize and analyze all failures. Lo and Liou (2018) proposed a new 
model that uses the BWM method in combination with the grey theory for FMEA in an 
international electronics company.

One of the main shortcomings of the FMEA is that it does not consider the relation-
ships between the failures. In some cases, a failure may have causal relationships with 
other failures, and by relieving a failure, other failures may be eliminated. Hence, for the 
first time, Peláez and Bowles (1996) implemented FCM to overcome this shortcoming of 
FMEA. Baykasoğlu and Gölcük (2020) endeavored to develop fuzzy FMEA by proposing 
a hybrid multi-attribute decision-making model by combining Fuzzy Preference Program-
ming (FPP), FCM, and fuzzy Graph-Theoretical Matrix Approach (GTMA) at a software 
company. Erbay and Özkan (2018) used FCM to consider causal relationships in fuzzy 
FMEA in a real-world IT case study. One of the most important steps in constructing FCM 
is learning algorithm. The main motivation for developing learning algorithms for FCM is 
due to two problems: First, the FCM cannot be made without the presence of an expert to 
build the knowledge map. Second, human experts’ knowledge can be subjective, and fre-
quently it could consist of biases and errors (Salmeron et al. 2019). There are three main 
learning algorithms for FCM: (1) Hebbian-based algorithms; (2) Population-based algo-
rithms; (3) Hybrid algorithms (Papageorgiou 2011). Hebbian-based algorithms are based 
on Hebbian law and some of the most prominent algorithms in this group include Dif-
ferential Hebbian Learning (DHL) (Dickerson and Kosko 1994), Active Hebbian Learn-
ing (AHL) (Papageorgiou et al. 2004), and Nonlinear Hebbian Learning (NHL) (Papageor-
giou et al. 2003). Population-based algorithms are based on evolutionary algorithms like 
PSO (Parsopoulos et al. 2003), Genetic Algorithm (GA) (Khan et al. 2004), and chaotic 
Simulated Annealing (SA) (Alizadeh and Ghazanfari 2009). The last group of learning 
algorithms for FCM are hybrid algorithms which are a combination of Hebbian-based and 
population-based algorithms like NHL-Differential Evolution (DE) (Papageorgiou and 
Groumpos 2005), and NHL-Real Coded Genetic Algorithm (RCGA) (Peng et al. 2015).

So far, many studies have been proposed to prioritize the failures in different industries. 
These studies have attempted to consider most of the characteristics and factors that influ-
ence risk ranking to make the decision-making process more accurate and rational. Table 1 
summarizes some of these studies and identifies the characteristics that are intended to pri-
oritize the failures. Finally, the characteristics considered in this study are compared to 
other studies.
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3  Preliminaries

The purpose of this study is to present a novel approach of PFMEA-MSFCM based on the 
Z-numbers theory to evaluate and prioritize failures. To this end, the theoretical founda-
tions of the used methods in this proposed approach are discussed in this section.

3.1  Conventional FCM versus its multi‑stage form

Conventional FCMs were presented by Kosko (1986) to illustrate the causal relationship 
between concepts and analyze inference patterns. FCM combines artificial neural networks 
and fuzzy logic. It is practical for modeling some sort of dynamic system called complex 
adaptive systems (Salmeron et al. 2017).

The concepts and weights of the edges are usually considered in the interval [0, 1] and 
[− 1, 1], respectively. The connection strength between two nodes cj and ci is equal to wji , 
where wji can takes any value in the range of − 1 to 1. There can be three types of causal 
relationships between concepts in the FCMs (Felix et al. 2019):

1. wji > 0 , positive causality between the concepts of ci and cj,
2. wji < 0 , negative causality between the concepts cj and ci,
3. wji = 0, there is no relationship between the concepts cj and ci.

Together, these concepts represent the state vector A = [A1,A2,… ,An] . The state vector 
A must be repeatedly transmitted through the weight matrix to evolve the system. There-
fore, the following rule is proposed to compute the state vector A for each concept of ci at 
iteration t using Eq. (1).

where At is the value of concept ci at iteration t, At−1
i

 is the value of concept ci at the itera-
tion t − 1 and the W

ji
 is the weight of the connection from concept cj to concept ci . The 

function f(x) is a threshold function to convert the result in the interval [0, 1] or [− 1, 1]. 
Bueno and Salmeron (2009) exhibited that the unipolar sigmoid function has the best per-
forms among other threshold functions (see Eq. 2).

where x is defined as the value of Ai(k) at the equilibrium point and λ is a real positive 
number that models the slope of the function. Using Eqs. (1) and (2) the successive states 
of the vector can be computed. After each simulation, the new state vector is obtained with 
new values, and this process continues until equilibrium is reached (Salmeron et al. 2019). 
A simple FCM is presented in Fig. 1.

Based on the given description, a learning algorithm needs to implement the mentioned 
points about the FCM. Learning algorithms are implemented to increase decision-making 
reliability. Consequently, by applying such algorithms, the problem of non-convergence is 
solved and the efficiency of FCM is increased (Rezaee et al. 2018).

Conventional FCMs and presented learning algorithms in the past had deficient in some 
applications. Rezaee et  al. (2017) for the first time introduced the concept of MSFCM. 

(1)At
i
= f

(
At−1
i

+

N∑
j≠i,j=1

At−1
j

⋅Wji

)

(2)f(x) =
1

1 + e−�.x
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This method has the potential to evaluate complex systems with large amounts of data pro-
cessed in the real world. FCMs are usually not considered as a process and merely assess 
the overall behavior of a system. However, MSFCM has the capability of considering all 
stages of a process and considering the relationship between the concepts of each stage and 
other stages. Accordingly, it can validate the decision-making process. MSFCM consists of 
several conventional FCMs, each is considered as a stage in the larger process. Each stage 
has several concepts that have internal causal relationships with each other. Also, they have 
external causal relationships with other concepts of various stages. In this study, each stage 
is considered as a step of the manufacturing process. Meanwhile, each main concept is 
considered as the corresponding stage’s risks (see Fig. 2).

Figure 2 shows an MSFCM which has four stages. As it is clear, each stage has own 
concepts and causal relationships. Moreover, it has causal relationships with other stages. 
The concept of C1-1 is concept number 1 in stage 1, which affects concept C1-2, i.e. an 
internal causal relationship. This concept also has an arc to the concept C2-1, indicating 
its effect as an external causal relationship. In this way, the MSFCM can show the relation-
ships of the other stages by describing the relationships within each stage.

1

3

4

2

6

7

5

W12

W13

W26

W24

W67

W36

W45

W35

W57

W23 W32

Fig. 1  An FCM with 7 nodes and 11 arcs

FCM (1) FCM (2) FCM (3) FCM (4)

C1-1

C1-2

C2-1

C2-4

C2-2

C2-3

C3-1

C3-2

C3-3

C4-1

W1-1, 1-2

W2-1, 2-2

W2-1, 2-3

W2-2, 2-4

W3-3, 3-1

W3-3, 3-2

W1-1, 2-1

W1-1, 4-1

W2-1, 3-1

W2-4, 3-2

W3-3, 4-1

W2-3, 4-1

W1-2, 3-2

Fig. 2  A four-stage fuzzy cognitive map



1356 M. Abbaspour Onari et al.

1 3

3.2  Z‑number theory

Zadeh (2011) for the first time proposed a new concept, the Z-number, which is a fuzzy 
number pair (A, R) (Kang et al. 2018a). The concept of Z-number is intended to serve 
as a basis for calculating numbers that are not reliable at all (Aboutorab et  al. 2018). 
Z-numbers are expressed as a pair in which A and R are constraints to describing 
Z-numbers’ behavior. A is usually a fuzzy set while R describes the degree of certainty. 
The degree of confidence may be expressed as a probability density function or fuzzy 
set. In this case, Z = {x|x ∈ A with a certain degree equal to R}. To clarify the concept 
of Z-number, an industrial forecasting model can be used to announce production rate:

(“production rate in a manufacturing unit is 105 parts for next two months”, very 
likely)

This expression can be described as “X is Z = (A,R) ”, where X is the variable of 
“production rate”, A is a fuzzy set that describes the production rate “105 parts for next 
2 months”, and R is the fuzzy probability of A to describe the degree of certainty in an 
event which is “very likely” (see Eq. 3) (Aliev et al. 2015).

It is known as probability constraint and A has the role of probability distribution X. 
Specifically, it can be stated that:

where �A is the membership function of A , and u is the general value of X. �A can be 
described as a constraint that is associated with R(X) , meaning that �A(u) is the degree that 
u satisfies this constraint (see Eq. 5).

In which p is the probability density function of X (Zadeh 2011):

Zadeh (2011) underlines that declaring the problem described by Z-numbers is com-
paratively easy, but solving problems by Z-numbers is difficult in terms of computation. 
Hence, many researchers have endeavored to solve this problem (Qiao et al. 2019a). Two 
ways have been investigated to solve the mentioned problem of Z-numbers. The first one is 
to dispose of Z-numbers straightforward with the operations of them. The other is to trans-
form Z-numbers into other forms of fuzzy numbers or crisp numbers (Song et al. 2020). 
For the first group there are studies like arithmetic computations on Z-numbers (Aliev et al. 
2017), and measuring uncertainty for Z-numbers (Kang et al. 2018b). These methods fol-
low the classical fuzzy theory and probability theory, which often still maintain the high 
complexity of the operation process (Qiao et al. 2019b). In the second group, researchers 
try to develop a transformation based approach to address Z-numbers, in which Z-num-
bers are translated into some corresponding fuzzy numbers (Yaakob and Gegov 2016; Tian 
et al. 2020). It should be mention that although converting Z-number to the fuzzy number 
or crisp number can beneficially simplify the complex computational operations of Z-num-
ber, it may cause significant information loss during information conversion and conse-
quently reduce the benefits of using Z-information. (Shen et al. 2019).

(3)R(X) = X is A,

(4)R(X) ∶ X is A → Poss(X = u) = �A(u)

(5)R(X) ∶ X is p

(6)R(X) ∶ X is p → Pr ob(u ≤ X ≤ u + du) = p(u)du
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4  The proposed approach for PFMEA

This section presents the proposed Z-MSFCM approach and describes how to implement and 
train it. By combining the logic of Z-numbers, the PFMEA technique, and MSFCM, it seeks to 
enhance the accuracy of MSFCM in an uncertain environment. Furthermore, in this approach, 
by introducing a new fuzzy learning algorithm it is endeavored to reduce the dependence on 
experts’ opinions more effectively, and enhance the separability of the solutions.

4.1  Z‑MSFCM

One of the most important reasons that lead to introduce MSFCM is that failures are intercon-
nected, and failures at one stage may cause failure at the next stages. Hence, by monitoring 
preceding stages, failures can be eliminated at the next stages. To this end, each of the failures 
is considered as an FCM concept. The MSFCM considers the relationships between failures 
at different stages and can exhibit very promising and powerful performance. However, the 
nature of the failures is ambiguous and unpredictable, and many factors affect it. Thus, the 
exact time for the occurrence of the failure cannot be determined. On the other hand, even 
with high experience and precise analyzes, the severity of a failure cannot be accurately deter-
mined because the failure severity can be varied depending on different factors. The defec-
tive product may reach the customer despite various corrective actions and inspections. How-
ever, there is a need for a more accurate scoring method in the uncertainty environment. The 
Z-number is a very appropriate approach for scoring risk factors in the PFMEA technique. It 
can provide reliability for each score, along with fuzzy scoring. For this purpose, Z-numbers 
are used in this study to score SOD factors and the causal relationships between the failures.

At first, after organizing the FMEA team, the team explores the failures involved in a pro-
cess. After identifying the process failures, the SOD factor scores are assigned to each failure 
using Z-numbers, for which the scores in Tables 2 and 3 are used.

For example, when the FMEA team detects the value of “slight severity” (C) and “medium 
reliability” (M) for a failure, the Z-number value is as follows:

In this study, to convert Z-numbers into triangular fuzzy numbers, the study of Kang 
et al. (2012) has been used. For converting Z-numbers to fuzzy numbers, suppose that:

Z = [(0.2, 0.3, 0.4), (0.3, 0.5, 0.7)]

Table 2  Normal FMEA factor 
levels

Linguistic variables Membership function

A (0.1, 0.1, 0.2)
B (0.1, 0.2, 0.3)
C (0.2, 0.3, 0.4)
D (0.3, 0.4, 0.5)
E (0.4, 0.5, 0.6)
F (0.5, 0.6, 0.7)
G (0.6, 0.7, 0.8)
H (0.7, 0.8, 0.9)
I (0.8, 0.9, 1.0)
J (0.9, 1.0, 1.0)
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The reliability of Z-numbers is converted into the crisp number as follows:

Then, crisp values of reliability are applied to the constraint:

Considering the previous example, which had a “slight severity” with “medium reliabil-
ity”, converting the Z-number into fuzzy number as follows:

First, reliability is converted into a crisp number:

Then, the obtained crisp number is applied to the constraint:

Finally, Z-number converts into a fuzzy number:

Similarly, other values are converted into fuzzy numbers (See Table 4).
After determining the SOD factor scores for each failure, the failures are considered as 

concepts of FCM, and SOD factors are considered as the input concepts to the target con-
cept. Under this assumption, MSFCM experts depict the map and identify causal relation-
ships between concepts (both internal and external). Experts in this section use Z-numbers 
to score the causal relationships of each process failure, SOD factors, and target concepts. 
Figure 3 shows an overview of one stage of Z-MSFCM-PFMEA. In this figure, for exam-
ple, CZ3 − 1 represents the first failure in the third stage, which has been assigned a score 
according to Z-numbers. Its SOD factors have been rated by Z-numbers, and the strength 
of causal relationships between the factors and failure have been allocated by Z-numbers. 
WZ3 − 3, 3 − 1 represents the causal strength of the third concept in stage three, to the first 
concept in stage three in the form of Z-numbers.

(7){Ã = (x, uÃ)|x ∈ [0, 1]}

(8){R̃ = (x, uR̃)|x ∈ [0, 1]}

(9)� =
∫ x��dx

∫ ��dx

(10)Z̃𝛼 = {(x,𝜇Ã𝛼 )|𝜇Ã𝛼 (x) = 𝛼𝜇Ã(x), x ∈ [0, 1])}

� =
∫ x��dx

∫ ��dx
= 0.5

Z̃𝛼 = (0.2, 0.3, 0.4;0.5)

Z̃� = (0.2 ×
√
0.5, 0.3 ×

√
0.5, 0.4 ×

√
0.5) = (0.14142, 0.21213, 0.28284)

Table 3  Conversion rules for 
reliability linguistic variables 
(Aboutorab et al. 2018)

Linguistic variables Membership function

Very low (VL) (0.0, 0.0, 0.3)
Low (L) (0.1, 0.3, 0.5)
Medium (M) (0.3, 0.5, 0.7)
High (H) (0.5, 0.7, 0.9)
Very high (VH) (0.7, 1.0, 1.0)
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4.2  The proposed fuzzy learning algorithm

As noted before, the nature of the failure is uncertain and ambiguous. So far, two important 
steps have been taken to maintain this uncertainty. First, Z-numbers are used to estimate 
the parameters of the PFMEA technique. This considers both failures’ uncertainty and the 
reliability of the fuzzy number. Second, the MSFCM method, which is capable of consid-
ering causal relationships between each failure. The last step, in this case, is applying a 
fuzzy learning algorithm to accurately rank the failures. Traditional FCMs are trained with 
crisp numbers but in this study, MSFCM is trained for the first time by fuzzy numbers to 
maintain the uncertainty of the problem. By training MSFCM with fuzzy numbers, the out-
put of the map instead of the crisp number becomes triangular fuzzy numbers. The output 
of the map in fuzzy numbers ensures that the failure rating process is performed with more 
confidence. The input of MSFCM consists of causal relationships between the failures and 
the importance of each failure in the form of fuzzy numbers. The whole learning process 
of the algorithm is based on fuzzy numbers. Now, to prioritize the failures involved in the 
production process, the proposed approach is applied to the problem.

In this regard, PSO-STF modified learning algorithm is proposed which is based on 
the combination of the PSO algorithm and the S-shaped transfer function. PSO is based 

Table 4  Converted Z-numbers into fuzzy numbers

Linguistic variables Transfer function Linguistic variables Transfer function

A, VL (0.0315, 0.0315, 0.0630) F, VL (0.1575, 0.1890, 0.2205)
A, L (0.0548, 0.0548, 0.1095) F, L (0.2739, 0.3286, 0.3834)
A, M (0.0707, 0.0707, 0.1414) F, M (0.3536, 0.4243, 0.4950)
A, H (0.0837, 0.0837, 0.1673) F, H (0.4184, 0.5020, 0.5857)
A, VH (0.0951, 0.0951, 0.1903) F, VH (0.4757, 0.5708, 0.6660)
B, VL (0.0315, 0.0630, 0.0945) G, VL (0.1890, 0.2205, 0.2520)
B, L (0.0548, 0.1095, 0.1643) G, L (0.3286, 0.3834, 0.4382)
B, M (0.0707, 0.1414, 0.2121) G, M (0.4243, 0.4950, 0.5657)
B, H (0.0837, 0.1673, 0.2510) G, H (0.5020, 0.5857, 0.6694)
B, VH (0.0951, 0.1903, 0.2854) G, VH (0.5708, 0.6660, 0.7611)
C, VL (0.0630, 0.0945, 0.1260) H, VL (0.2205, 0.2520, 0.2835)
C, L (0.1095, 0.1643, 0.2191) H, L (0.3834, 0.4382, 0.4929)
C, M (0.1414, 0.2121, 0.2828) H, M (0.4950, 0.5657, 0.6364)
C, H (0.1673, 0.2510, 0.3347) H, H (0.5857, 0.6694, 0.7530)
C, VH (0.1903, 0.2854, 0.3806) H, VH (0.6660, 0.7611, 0.8563)
D, VL (0.0945, 0.1260, 0.1575) I, VL (0.2520, 0.2835, 0.3150)
D, L (0.1643, 0.2191, 0.2739) I, L (0.4382, 0.4929, 0.5477)
D, M (0.2121, 0.2828, 0.3536) I, M (0.5657, 0.6364, 0.7071)
D, H (0.2510, 0.3347, 0.4184) I, H (0.6694, 0.7530, 0.8367)
D, VH (0.2854, 0.3806, 0.4757) I, VH (0.7611, 0.8563, 0.9514)
E, VL (0.1260, 0.1575, 0.1890) J, VL (0.2835, 0.3150, 0.3150)
E, L (0.2191, 0.2739, 0.3286) J, L (0.4929, 0.5477, 0.5477)
E, M (0.2828, 0.3536, 0.4243) J, M (0.6364, 0.7071, 0.7071)
E, H (0.3347, 0.4184, 0.5020) J, H (0.7530, 0.8367, 0.8367)
E, VH (0.3806, 0.4757, 0.5708) J, VH (0.8563, 0.9514, 0.9514)
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on artificial intelligence and selected due to its efficiency and effectiveness on an excess 
of applications in science and engineering, and its straightforward applicability (Juneja 
and Nagar 2016; Parsopoulos et  al. 2003). The experimental results demonstrate that 
the PSO can converge quickly (Shi and Eberhart 1999) because the PSO algorithm does 
not involve selection operation or mutation calculation so the search can be performed 
by repeatedly varying particle’s speed (Juneja and Nagar 2016). The performance of 
PSO is not susceptible to the population size, and PSO scales well (Shi and Eberhart 
1999). In the PSO, by learning from the group’s experiences, particles fly only to proper 
areas. Moreover, the PSO is based on simple calculations, and with the development of 
newer evaluation techniques, they are being carried out easily (Juneja and Nagar 2016). 
The PSO algorithm achieves the optimal solution by generating random populations 
and evaluating them with a fitness function. PSO algorithm avoids producing unjusti-
fied solutions by limiting the generated solutions in the feasible region. This feature of 
the PSO algorithm causes generating solutions that do not have acceptable separability 
which is spread in a short interval. On the other hand, decision-makers need a method 

Z-MSFCM-PFMEA (3)

(0.9,1,1), (0.7,1,1)

(0.9,1,1), (0.7,1,1)

(0.9,1,1), (0.7,1,1)

(0.9,1,1), (0.7,1,1)

(0.9,1,1), (0.7,1,1)

(0.9,1,1), (0.7,1,1)

(0.9,1,1), (0.7,1,1)

(0.9,1,1), (0.7,1,1)

(0.9,1,1), (0.7,1,1)

3 1ZO −

3 2ZS −
3 2ZD −

ZC 3-3

ZC 3- 2

ZC 3-1

2 4,3 1ZW − −

3 3,3 1ZW − −

3 3,4 1ZW − −

1 2,3 2ZW − −

2 4,3 2ZW − −
3 3,3 2ZW − −

3 1ZD −

3 3ZD −

3 2ZO −

3 3ZO −

3 1ZS −

3 3ZS −

Fig. 3  An overview of the third stages of the Z-MSFCM-PFMEA approach
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to help them make reliable decisions. To overcome this shortcoming, the PSO-STF is 
proposed. The PSO algorithm generates new solutions based on two main equations:

c1 and c2 in Eq.  (11) are acceleration constants that refer to the weighting of the sto-
chastic acceleration terms that pull each particle toward pbest (personal best) and gbest 
(global best) positions, rand() is a random variable that is generated by uniform distribu-
tion between 0 and 1, w is inertia weight, x refers to the position vector, and v velocity vec-
tor (Kennedy and Eberhart 1995).

The next step to improve the accuracy of the algorithm is using an appropriate and accu-
rate transfer function to improve the accuracy of the generated solutions with high sepa-
rability. Transfer functions are a very important factor in FCMs to generate appropriate 
solutions. The S-shaped transfer function is one of the functions that is used in image pro-
cessing (Bansal et al. 2008), transportation planning decisions (Peidro and Vasant 2011), 
and MCDM (Vasant and Bhattacharya 2007). In this research, this function is used as the 
transfer function of the problem’s learning algorithm. The S-shaped curve (see Fig. 4) is 
dependent on two parameters a and b that determine the two upper and lower boundaries of 
the slope of the curve (see Eq. 13).

On the other hand, the MSE function is used as the fitness function of the PSO-STF. This 
function attempts at each iteration of the algorithm to reduce the error of the generated solu-
tions. To evaluate the robustness of the proposed algorithm, it will be compared with both 
the NHL and PSO algorithms. To train Z-MFCM-PFMEA, the PSO-STF obtains the failure 
scores as fuzzy numbers and optimizes the results by updating random populations for the 

(11)
vi(t + 1) = w ∗ vi(t) + c1 ∗ rand() ∗ (pbesti(t) − xi(t)) + c2 ∗ rand() ∗ (gbest(t) − xi(t))

(12)xi(t + 1) = xi(t) + vi(t + 1)

(13)f (x;a, b) =

⎧
⎪⎪⎨⎪⎪⎩

0, x ≤ a

2

�
x−a

b−a

�2

, a ≤ x ≤ a+b

2

1 − 2

�
x−b

b−a

�2

,
a+b

2
≤ x ≤ b

1, x ≥ b

; a < b

Fig. 4  S-shaped transfer function
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weights of the causal relationships and combining them with the values of the SOD factors. 
The pseudo-code of the proposed learning algorithm based on the combination of S-shaped 
transfer function and PSO algorithm has been presented as follows:

Once the Z-MSFCM-PFMEA steady state is reached, the initial values of each failure are 
prepared for the implementation of the Z-MSFCM. In this section, according to the MSFCM 
approach, the algorithm presented in this study is implemented for Z-MSFCM. As explained 
above, the first stage of the Z-MSFCM is trained, and after reaching the steady state, the values 
of each concept are considered as the final score of each failure. If any of the concepts is a pre-
requisite for other concepts at the next stage, they will be considered as one of the Z-MSFCM 
concepts at that stage. Likewise, all stages of the Z-MSFCM are executed to obtain the final 
failure scores. Once all the failures have been achieved, the failures are ranked. Because the 
final values of points are obtained as triangular fuzzy numbers, the mean and variance of tri-
angular fuzzy numbers according to Eqs. (14) and (15) are used to rank them (Baghery et al. 
2018). This approach is based on the (Zimmermann 2011) and risks with higher mean value 
will achieve lower ranks which exhibit their cruciality and higher priority. For risks with the 
same mean value, risk with a higher variance will have a higher priority. If the obtained fuzzy 
score for any risk is considered as S̃i =

(
Sl
i
, Sm

i
, Su

i

)
 , its mean and variance will be calculated 

as follows ( i = 1,… , n):

(14)X(S̃) =
1

3
(Sl

i
+ Sm

i
+ Su

i
)

(15)𝜎(S̃i) =
1

18

[
(Sl

i
)2 + (Sm

i
)2 + (Su

i
)2 − (Sl

i
Sm
i
) − (Sl

i
Su
i
) − (Sm

i
Su
i
)
]
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In this respect, Sl
i
 represents the lower bound of the fuzzy number, Sm

i
 represents the 

middle bound of the fuzzy number, and Su
i
 represents the upper bound of the fuzzy number. 

The process of implementing the proposed approach step by step is illustrated in Fig. 5.

5  Analysis of results

In this section, the proposed approach is applied in a real-world case study. In the first 
subsection, the implementation process is described, and in the second subsection, the pro-
posed approach is compared with some traditional algorithms and the results are analyzed.

5.1  Implementation

To validate the proposed approach, the involved failures in the process of manufacturing 
automotive parts in an active company are evaluated. In this regard, the existing 11-stage 
process is intended to produce the “Left room arm of Peugeot 405” (see Fig. 6) which a lot 
of failures have been reported by customers in this product. Besides, the FMEA team in 
this research to provide data in the proposed approach has been organized a multidiscipli-
nary group. This group includes senior management representative, production manager, 
and quality control manager. Based on the implementation of the PFMEA technique, 34 
failures have been identified during the process.

After identifying failures by the team, the SOD scores are assigned to them according to 
Tables 2 and 3. The stages of the process failure names and their SOD scores are shown in 
Table 5. Conversion of Z-numbers to fuzzy numbers is also achieved from Table 4, and the 
results of which are shown in Table 6. Now, according to the proposed approach, SOD fac-
tors are first considered as FCM concepts and each failure is considered as a target concept 
for SOD.

Depicting Z-MSFCM-PFMEA and 
Z-MSFCM

S-shaped transfer function

Is the current value is better
than the best solution?

Is the current value is better
than the best total value?

Best solution

Best total solution

Update populations according to the
corresponding equations

Yes

Reaching the desired
fitness function or the maximum

number of iterations

No

Evaluating MSE function

End

YesCreating a population (array) with
random positions

No

No

Yes

Selecting teamDefining the scope of PFMEA

Defining the process/function

Identifying the internal and external 
stage relationships between risks 

(nodes)

Running the S-shaped algorithm

The weights of relationships between 
SOD nodes and risk node after one 

iteration reset to zero
Prioritization of risksAre all stages have been 

studied?

Eliminating the internal-stage relationships 
existing in the studied stage

Replacing the trained values of concepts 
of risks in this stage with initial values

Providing corrective 
action

Z-MSFCM

Implementation of PFMEA

PSO-STF

Identifying Failures

Scoring SOD factors by
Z-numbers

Activating the concept of studied risk at the 
current stage

Assigning the relevant SOD factors’ value for 
each risk at the current stage

Assigning the trained values of risks with 
external-stage relationships from the previous 

stage to the studied stage

Creating scenario for studied stage

Weighting the causal relationships by 
Z-numbers

Providing priority score for the risks 
involved in the studied stageRunning the S-shaped algorithm

Converting Z-numbers to fuzzy numbers

NO

YES

Fig. 5  The MSFCM-PFMEA approach for prioritizing failure
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To implement the proposed approach, an MSFCM should be depicted. In this regard, 
the FMEA team determines causal relationships between failures (FCM concepts) and 
determines the strength of each relationship between concepts by Z-numbers. The 
Z-numbers are then converted into fuzzy numbers to implement the algorithm according 
to Table 4. Figure 7 shows an overview of the MSFCM, and “Appendix 1” shows the 
causal relationships between concepts and their strength after converting from Z-num-
bers into fuzzy numbers.

To obtain initial values of the concepts, SOD factors are considered as the concepts, 
and each failure as to the target concept, and Z-MSFCM-PFMEA is executed for each 
failure. After reaching the steady state, the basic concepts of each failure are obtained 
and the Z-MSFCM approach can be implemented. In the MSFCM approach, in addition 
to the concepts within each stage, they have causal relationships with other concepts in 
the next stages. This FCM is trained step-by-step. At first, each phase of the MSFCM is 
trained, and after reaching the steady state, the other stages are trained. The crucial point 
in implementing MSFCM is that the concepts at the previous stages can be one of the 
concepts in the current stage. This important point is due to the nature of the problem, 
and because of affecting a risk on the other risk(s) in other stages, its effect on the other 
risk(s) should be considered. To evaluate the performance of the proposed algorithm, 
this method has been compared with the NHL and PSO algorithms. The parameters of 
the PSO and PSO-STF are the same for a fair comparison and MSE function has been 
implemented as the fitness function for both algorithms. The maximum number of itera-
tions and population size is set to 400 and 50, respectively. Clerc and Kennedy (2002) 
generalized the model of the PSO algorithm, containing a set of coefficients to control 
the system’s convergence tendencies. Their approach is implemented in this study, and 
the rest of the PSO parameters are set based on Eq. (16). The constriction coefficients 
are �1 = �2 = 2.05 and Φ = �1 + �2 . The value � is attained based on Eq. (16) and Φ . 
The inertia weight, � , is set to � . The acceleration coefficients, c1 and c2 , are obtained as 
c1 = �1 × � and c2 = �2 × �.

Sand Making Box Modeling Core Making

Mold Assembling and 
inspectionMeltingPouring

Shake out Shot Blasting

Non-destructive Control Shot peening

Grinding and trim

Fig. 6  Manufacturing stages in auto parts case study
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All of the learning algorithms are trained with triangular fuzzy numbers and the PSO 
and PSO-STF have been executed 50 times independently, and the solutions with the low-
est objective function have been collected. The optimal results are shown in Table 7. Train-
ing MSFCM by fuzzy numbers is because of the uncertain environment in the problem, 

(16)� =
2

Φ − 2 +
√
Φ2 − 4Φ

Table 6  Final values of failures’ SOD factors after converting into triangular fuzzy numbers

Risk factors value

S O D

F1, 1 (0.590, 0.670, 0.760) (0.260, 0.340, 0.420) (0.170, 0.260, 0.340)
F1, 2 (0.580, 0.670, 0.780) (0.200, 0.290, 0.390) (0.290, 0.390, 0.480)
F1, 3 (0.670, 0.770, 0.860) (0.096, 0.200, 0.290) (0.290, 0.390, 0.480)
F1, 4 (0.510, 0.590, 0.670) (0.084, 0.170, 0.260) (0.260, 0.340, 0.420)
F1, 5 (0.670, 0.770, 0.860) (0.096, 0.200, 0.290) (0.096, 0.200, 0.290)
F1, 6 (0.510, 0.590, 0.670) (0.084, 0.170, 0.260) (0.084, 0.170, 0.260)
F1, 7 (0.360, 0.430, 0.500) (0.170, 0.260, 0.340) (0.260, 0.340, 0.420)
F2, 1 (0.590, 0.670, 0.760) (0.170, 0.260, 0.340) (0.084, 0.170, 0.260)
F2, 2 (0.580, 0.670, 0.780) (0.290, 0.390, 0.480) (0.200, 0.290, 0.390)
F2, 3 (0.670, 0.770, 0.860) (0.200, 0.290, 0.390) (0.290, 0.390, 0.480)
F2, 4 (0.670, 0.770, 0.860) (0.100, 0.200, 0.290) (0.096, 0.200, 0.290)
F2, 5 (0.670, 0.770, 0.860) (0.290, 0.390, 0.480) (0.200, 0.290, 0.390)
F2, 6 (0.580, 0.670, 0.780) (0.100, 0.200, 0.290) (0.096, 0.200, 0.290)
F2, 7 (0.590, 0.670, 0.760) (0.170, 0.260, 0.340) (0.084, 0.170, 0.260)
F3, 1 (0.580, 0.670, 0.780) (0.200, 0.290, 0.390) (0.200, 0.290, 0.390)
F3, 2 (0.670, 0.770, 0.860) (0.290, 0.390, 0.480) (0.200, 0.290, 0.390)
F4, 1 (0.590, 0.670, 0.760) (0.084, 0.170, 0.260) (0.170, 0.260, 0.340)
F5, 1 (0.590, 0.670, 0.760) (0.084, 0.170, 0.260) (0.084, 0.170, 0.260)
F5, 2 (0.770, 0.860, 0.960) (0.200, 0.290, 0.390) (0.096, 0.200, 0.290)
F5, 3 (0.770, 0.860, 0.960) (0.084, 0.170, 0.260) (0.170, 0.260, 0.340)
F5, 4 (0.770, 0.860, 0.960) (0.260, 0.340, 0.420) (0.170, 0.260, 0.340)
F5, 5 (0.640, 0.710, 0.710) (0.170, 0.260, 0.340) (0.084, 0.170, 0.260)
F5, 6 (0.860, 0.960, 0.960) (0.200, 0.290, 0.390) (0.096, 0.200, 0.290)
F5, 7 (0.640, 0.710, 0.710) (0.170, 0.260, 0.340) (0.170, 0.260, 0.340)
F5, 8 (0.770, 0.860, 0.960) (0.200, 0.290, 0.390) (0.290, 0.390, 0.480)
F6, 1 (0.860, 0.960, 0.960) (0.100, 0.200, 0.290) (0.096, 0.200, 0.290)
F6, 2 (0.860, 0.960, 0.960) (0.100, 0.200, 0.290) (0.200, 0.290, 0.390)
F6, 3 (0.580, 0.670, 0.780) (0.200, 0.290, 0.390) (0.096, 0.200, 0.290)
F7, 1 (0.480, 0.580, 0.680) (0.200, 0.290, 0.390) (0.200, 0.290, 0.390)
F7, 2 (0.510, 0.590, 0.670) (0.170, 0.260, 0.340) (0.084, 0.170, 0.260)
F8, 1 (0.580, 0.670, 0.780) (0.200, 0.290, 0.390) (0.096, 0.200, 0.290)
F9, 1 (0.670, 0.770, 0.860) (0.200, 0.290, 0.390) (0.200, 0.290, 0.390)
F10, 1 (0.570, 0.640, 0.710) (0.170, 0.260, 0.340) (0.084, 0.170, 0.260)
F11, 1 (0.770, 0.860, 0.960) (0.200, 0.290, 0.390) (0.290, 0.390, 0.480)
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and to avoid disregarding this important factor in the problem, and to guarantee the validity 
of the results. As stated above, the mean and variance of the fuzzy numbers are used to 
prioritize the failures. If the mean of the concepts is equal, the variance of those concepts 
will be calculated.

5.2  Comparisons and discussions

Table  7 shows the obtained final scores for the failures by the trained FCM algorithms. 
Obtained results for the NHL algorithm show that the average value of three failures (F11,1 
in the Non-destructive Control stage, F1,3 in the Sand making stage and F9,1 in Grinding 
and trim stage) have the highest values, indicating that these failures are critical. The range 
of obtained scores by the NHL algorithm based on Z-MSFCM training is [0.2262, 0.9995], 
which is a broad and acceptable interval for the obtained solutions. The evaluation of the 
generated solutions by this algorithm has a significant separability which is acceptable for 
the solutions. The obtained mean values from the NHL algorithm have been plotted as a 
scatter plot (see Fig. 8) and their position compare to the regression line is shown. This 
graph evaluates the resolution of the obtained results by the dispersion of values. The NHL 
scatter plot shows good behavior and can be considered as acceptable performance. The 
examination of the largest and smallest produced solutions shows that the range of pro-
duced solutions is in a considerable interval. However, one of the problems of Hebbian-
based algorithms in neural networks learning is the lack of convergence of the algorithm 
when there is a correlation between the input vectors or when they are independent. Fur-
ther, they are not orthogonal which this issue does not lead to convergence based on the 
minimum squares of errors (Rezaee et  al. 2017). Besides, the NHL algorithm with high 
probability tends to trap in the local minimum which is another shortcoming of this algo-
rithm. Hence, their solutions are not reliable for decision-makers. Therefore, or reducing 
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Fig. 7  The overview of the MSFCM based on the Z-number theory
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the probability of reaching the local minimum, population-based learning algorithms have 
been implemented.

Furthermore, the obtained results for the PSO algorithm shows that the average value 
of three failures (F11,1 in the Non-destructive Control stage, F9,1 in Grinding and trim 
stage and F8,1 in Shot Blasting stage). The obtained solutions by the PSO algorithm are in 
the range of [0.618, 0.9196], indicating that the interval is short. The other generated solu-
tions in this interval are not sufficiently resolute and have a lack of validation to use them. 
The proximity of the generated solutions by this algorithm impedes its accurate rating and 
validity, and experts are unable to easily distinguish between different failures. According 
to Fig. 9, it can be seen that the PSO algorithm does not show good dispersion and the 
accumulation of most of the generated solutions near the regression line indicates the poor 
separability of this algorithm. The biggest and smallest generated solutions are in a short-
range, which undermines the validity of this method. The main reason for the poor separa-
bility of this method is the PSO algorithm’s attempt to justify the solutions, which leads to 
the convergence of the solutions.

On the other hand, according to the PSO-STF, the average of the three failures (F11,1 
in the Non-destructive Control stage, F9,1 in Grinding and trim stage, and F8,1 in Shot 
Blasting stage) have the highest values. The separability of this method shows considerable 

Fig. 8  Scatter plot of obtained values from the NHL algorithm

Fig. 9  Scatter plot of obtained values by PSO algorithm
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performance. Generated solutions in the interval [0.0625, 0.9989] show better performance 
rather than the NHL algorithm. Its variability in producing solutions are more appropriate 
than the NHL algorithm. The strength of this algorithm in producing distinctive solutions 
facilitates the decision-making process. Moreover, differences between the failures are clear 
and understandable. The S-shaped scatter plot (Fig. 10) shows the best performance among 
the investigated algorithms. The generated solutions are generally far from the regression 
line which indicates that this method has a considerable separability. The domain of solu-
tions, which can be inferred from the biggest and smallest generated solutions, approves 
the strongness of this method. Based on the S-shaped transfer function equation, it diffuses 
the generated solution into a more precise domain which does not change the nature of the 
generated solutions. Because the PSO algorithm generates solutions in the feasible area 
it cannot generate solutions with high separability in some cases and their real impact is 
disregarded. High separability is a very important factor in decision making and especially 
in the risk assessment. However, the PSO-STF can bold the real impact of the generated 
solutions. In fact, by implementing the S-shaped transfer function the solution will be valid 
in the optimization perspective, and also they will have acceptable separability to be used 
in the decision-making process.

In Fig. 11, the generated solutions by all three algorithms have been compared. This 
graph clearly shows that PSO-STF significantly performs better than the other two 
methods. The generated solutions by the PSO algorithm cannot compete with the NHL 
and PSO-STF. The PSO algorithm exhibits almost a linear behavior which indicates the 
closeness of the generated solutions by this algorithm. The proximity of the solutions 
prevents the experts and decision-makers from distinguishing between different failures 
and relying on the results. A comparison between NHL and PSO-STF shows that the 
PSO-STF performs better than the NHL algorithm. The NHL and PSO-STF produce 
a broader range of solutions. This being proven by comparing the biggest and small-
est generated solutions by the two algorithms. By comparing the domains of two algo-
rithms the PSO-STF has better performance. Also, the fluctuations of the solutions indi-
cate that the PSO-STF has more tendency to generate varied solutions. The fluctuation 
of the PSO-STF solutions is more than the fluctuation of the NHL algorithm and its ten-
dency to follow a nonlinear behavior is far greater than the NHL algorithm. Besides, the 

Fig. 10  Scatter plot of the obtained values from the PSO-STF
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distance of the generated solutions by the PSO-STF is greater than the NHL algorithm. 
The fluctuations in the solutions give assurance to experts and decision-makers that they 
can rely on their accuracy. The PSO-STF helps experts to distinguish between critical-
ity and degree of failure by providing appropriate distinctions. They can understand the 
differences between the failures and thus, the decision-making process becomes easier 
and tangible.

According to the same result, the remarkable feature of the PSO-STF is the closeness 
of the generated solutions by that algorithm to the experts’ opinion and their experi-
ences. According to the experts’ opinion, this algorithm is the closest one to the real 
experiences. The three failures, F11,1, F9,1, and F8,1, respectively, were selected as 
critical failures by the PSO-STF. These failures had been identified as the most critical 
failures by experts as well. Therefore, the PSO-STF can satisfy the most important need 
of the experts which is the high separability. It also makes an understandable distinction 
between solutions. Finally, the results of the traditional PFMEA technique are compared 
with the results of other algorithms. First, the mean of the obtained fuzzy values for 
the sod factors have been extracted based on Table  6. Then, it is compared with the 
results of the learning algorithms. As can be seen from the results of Fig. 11, the results 
of the PFMEA method are different from other Z-MSFCM algorithms. In other words, 
the prioritization of failures by this score does not correspond to other learning algo-
rithms. Failure F1,2 and F2,2 are the most significant failures in the traditional PFMEA, 
whereas in other learning algorithms these failures are not recognized as a critical fail-
ure. The main reason for this incident is ignoring the causal relationships between the 
failures at different stages by the traditional PFMA. Using the MSFCM approach can 
help prioritize failures by considering the causal relationships between failures.

Fig. 11  Comparison of the generated solutions by FCM learning algorithms
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6  Conclusions and further studies

The main aim of this research is to present a novel approach based on MSFCM, PFMEA, 
and Z-number theory for prioritizing failures in the prone environment of the automotive 
spare parts industry to failures with ambiguous and uncertain nature. Another objective 
of this study is to provide a fuzzy learning algorithm for MSFCM to make the distinction 
between the priority of failures more tangible by generating solutions with high separabil-
ity. In the first step of the proposed approach, the failure of the manufacturing automotive 
parts process is identified by the FMEA team and the SOD factors of each failure are calcu-
lated with Z-numbers. Then, the MSFCM is constructed with Z-numbers and the training 
phase of the map is done with a new modified algorithm based on fuzzy numbers to protect 
the uncertain environment of the problem. The proposed algorithm is based on the combi-
nation of the PSO algorithm and S-shaped transfer function which can generate solutions 
with high separability. The obtained results from this algorithm in comparison with the 
NHL and PSO algorithms show high performance in generating valid solutions with high 
separability. The results show that the domain of the PSO-STF’s solutions is broader than 
the other two algorithms. The variety of solutions that this algorithm generates inside the 
interval has a significant advantage over the other two algorithms. Besides, comparing the 
results of the proposed approach with conventional methods such as the traditional FMEA 
demonstrates the high performance of the Z-MSFCM algorithms. The proposed algorithm 
has advantages in creating sufficient differentiation in prioritization of failures, considering 
causal relationships, and applying uncertainty in the risk assessment process in comparison 
with the FMEA technique. For future research, it is suggested that using other evolutionary 
algorithms for FCM training. The S-shape transfer function showed a good performance 
in the separability of the solutions. It is suggested that new transfer functions be used for 
FCM training and the results can be compared with the S-shaped solutions. Also, the use 
of other fitness functions can significantly improve the accuracy of the generated solutions. 
For more appropriately preserving the information of the Z-numbers some approaches have 
been introduced in the study which can be applied in future studies. Meanwhile, various 
industries have the potential to cause unpredictable failures, including electronics manufac-
turing industries that can be investigated.

Appendix 1

See Table 8.
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