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Abstract
Social media is a powerful source of communication among people to share their sentiments
in the form of opinions and views about any topic or article, which results in an enormous
amount of unstructured information. Business organizations need to process and study these
sentiments to investigate data and to gain business insights. Hence, to analyze these senti-
ments, various machine learning, and natural language processing-based approaches have
been used in the past. However, deep learning-based methods are becoming very popular
due to their high performance in recent times. This paper provides a detailed survey of pop-
ular deep learning models that are increasingly applied in sentiment analysis. We present a
taxonomy of sentiment analysis and discuss the implications of popular deep learning archi-
tectures. The key contributions of various researchers are highlighted with the prime focus on
deep learning approaches. The crucial sentiment analysis tasks are presented, and multiple
languages are identified on which sentiment analysis is done. The survey also summarizes
the popular datasets, key features of the datasets, deep learning model applied on them, accu-
racy obtained from them, and the comparison of various deep learning models. The primary
purpose of this survey is to highlight the power of deep learning architectures for solving
sentiment analysis problems.

Keywords Datasets · Deep learning · Opinion mining · Review analysis · Sentiment analysis

1 Introduction

The Internet is serving as a universal and most cost-effective source of information comple-
mented by the growth of social media. Blogs, reviews, tweets, posts, discussions on social
media are scanned for extracting the opinion of people. The attitude, views, feelings, opin-
ions constitute an essential part in analyzing the behavior of a person, which can be referred

B Dinesh Kumar Vishwakarma
dvishwakarma@gmail.com

Ashima Yadav
ashimayadavdtu@gmail.com

1 Biometric Research Laboratory, Department of Information Technology, Delhi Technological
University, New Delhi 110042, India

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s10462-019-09794-5&domain=pdf
http://orcid.org/0000-0002-1026-0047


4336 A. Yadav, D. K. Vishwakarma

Table 1 Applications of sentiment analysis

Applications Refs.

Financial market prediction Bhardwaj et al. (2015), Napitu et al. (2017), Rao and
Srivastava (2012), Xu and Kešelj (2014) and Bollen et al.
(2011)

Business review analysis Zvarevashe and Olugbara (2018), Singla et al. (2017),
Hedge and Padma (2017), Haque et al. (2018), Xiong
et al. (2018a) and Mataoui et al. (2018)

Politics Haselmayer and Jenny (2017), Kušen and Strembeck
(2017), Kumari and Babu (2017) and Wang et al. (2012a)

Demonetization Singh et al. (2017), Arun et al. (2017), Roy et al. (2017)
and Singh et al. (2018)

Crime prediction Wang et al. (2012b), Rosenfeld and Fornango (2008),
Gerber (2014) and Azeez and Aravindhar (2015)

Disaster assessment, response, management Ragini et al. (2018), Beigi et al. (2016), Radianti et al.
(2016) and Wu and Cui (2018)

as the sentiments. Sentiment analysis, also known as opinion mining, deals with inspecting
these sentiments directed towards any entity. Liu (2010) used the term object to represent
the target entity mentioned in the text. An object is constituted of components and some set
of attributes. For example, consider the statement “the screen of the laptop is damaged, and
it has a terrible battery life”. The object here is a laptop having screen and battery as the
components.Display quality is an attribute of the screen, and battery life is the attribute of the
battery. The sentiments or opinions expressed in the text are further categorized into positive,
negative, neutral, or into fine-grained classification (most positive, least positive, most neg-
ative, and least negative). Hence, in the above example, negative sentiment is conveyed for
the laptop object. Moreover, sentiments can be expressed in the form of text, videos, audios,
emoticons, and images.

1.1 Applications of sentiment analysis

Recently, it has been observed that the number of people actively involved in social media is
rapidly increasing (Facebook Statistics 2019; Twitter Statistics 2019). People are expressing
their opinions in the form of reviews, comments, posts, status on various topics. As a result,
a tremendous amount of data is generated on the Internet, which can be analyzed for further
research. This makes sentiment analysis a popular field having ample applications. Hence, to
highlight the motivation behind the sentiment analysis and to create a more profound interest
of users in this area of research, we briefly discuss the famous works in the field of sentiment
analysis. Table 1 lists the widespread applications of sentiment analysis.

Stock market investment constitutes a dominant part of the economy of any country.
Hence, a detailed market analysis becomes a crucial part of investing money in stock market.
In Bhardwaj et al. (2015), a system is developed, which fetches the live data values of Sensex
and Nifty, that serves as an essential indicators of stock market. Pre-processing and feature
selection are also applied to the data followed by the sentiment analysis task to get stock
market status. Rao and Srivastava (2012) analyzed the relationship between the sentiment of
tweets from DJIA (Dow Jones Industrial Average), NASDAQ-100, and 13 other companies
and its impact onmarket performance. They have usedNaïveBayesian classifier for sentiment
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classification. The results show that the polarity of sentiments has a substantial impact on the
stock price movement. Moreover, the sentiments of the previous week strongly impact the
coming week’s opening and closing stock values. Xu and Kešelj (2014) proposed a method
in which SVM was used for the two-stage sentiment classification process, and the dataset
consisted of Tweets from the StockTwits website. In the first stage, neutral and polarized
classification was performed, followed by binary (positive and negative) classification. Then
a schema was designed to analyze the labeled tweets. The experimental results showed
that the overnight activity of the user on StockTwits had a positive correlation to the stock
trading volume of the next day. Also, it was found that the collective sentiment of after-hours
(4:00 pm–9:30 am) influenced the stock movement direction of the following day.

A significant goal of sentiment analysis is to classify and analyze the reviews related to
products, hotels, online booking sites, e-commerce sites, socialmedia, etc.Haque et al. (2018)
used Amazon product reviews in three domains: ‘cell phone and accessories’, ‘musical’, and
‘electronics’. They have classified the sentiments via Linear SVM,Multinomial Naïve Bayes,
Stochastic Gradient Descent, Random Forest, Logistic regression, and Decision Tree. The
best classification results were obtained by SVM with an accuracy of 94.02% on musical
domain. Singla et al. (2017) have performed sentiment analysis on Amazon mobile phone
reviews and in their study, they have categorized text into positive and negative polarity, and
have also included sentiments of anger, anticipation, fear, joy, sadness, disgust, surprise, and
trust. The classification is done through SVM resulting in an accuracy of 84.85%. Moreover,
Samsung brand received the most positive feedback from customers. These results are useful
for manufacturers as they can work on the feedback to improve the quality of product.

In more recent times, demonetization was announced in India, where the Government of
India demonetized | 500 and | 1000 banknotes. Many authors have used the enormous data
that originated during this period for sentiment analysis. They predicted the pros and cons
of demonetization in India and analyzed the support given to the Indian government by the
people. Singh et al. (2017) proposed an approach to evaluate the effect of demonetization on
people all over the world. They applied a lexicon-based approach Valence Aware Dictionary
and Sentiment Reasoner (VADER) for sentiment analysis on tweets extracted from Twitter.
They also performed a retweet analysis in which they predicted the tweet, which could be
retweeted again by using various machine learning algorithms. Experimental results show
that SVM obtained finest accuracy in the case of unigram, whereas unigram-bigram feature
extraction and Classification and Regression Trees (CART) gave good results for bigram
feature extraction. This wide range of applications motivates us to dig deep into this area for
further research.

1.2 Reviewmethodology

The following journal databases have been explored to conduct this survey:

• Springer Link
• Science Direct
• IEEE Xplore Digital Library
• Google Scholar
• ACM Digital Library
• Wiley Online Library

We have studied over 200 research papers from the above journals, IEEE, Springer, and ACM
International Conferences, and Springer Book Chapters, and have shortlisted 130 research
papers on sentiment analysis, which focuses on deep learning techniques only. The search
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Table 2 Count of number of reviewed articles

S. no. Articles in journals/conference proceedings/book chapters Count

1 Neurocomputing 11

2 Expert Systems with Applications 9

3 ACM Transactions on Asian and Low-Resource Language Information Processing 1

4 Knowledge-Based Systems 6

5 Image and Vision Computing 3

6 Journal of Parallel and Distributed Computing 1

7 Neural Processing Letters 1

8 Information Fusion 5

9 Artificial Intelligence Review 5

10 IEEE Intelligent System 2

11 Information Processing and Management 2

12 Cognitive Computation 3

13 Neural Networks 1

14 IEEE/ACM Transactions on Audio, Speech, and Language Processing 1

15 IEEE Transactions on Knowledge and Data Engineering 2

16 Journal of Computational Science 1

17 IEEE Transactions on Affective Computing 1

18 IEEE Transactions on Multimedia 1

19 IEEE Transactions on Neural Networks and Learning Systems 1

20 ACM Transactions on Information Systems (TOIS) 1

21 Journal of King Saud University—Computer and Information Sciences 1

22 Decision Support Systems 2

23 Future Generation Computer Systems 2

24 Computer Vision, Springer 1

25 Language Resources and Evaluation, Springer 1

26 Journal of the American Society for Information Science and Technology 1

27 Theoretical Computer Science 1

28 Applied Intelligence, Springer 1

29 IEEE Access 4

30 Data mining and Knowledge Discovery, Wiley 2

31 Deep Learning in Natural Language Processing, Springer 1

32 IEEE Conference Proceedings 39

33 ACM Conference Proceedings 16

Total 130

terms or keywords used in these databases include the following: Sentiment analysis, Opinion
Mining, Sentiment analysis with deep learning, opinion mining with deep learning, Online
Social Networks, Social Media, Deep Learning. The distribution of articles on sentiment
analysis with deep learning is shown in Table 2.

An year-wise analysis for sentiment analysis using deep learning approaches is shown
in Fig. 1. From Fig. 1, it can be seen that the research in this area is increasing immensely,
and from the year 2015 onwards, the number of articles published in this area are growing.
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Fig. 1 Year-wise distribution of articles

Hence, our objective is to study the deep learning approaches focussed on sentiment analysis.

1.3 Earlier state-of-the-art surveys

This section discusses how our survey is different from the earlier state-of-the-art surveys.
Most of the existing surveys have focused on specific areas in sentiment analysis like sub-
jectivity detection (Chaturvedi et al. 2018) aspect extraction (Rana and Cheah 2016), social
context (Sánchez-rada and Iglesias 2019), multimodal analysis (Poria et al. 2017a), informa-
tion fusion (Balazs and Velásquez 2016), different languages and genre in sentiment analysis
(Rani and Kumar 2019), multilingual sentiment analysis (Lo et al. 2017), and lexicon-based
versus machine learning-based approaches for sentiment analysis (Hemmatian and Sohrabi
2017). Different from these surveys, this review aims to cover the significant and widespread
approaches which are introduced recently in the field of sentiment analysis using deep learn-
ing. However, earlier methods are still included to give a complete view of the sentiment
analysis research. The previous surveys fail to provide a detailed discussion and a compar-
ative analysis of deep learning-based approaches for sentiment analysis, which this review
aims to address. Hence, we outline the existing methods by presenting a taxonomy which
explores the power of deep learning approaches and discusses how these approaches improve
the performance of sentiment analysis.

This survey provides a comprehensive review of the existing literature on sentiment
analysis with deep learning architecture. The significant contribution of this survey can be
summarized as:

• Outlined a taxonomy for sentiment classification (Fig. 3), which includes methods using
handcrafted and machine-learned feature-based approaches.

• Discuss the architecture of various deep learning-based approaches to summarize the
notable work and highlight the popular deep learning-based architecture used by various
researchers for sentiment analysis.

• Present the vital sentiment analysis tasks and identify why deep learning models are
increasingly applied to them.

• Identify the popular sentiment analysis datasets, the accuracy obtained on them, and discuss
the need for creating own corpus for sentiment analysis.

The organization of the survey is shown in Fig. 2. Section 2 discusses the taxonomy and
tasks related to sentiment analysis. Section 3 gives a detailed description of the deep learning
models along with an application-wise comparison of deep learning approaches, drawbacks
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of these approaches, and merits and demerits of popular deep learning models. Section 4
discusses sentiment analysis datasets and performance measures. Finally, Sect. 5 presents
the conclusion and future trend.

2 Tasks related to sentiment analysis and taxonomy

This section discusses about the popular sentiment analysis tasks. Further, we have made
considerable efforts to identify a taxonomy for sentiment analysis.

2.1 Sentiment analysis tasks

The sentiment analysis tasks can be categorized into two parts (Ravi and Ravi 2015): core
(or major) tasks which are referred as the basic sentiment analysis tasks, and second category
includes the sub-tasks that are called sub-categories of the major tasks. The core senti-
ment analysis tasks include document-level sentiment classification, sentence-level sentiment
classification, and aspect-level sentiment classification, and sub-tasks include multi-domain
sentiment classification and multimodal sentiment classification (Soleymani et al. 2017).
Apart from them, various other sub-tasks of sentiment analysis, which are getting a lot of
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attention from the researchers are also identified. The various tasks and sub-tasks of sentiment
analysis are discussed in the subsequent sections.

2.1.1 Document-level sentiment classification

This level of classification takes thewhole document as a primary unit of information focusing
on one topic or object. The document is further categorized into positive polarity or negative
polarity. Thus, an overall sentiment of text can be generated. Yang et al. (2016) proposed a
hierarchical attention network model that focuses on vital content for constructing the doc-
ument representation. Experimental results on six popular text-based reviews demonstrate
that the proposed model outperformed the state-of-the-art results by a significant margin as it
can capture the insights about the structure of the document. A major challenge in document-
level sentiment classification is to model long texts for generating semantic relations between
sentences. This problem was handled by Huang et al. (2018), who proposed a model called
SR-LSTM in which the first layer used LSTM to learn the sentence vectors, and second layer
encodes the relations between the sentences. A hybrid approach of RBM and Probabilistic
Neural Network (PNN) is proposed by Ghosh et al. (2017) in which RBM is used for dimen-
sionality reduction, and PNN performs sentiment classification. The experiment is conducted
in four steps: Initially, multi-domain data is collected containing reviews on Movies, Books,
DVDs, Electronics, and Kitchen appliances. Next, the data is pre-processed using tokeniza-
tion, stemming, and stop-word removal. The third step includes dimensionality reduction on
the dataset using RBM, and finally, PNN was use for binary sentiment classification. The
proposed approach gave better results on the five datasets compared to the state-of-the-art
methods.

2.1.2 Sentence-level sentiment classification

The disadvantage of document-level sentiment classification is that it is difficult to extract
the different polarity or sentiment about distinct entities separately. Hence, in sentence-level
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sentiment classification, a sentence is classified into subjective type or objective type. A
subjective statement expresses an opinion towards an entity. For example, “I got a beautiful
bag”, signifies positive polarity about bag. Hence, it is considered as a subjective statement
that can be further classified into different polarities. On the other hand, factual statements
are termed as objective statements. A statement like “The bottle is blue in color”, displays
no sentiment, so it is categorized as an objective statement.

Zhao et al. (2017) proposed a framework called Weakly-supervised Deep Embedding
(WDE), which employs review ratings to train a sentiment classifier. They used CNN for
constructing WDE-CNN and LSTM for constructing WDE-LSTM to extract feature vectors
from review sentences. The model was evaluated on Amazon dataset from three domains:
digital cameras, cell phones, and laptops. The accuracy obtained on WDE-CNN model was
87.7%, and onWDE-LSTMmodel was 87.9%, which shows that deep learning models gives
highest accuracy as compared to baseline models. Xiong et al. (2018b) developed a model
called Multi-level Sentiment-enriched Word Embedding (MSWE), which uses a Multi-layer
perceptron (MLP) to model word-level sentiment information and CNN to model tweet-
level sentiment information. The model also learns sentiment-specific word embeddings,
and SVM is used for sentiment classification. It was evaluated on SemEval2013 dataset and
Context-Sensitive Twitter (CST) dataset, which are the benchmark datasets for sentiment
classification task. The F1 score obtained in the SemEval2013 dataset was 85.75, and on
CST dataset was 81.34.

2.1.3 Aspect-level sentiment classification

Aspect level sentiment analysis is commonly called feature-based sentiment analysis or
entity-based sentiment analysis. This sentiment analysis task includes the identification of
features or aspects in a sentence (which is a user-generated review of an entity) and cate-
gorizing the features as positive or negative. The sentiment-target pairs are first identified,
then they are classified into different polarities, and finally, sentiment values for every aspect
are clubbed. Peng et al. (2018) studied the Chinese aspect targets at three granularity levels:
radical, character, and word by proposing a model called Aspect Target Sequence Model for
Single Granularity (ATSM-S). The previous work was related to processing only one aspect
at a time, so they addressed this issue and presented an approach to process two aspects at a
time by focusing on the aspect target itself.

Recently, attention-based LSTM mechanisms are being used for aspect-based sentiment
analysis. Wang et al. (2016a) proposed an attention-based LSTMmodel, which can focus on
different parts of a sentence when various aspects are concerned. The attention weights are
computed by concatenating aspect vector into the sentence hidden representation (AE-LSTM
model) or by appending aspect vector embedding into each word input vector (ATAE-LSTM
model). Experimental results demonstrate that both the proposed models achieved superior
performance over the baseline models, which shows that attention-based LSTM models
boost the performance of aspect-based sentiment analysis models. Yu et al. (2019) proposed
a framework using Bi-LSTM andmulti-layer attention networks for aspect and opinion terms
extraction. Al-Smadi et al. (2018) proposed a bi-LSTM with CRF model for aspect opinion
target expressions (OTEs) extraction, along with aspect-based LSTMwhere the aspect OTEs
are treated as attention expression for aspect sentiment polarity classification.Ma et al. (2018)
proposed a two-step attention architecture, which attendswords of the target expression along
with the whole sentence. The author also applied extended LSTM, which can utilize external
knowledge for developing a common-sense system for target aspect-based sentiment analysis.
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The initial systemswere not able tomodel different aspects in a sentence and do not explore
the explicit position context ofwords.Hence,Ma et al. (2019) developed a two-stage approach
that can handle the above problems. In Stage-1, position attention model is introduced for
modelling the aspects and its neighboring context words. In Stage-2 multiple aspect terms
within a sentence aremodelled simultaneously. Themost recent approach is proposed byYang
et al. (2019a), which replaces the conventional attention models with coattention mechanism
by introducing aCoattention-LSTMnetwork that canmodel the context-level and target-level
attention alternatively by learning the non-linear representations of the target and context
simultaneously. Thus, the proposed model can extract more effective sentiment features for
aspect-based sentiment analysis.

2.1.4 Multi-domain sentiment classification

The word domain is referred as a set of documents that are related to a specific topic. Multi-
domain sentiment classification focuses on transferring information from one domain to the
next domain. Themodels are first trained in source domain; the knowledge is then transferred
and explored in another domain. Dragoni and Petrucci (2017) incorporated word embeddings
with a deep learning model for implementing a NeuroSent tool to build a multi-domain sen-
timent model. Yuan et al. (2018) proposed a Domain Attention Model (DAM) for modeling
the feature-level tasks using attention mechanism for multi-domain sentiment classification.
DAM is composed of twomodules: domainmodule and sentiment module. The domainmod-
ule predicts the domain in which text belongs using bi-LSTM, and sentiment module selects
the important features related to the domain using another bi-LSTM with attention mecha-
nism. The vector thus obtained from the sentiment module is fed into a softmax classifier to
predict the polarity of the texts. The author used Amazon multi-domain dataset containing
reviews from four domains, and Sanders Twitter Sentiment dataset containing tweets about
four different IT companies. The proposed model was compared with traditional machine
learning approaches, and results show that the model performed well for multi-domain sen-
timent classification.

2.1.5 Multimodal sentiment classification

Different people express their sentiments or opinions in different ways. Earlier, the text was
considered as the primary medium to express an opinion. This is known as a unimodal
approach. With the advancement of technology and science, people are now shifting towards
visual (videos, images, or clips) and audio (speech) modalities to express their sentiments.
Combining or fusing more than one modalities for detecting the opinion is known as multi-
modal sentiment analysis.Hence, researchers are now focusingon this direction for improving
the sentiment classification process.

Chen et al. (2018) proposed aWeakly-SupervisedMulti-modalDeepLearning (WS-MDL)
model to predict multimodal sentiments for tweets. The model uses CNN and Dynamic CNN
(DCNN) to calculate multimodal prediction scores and sentiment consistency scores. Due to
the enormous data available on social media in different forms like videos, audios, photos
for expressing sentiment on social media platforms, the conventional approach for text-based
sentiment analysis was progressed into compound models of multimodal sentiment analysis.
Hence, mining the opinions expressed in different modalities became a crucial approach.
Poria et al. (2016a) proposed a novel methodology for merging the affective information
extracted from audio, visual, and textual modalities. They discussed how different modalities
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were combined together to improve the overall sentiment analysis process. Poria et al. (2018)
explored three deep learning architectures for unimodal, bimodal, and multimodal (trimodal)
sentiment classification. The experimental results showed that bimodal and trimodal models
have shown better accuracy as compared to unimodal models, which shows the importance
of using features from all the modality for enhancing the performance of sentiment analysis
models. Formore information onmultimodal sentiment analysis, the following popularworks
can be referred (Soleymani et al. 2017; Chen et al. 2018; Poria et al. 2016b; Shah et al. 2016;
Zhang et al. 2018a; Agarwal et al. 2019).

Table 3 discussed the deep learning models applied to various sentiment analysis (SA)
tasks. From Table 3, we can conclude that deep learning models are gaining immense pop-
ularity for various SA tasks. The popular models applied to SA tasks can be summarised
as:

• For document-level sentiment classification, CNN followed by LSTM has shown the high-
est accuracy on the various dataset.

• For sentence-level sentiment classification and aspect-level sentiment classification,
researchers have majorly focused on RNN (particularly LSTM).

• For multi-domain sentiment classification, LSTM has given good results, and for multi-
modal sentiment classification, CNN and RNN are popular deep learning models. Hence,
RNN models are the most sought-after and popular choice for sentiment analysis among
researchers.

• Further, we can see that LSTM is popularly applied for text-based sentiments, and CNN
models have shown good results for image sentiment. For multimodal data, CNN + LSTM
followed by fusion becomes the desired approach.

However, the choice of a specific deep learning model may still depend on the various
number of factors like the amount of data available, the number of hidden units (nodes)
required for the problem, etc.

We found that the popular languages used for sentiment analysis are: English, Chinese, and
Arabic. The detailed statistics about different types of languages used by various researchers
are shown in Table 4 below.

Apart from the above-mentioned sentiment analysis tasks, we have identified various other
sub-tasks that are gaining a lot of attention. This includes sarcasm detection (Halin 2017),
sentiment summarization (Abdi et al. 2018), irony detection (van Hee et al. 2018), implicit
sentiment detection (Chandankhede et al. 2016), temporal tagging (Hafez et al. 2017), stance
detection (Krejzl et al. 2017), and emotion analysis (Hakak et al. 2017).

2.2 Taxonomy of sentiment analysis

Research in the field of sentiment analysis is taking place for several years. Initially, hand-
crafted features were used for various classification tasks. Some examples of handcrafted
features are shown in Table 5. Lexicon based methods use handcrafted features and depend
on sentiment lexicons, which are the collection of lexical units and their sentiment orientation.

On the other hand, machine-learned features can be categorized into traditional machine
learning-based approaches and deep learning-based approaches. Machine learning-based
methods include Support Vector Machine (SVM), Naïve Bayes (NB), Maximum Entropy
(ME), Decision tree learning, and Random Forests. They are further categorized into super-
vised and unsupervised learning methods. A taxonomy of various approaches for sentiment
analysis can be developed, as shown in Fig. 3. From the figure, it becomes evident that the
number of established approaches for supervised learning is more as compared to unsu-
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pervised learning-based approaches. Figure 3 also gives an idea about a large number of
articles published using deep learning-based approaches. These approaches include Con-
volution Neural Network, Recursive Neural Network, Recurrent Neural Network (which
includes LSTM and GRU), Deep Belief Networks, Attention-based networks, Bi-directional
Recurrent Neural Network, and capsule network.

Cambria (2016) presents a categorization for the tasks related to affective computing and
sentiment analysis. The primary tasks include emotion recognition and polarity detection.
The general categorization of these tasks based on existing approaches is: knowledge-based
techniques, statistical techniques, and hybrid approaches. The knowledge-based techniques
include several lexicons from which certain affective words are extracted for text classifica-
tion. This approach is not able to handle different nuances and results in poor representation
of emotions or sentiments due to the presence of certain linguistic rules. This motivated
researchers to develop statistical techniques which are based on machine learning and deep
learning approaches that can learn the complex features from the data, thus improving the
sentiment analysis process. However, these approaches require lots of data to sufficiently
train themselves. Hence, hybrid strategies that combine knowledge-based techniques and
statistical techniques are popularly used for performing emotion recognition and polarity
detection.

The popularity of sentiment analysis has attractedmany researchers to work in this area. A
lot of existing research in this field focuses onmachine learning basedmethods.Deep learning
is one of the fastest-growing areas which falls under the category of machine learning. Hence,
deep learning is considered as a subject for study as it has potential benefits over othermethods
due to the following reasons:

• Traditional approaches, like lexicon-based approaches, use handcrafted features, which
is a time-consuming and tedious process. Moreover, they are not able to generalize well
for other domains or areas. Even in traditional machine learning approaches, feature engi-
neering and feature extraction are the most time-consuming process. Hence, deep learning
reduces the burden of feature design as when the network learns, it automatically creates
the required features for the classification process.

• At present, a massive amount of data is being generated. According to Twitter, an average
of around 6000 tweets are produced per second, which means about 200 billion tweets are
being generated per year. Hence, with such a massive quantity of data, traditional machine
learning-based approaches fail to perform. On the contrary, deep learning models outper-
form the machine learning approaches as they can be trained to learn more features with
large datasets. This justifies the fact that deep learningmodels show improved performance
than traditional machine learning models.

• The multiple layers of deep learning architecture can capture non-linear and intricate
patterns in the data.

• Deep learning architectures can be adapted to other domains like Image Processing, Med-
ical Image Segmentation, Internet of Things (IoT), Speech Recognition.

3 Deep learningmodels for sentiment analysis

Recent years have shown a trend of deep learning models applied in the field of natural
language processing (NLP). Deep neural networks (DNNs) are made up of artificial neural
networks having multiple hidden layers between the input layer and the output layer. This
section provides a detailed discussion about some of the most popular deep learning mod-
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Fig. 4 CNN architecture

els like CNNs, Rec NNs, RNNs, and deep belief networks along with a brief overview of
Attention-based networks, Bi-directional RNNs, and capsule networks. Further, we provide
an application-wise comparison of deep learning approaches, along with their merits and
demerits.

3.1 Convolutional neural networks (CNNs)

CNNs belong to the class of neural networks and have shown significant success and inno-
vation in computer vision and image processing. The fundamental architecture of CNNis
displayed in Fig. 4. As evident from the figure, CNN consists of various layers, such as the
input layer, convolutional layer, pooling layer, and fully connected layer. The task of the input
layer is to take the pixel value of the image as an input. Next, convolution layer (CONV) has
the responsibility to produce output based on its kernel or filter values. The output obtained
through a convolution operation, and Pooling Layer (POOL) is used to reduce the size of
representation (dimensionality) and to speed up computation.

The most popular type of pooling is max pooling, in which maximum value from each
window is taken. The Fully connected layer (FC) connects every neuron in this layer to all the
activations of previous layer, as seen in ordinary neural networks. More andmore researchers
are actively using CNNs in the field of sentiment analysis. The most popular CNNmodel for
sentence-level sentiment classification is thework done byKim (2014). The author conducted
an experiment with CNN built on top of pre-trained word2vec. The experimental results
show that pre-trained vectors can serve as an excellent feature extractor for tasks related to
NLP using deep learning. Motivated by these results, Zhang and Wallace (2015) discussed
an architecture for sentence classification using one-layer CNN. They explored how the
performance of amodel can be affected by changing its configuration (hyperparameters, filter
size, regularization parameters, etc.). Figure 5 illustrates the architecture proposed by Zhang
andWallace (2015). The tokenized sentence of length s is given as an input to the network, and
it is converted into a sentence matrix by following the work of Collobert and Weston (2008)
which applies a look-up table concept to generate the sentence matrix. The dimensionality
of the matrix is s ∗ d, where d represents dimensionality of word vectors. Hence, sentence
matrix can now be treated as an input image on which convolution is performed using linear
filters to generate the feature maps. The height of the filter is referred as region size of the
filter. For pooling operation, 1-max pooling is performed on each feature map.
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Fig. 5 CNN architecture for sentiment classification (Zhang and Wallace 2015)

3.1.1 Word embedding

Inspired by the ideas, architecture, and results of CNNs in the field of computer vision, CNNs
are gaining popularity in the domain of NLP too. In NLP related tasks, an input layer consists
of the matrix representation of sentences or documents, instead of the image pixels. Each
row of the matrix is a vector representation of either a word or a character. These vectors
are called word embedding or character embedding. The earlier approach used to represent
the vocabulary of a document was one-hot encoding. The problem with this approach is
that the vector size increases with the corpus size. Moreover, this encoding is not able to
capture the relationship between words. Hence, word embeddings were developed as one of
the most popular techniques for representing the vocabulary of a document. They contain
a set of feature selection methods or a set of language models that maps the textual word
into its equivalent dense and low-dimensionality vector representations. They can capture
context of the word and can provide information about relation of a word with other words.
Hence,meaning of aword can be predicted accurately as it can capture syntactic and semantic
information about the words.

Word2Vec (Mikolov et al. 2013) is one of the famous technique for learning word embed-
dings as they use shallow neural network for processing a text before passing it into a deep
learning algorithm. The embeddings can be obtained using Skip Gram model and Common
Bag ofwords (CBOW)model. The CBOWmodel predicts the current word from surrounding
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context words, whereas Skip Gram model predicts the surrounding context words from the
current word. The words are mapped into a word matrix and are converted into vectors in
an n-dimensional vector space by representing similar words near to each other. Similarly,
Global Vectors (GloVe) (Pennington et al. 2014) generates the vector encoding of aword. The
advantage of Glovemodel is that it can be trained quickly onmore data as the implementation
can be parallelized. On the other hand, instead of learning the embedding of the full word,
char2vec (Cao and Rei 2016) can learn embedding associated with each character of a word.

More recently, many researchers are coming up with new approaches on word representa-
tion for sentiment analysis. The traditional word embeddingmethods learnword distributions
that are independent of any specific task. For sentiment analysis, this can be overcome by
utilizing the prior knowledge that is available in the form of sentiment labels, or opinionated
words from sentiment lexicons. Li et al. (2017a) proposed a framework which combines
different levels of prior knowledge into the word embeddings for sentiment analysis. Experi-
mental results on real-world data demonstrate that the proposed word representation method
improves the performance of sentiment analysis systems when compared to baseline word
embedding approaches. Hao et al. (2019) proposed a novel approach by applying stochastic
embeddings for cross-domain sentiment classification, which preserves similarity structures
in embedding space. Yu et al. (2018) proposed a model that learns sentiment embeddings by
using sentiment intensity scores from sentiment lexicons. This improves the word vectors as
they are semantically and sentimentally closer to similar words.

3.2 Recursive neural networks (RecNNs)

RecNN belongs to the category of the network, that learns a directed acyclic graph structure
(e.g., tree structure). The weights are shared by using them recursively over an input, which
is processed in hierarchical order. The network takes a structural representation of a sen-
tence in the form of a parse tree with word vector representations at leaves, and recursively
generates parent representations in a bottom-up manner. In this way, the tokens are com-
bined to produce representations for phrases, and finally, a complete sentence is formed. The
sentence representation obtained can then be used for final sentiment classification. In this
way, RecNN can learn a hierarchical structure. Since each node of the tree has a distributed
feature representation associated with it, we can add a softmax layer with each parent node
for computing the label probabilities. These networks are generally abbreviated as RNNs,
which also stands for Recurrent Neural Network. Hence, we have abbreviated Recursive
Neural Networks as Rec NN to differentiate it from Recurrent Neural Networks (RNNs).

Figure 6 shows a Rec NN in which whenever a sequence of n-gram (e.g., This Bag has
Beautiful color), is fed into the model, each word of n-gram sequence is represented as a
d-dimensional vector. Let ci and c j be an n-dimensional vector representation of two-child
nodes, as shown in Fig. 7, having an n-dimensional parent pi, j . The parent vector must have
the same dimensions so that they can be used as an input for the next composition. The parent
vector pi, j is fed into a softmax classifier for computing the final label probabilities.

The advantage of RecNNs is that they are powerful enough to learn a hierarchical network.
Moreover, the vector representation of the words can be immediately used as feature inputs
into a softmax classifier. The disadvantage of Rec NNs is that during the training phase itself,
a tree representation of the input sequence needs to be known along with the tag of each word
(In Fig. 7, the Parts of Speech tag is labeled with every word). Moreover, the structure of
every input sequence changes for each training sample, thus making them hard for training
purposes.
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Fig. 6 Recursive neural network
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reproduced for each pair of input
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Socher et al. (2013) discussed an approach for RecNNs, as shown in
Fig. 8a. A tri-gram goes as an input to the network, and it is parsed into a tree-like
structure where the leaves denote a word vector. The compositional function is denoted by
g(a, p1), which computes the parent nodes (vectors) by moving in a bottom-up manner.
These vectors are fed into the classifiers as features. They also introduce a new corpus called
Stanford Sentiment Treebank (SSTb) which will help in analysing the compositional effects
of sentiments expressed in any language. They applied Recursive Neural Tensor Network
(RNTN) to capture these compositional effects and increase interactions between the input
vectors, as shown in Fig. 8b.

RNN, Matrix–Vector RNN (MV-RNN), and Recursive Neural Tensor Network (RNTN)
are the members of the family of Recursive Neural Models. Hence, all of them follow the
bottom-up approach for computing a parent vector by applying a compositionality function
and considering the vector nodes as features for a classifier. The major difference between a
standard RNN and RNTN model is that the latter uses a tensor-based composition function
for computing vectors of higher nodes, which allows the model to have more interactions
between the nodes. Hence, RNTN is more powerful as it can combine the meaning of smaller
constituents of a sentence more accurately than a standard RNN. Lakkaraju et al. (2014)
focused on aspect-based sentiment analysis in which various aspects of a product or service
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Fig. 8 a Recursive neural network model and b recursive neural tensor model with single layer (Socher et al.
2013)

are identified, and sentiments related to themare extractedusing JointMulti-Aspect Sentiment
Model (JMAS). The results concluded that highest accuracy is shown by RNTN + JMAS
followed by MV-RNN approach, which proves that simple RecNN is unable to capture the
interactions between the constituents of sentences.

3.3 Recurrent neural networks (RNNs)

RNN is a variant of Rec NN and is used for modeling the sequential data. Sequential data
is applied in a variety of applications. For example, in language translation, a sequence of
sentence is translated from one language to another, in speech recognition an audio clip
(sequence which plays over a time) is mapped into text script (sequence of words), and in
video activity recognition, sequence of video frames are converted into text which describes
the activity shown in video. The primary difference between RNN and Rec NN is that unlike
Rec NN, RNN considers the time factor for processing the elements in a sequence. Thus,
output in RNNs depends not only on the present input but also on the output computed from
the previously hidden state of a network. RNNs stores the internal states of the inputs by
processing each word in a sentence recurrently. Hence, to predict the next word in a sentence,
RNN will store all the previous words and the relations between them.

Figure 9a shows an RNN with a loop that preserves all the information, whereas, in
Fig. 9b, the unrolled version indicates that multiple copies of RNN are connected, and they
communicate by passing information from one state to another. Hence, RNN with a loop
signifies that it is composed of multiple copies of RNNs. The current state is computed by
using the previous state value and the current input. RNNs are very popular for sentiment
classification where the network classifies a piece of text into various sentiment classification
tasks. The commonly used variants of RNNs are LSTM,GRU, bi-directional RNNs, and deep
RNNs.

3.3.1 Long short-termmemory (LSTM)

LSTM is one of the most popular variants of RNN, which possesses the capability to handle
the vanishing gradient problem in standard RNN and can catch long-term dependencies.
This makes them more powerful and flexible. The architecture of LSTM is shown in Fig. 10
and is comprised of forget gate ft , input gate it and output gate ot . The forget gate ft
helps in deciding which information to dump from cell at time t by taking the value of ht−1

(previous state information) and xt (current input), to output a value of 0 or 1where 0 signifies
completely dump, and 1 signifies completely keep.
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A

Input

A A A

(b)(a) Output

Fig. 9 a RNN with combined information from all the previous states and b unrolled version of RNN showing
all the previous states

Fig. 10 Architecture of LSTM

The next step is to update the state which is done by combining these two steps: In first
step, input gate it decides the value to be updated. In second step, tanh layer generates a
vector with new candidate values C ′

t that will be supplied to the cell’s state. The old state
Ct−1 is updated to new a state Ct by multiplying it with forget gate ft and the amount by
which the state will be updated is decided by the new candidate values it ∗ C ′

t . Finally, the
output gate ot is generated by running a sigmoid layer which decides the part of the cell state
that will serve as an output. Finally, for restricting the value between − 1 and 1, the cell state
is passed through a tanh layer. The resulting value is multiplied by ot .

Researchers are also combining various deep learning techniques for sentiment classi-
fication. Huang et al. (2017) combined two popular deep learning networks called LSTM
and CNN (Fig. 11) and proposed an architecture which is composed of a layer of CNN and
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Fig. 11 Combining CNN and LSTM for sentiment classification (Huang et al. 2017)

Table 6 Comparison of work presented by Huang et al. (2017) and Hassan and Mahmood (2017b)

Refs. Objective Dataset Accuracy (%) Advantage

Huang et al. (2017) Employed CNN to
capture
significant local
features of the
text, fed them to
a two-layer
LSTM model.
Applied
pre-trained
word2vec model

Chinese Sina
microblogs
(binary)

87.2 The proposed
model can extract
context-
dependent
features for
generating the
sentence
representation
for sentence
classification

Hassan and
Mahmood
(2017b)

Proposed an
architecture
(ConvLstm)
which applies
LSTM as a
substitute of the
pooling layer in
CNN. Applied
pre-trained
word2vec model

(a) IMDB (binary)
(b) SSTb
(Fine-grained)

(a) 88.3
(b) 47.5

The proposed
architecture can
reduce the loss of
local information
and capture
long-term
dependencies

two-layer of LSTM stacked on CNN. Similarly, Hassan and Mahmood (2017b) proposed an
architecture called ConvLstm, which again combined CNN and LSTM for classifying short
texts on the top of word2vec. Table 6 shows a comparison of the work presented by both
authors.

FromTable 6, we observe that researchers are combining CNN+LSTMbased approaches
for sentence-level sentiment classification as CNN can extract the local features in the text,
and LSTM can capture the long-term dependencies in sentences. Yoo et al. (2018) proposed
a system called Polaris, which can analyze the sentiment trajectory of any event. Trajectory
analysis can be done by classifying the contents regarding a particular event on social media
according to the area where those events have occurred. The proposed model gave an F1
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score of 84.1%. Chen et al. (2017b) discussed a divide-and-conquer approach for sentence-
level sentiment classification. Initially, target expressions from opinionated sentences are
extracted using bi-LSTM with conditional random fields (biLSTM-CRF), and sentences
are classified into a non-target group, one-target group, and multi-target group. The 1d-
CNNs are trained separately on each of the target groups and are used for obtaining the
sentiment polarity for every type of sentence. They conducted experiments on datasets,
which include movie reviews, customer product reviews, and Stanford sentiment treebank
(SST-1 and SST-2) with binary and fine-grained sentiment labeled reviews along with 11
other approaches. Experimental results signifies that dividing sentences in different targets
improved the performance for sentence-level sentiment analysis.

3.3.2 Gated recurrent units (GRUs)

GRUs are variants of LSTM and are considered as LSTM without an output gate. They deal
with two kinds of gate: update gate and reset gate. The architecture of GRU is shown in
Fig. 12. The gating mechanism of GRU is explained as follows:

(a) Update gate This gate defines how much information (memory) needs to be kept for the
future. The input ht−1 denotes information from the previous t − 1 state, xt represents
current state value, and zt is update gate value.

(b) Reset gate This gate, rt defines how much past information the network will forget.
(c) Calculate the candidate value The candidate value h

′
t is calculated by taking element-

wise product (denoted by,�) of set gate rt and ht−1 to determine the information which
needs to be removed from previous time steps, adding Uxt where U is a parameter
vector and applying tanh activation function on the output.

(d) Calculate the final memory value To get the final memory value of the current unit ht ,
update gate values zt are required to determine which information is needed from h

′
t

and which information will be required from previous value ht−1.

Attention-based GRU networks are also applied to various sentiment analysis tasks like
target based sentiment classification. Zhang et al. (2018b) proposed an approach to model
target sentiment classification into Q&A system using Dynamic Memory Networks (DMN).
The DMN consisted of four modules: Memory module consisting of input module which
encodes the input sentence and uses single-layer bi-GRU to learn semantics of every word,
Question module lists the questions according to different target types and Answer module
shows the sentiment expressed towards the target. The memory module is comprised of mul-
tiple attention blocks and memory updating block, where multiple attention blocks consist of
soft attention, attention-based GRU network, and inner attention network. The experimental
results on SemEval 2014 (laptop and restaurant reviews) and Twitter dataset proved that
attention-based GRU and inner attention can be used for solving the weight bias problem,
thus improving target based sentiment analysis. GRUs have also been used for sentiment
classification at the document-level. Tang et al. (2015a) discussed document-level sentiment
classification using deep learningmodels. They first usedCNNor LSTM to generate sentence
representations from word representations and then used GRU for encoding intrinsic rela-
tions between the sentences in document representation. The experimental results showed an
accuracy of 67.6% on Yelp 2015 dataset and an accuracy of 45.3% on IMDB dataset. Hence,
GRU can be used to model sentence representation.
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Fig. 12 Architecture of GRU

3.4 Deep belief networks (DBNs)

DBNs emanate under the type of unsupervised pre-trained networks, which also includes
autoencoders and Generative Adversarial Networks. DBNs are composed of multiple layers
of unsupervised networks like Restricted Boltzmann Machines (RBMs) or autoencoders as
shown in Fig. 13a. Hence, various layers of RBM (Yanagimoto et al. 2013; Ruangkanokmas
et al. 2016; Yuan et al. 2014) are stacked together to develop a Deep Belief Network. RBM
is a stochastic neural network which consists of one layer of visible nodes v � [V1, V2, V3]
and one layer of hidden nodes h � [H1, H2]. Each visible node is connected to hidden nodes
and vice versa through an undirected connection as shown in Fig. 14a. Each hidden layer of
the RBM learns the higher-level features progressively (called as pre-train phase) from the
data, which are later combined for automatic feature engineering. To achieve easy learning,
the restriction is made for visible nodes and hidden nodes that a visible node is not connected
to other visible nodes and the same for the hidden nodes too.

A classical neural network perceptron model is shown in Fig. 14b. It is made up of three
layers such as the input layer, hidden layer, and output layer. These layer consist of various
nodes such as input nodes x � [X1, X2, X3], hidden nodes h � [H1, H2, H3, H4], and
output node Y and due to the use of multiple layers, it is also called a multilayer perceptron
(MLP). The output of this model is computed based on input, weights, bias, and threshold
parameter.

The difference between RBM and classical neural network is that an RBM has only two
layers while classical neural network has three layers. RBM is an unsupervised learning (no
levels) model while the classical neural network is supervised (with levels) and unsupervised
both. RBM is primarily a generative model, while MLP is a discriminative model. DBNs are
unsupervised networks because they are composed of unsupervised units of RBMs, while
DNNs can work as a supervised or unsupervised model. DBNs are generative models, and
DNNs are discriminative models. Hence, to build a DNN from a DBN, a discriminative layer
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(a) (b)

Fig. 13 a Deep belief network and b deep neural network

(a) (b)

Fig. 14 a RBM unit and b classical neural network

is added on top of DBN. The key difference between DBN and DNN is in the training process
as DBNs are pre-trained to reconstruct an input and then fine-tuned with backpropagation
while DNN has purely supervised training with backpropagation. The pre-training of DBN is
beneficialwhere the training set is small. Additionally, DBN supports bidirectional inter-layer
communication between two different layer nodes whereas, in DNN, it is unidirectional.

Jin et al. (2017) applied DBNs with delta rule for sentiment classification on ten sentiment
datasets. Delta rule uses gradient descent for fine-tuning the weights in a single layer neural
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network. RBM is used to train the weights and pass them into the network through back-
propagation. Experimental results show that the proposed approach (DBN with delta rule)
performs better thanDBN.Yanagimoto et al. (2013) developed a neural network architecture,
which is composed of four layers of RBM sharing hidden layer units and visible units for
estimating the similarity between the articles. The proposed approach has given good results,
which shows that this architecture can be applied to the various natural language processing
tasks. Ruangkanokmas et al. (2016) used DBNs with feature selection (DBNFS) for sen-
tence classification. Initially, feature extraction is done in which pre-processing is applied
to remove punctuations, stop words, and whole document is converted into feature vectors.
Next, five different datasets are employed and are partitioned into an unlabeled training set,
labeled training set and labeled testing set for constructing a classifier. For feature selection,
Chi squared measure is used to select the most relevant features to obtain a reduced feature
set. Finally, sentiment classification is done by DBNswhich outperforms the results obtained
by baseline semi-supervisedmethods giving the best accuracy of 75.0% on electronics review
dataset.

Apart from the above deep learningmodels, the other models which are gaining popularity
in sentiment analysis are:

• Attention-based networks The traditional RNN approaches capture irrelevant information
in the piece of information-rich text. Hence, the attention mechanism was introduced,
which was inspired by the visual attention mechanism found in humans. It decides which
part of the text should be focused on, rather than encoding the full sentence length. Sen-
timent analysis using attention-based networks is used in Yuan et al. (2018), Zhang et al.
(2017, 2018b), Jiang et al. (2014), Song et al. (2018) and Yang et al. (2018).

• Bi-directional RNN (BRNN)Amajor drawback of the deep learning-basedmodels was that
they were able to learn information from previous time steps only. To overcome this issue,
BRNN was introduced, which can efficiently capture the information from the future time
steps for removing ambiguity and understanding the context. The module used in BRNN
could be the standard RNN, LSTM, or GRU. Hence, BRNN has two types of connections:
one going from left to right, in forward direction till the final time step, and other going
from right to left, moving backward in time to the initial time step. Sentiment analysis
using BRNN is reported in Chen et al. (2017b), Baktha and Tripathy (2017), Poria et al.
(2017b) and Wang et al. (2018a).

• Capsule networks CNN architecture suffers from certain limitations. They were not able
to model the hierarchical relationship between the local features which might misclassify
objects based on their properties. The max-pooling operation in CNN results in losing
certain valuable information as only the active neurons are move to the next layer. Hence,
capsule networks (Sabour et al. 2017) were proposed, which can overcome these lim-
itations. These networks consider the spatial relationships between the entities by using
dynamic routing between the capsules, which is much better thanmax pooling operation of
CNN. The dynamic routing trains the neuron vectors in capsule networks, which replaces
the neuron node of the traditional neural network. The capsule networks can be trainedwith
much less information than other neural network-based architectures. Moreover, capsule
networks are getting famous in natural language processing for various text classification
tasks (Du et al. 2019a; Zhao et al. 2019; Kim et al. 2019). Wang et al. (2018b) proposed
RNN based capsule networks by building capsules for each sentiment category. Du et al.
(2019c) proposed hybrid capsule networks for obtaining the implicit semantic informa-
tion. Capsule networks are popularly used for multi-label text classification (Aly et al.
2018) and cross-domain sentiment classification (Zhang et al. 2018c; Yang et al. 2019b).
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They are also applicable for aspect-level sentiment classification (Du et al. 2019b; Chen
and Qian 2019). Wang et al. (2019) proposed a model in which the capsule structure can
focus on each aspect category. Each capsule outputs the aspect probability and sentiment
distribution on the targeted aspect. The results show that these networks can detect the
words which prominently reflect the aspect category.

3.5 Application-wise comparison of deep learning approaches for sentiment
analysis

This section discusses the applications of different deep learning architectures for sentiment
analysis in Table 7.

3.6 Drawbacks of deep learning approaches in sentiment analysis

Although, deep learning algorithms have shown excellent outcomes and significant evolution
in sentiment analysis, yet there exist some drawbacks of applying these algorithms which
are stated as follows:

• Most deep learning techniques require a lot of labeled data for training to make sure that
machine delivers the desired results. Hence, for sentiment analysis, we require a large
corpus to properly train the deep learning model for correct prediction of the class labels.
Gathering and labeling large amounts of data can be very difficult and tedious.

• Unlike traditional machine learning or lexical methods where we know what features are
selected for predicting a particular sentiment, it is hard to figure out what is the actual
reason for the neural network to predict a specific sentiment in a body of text just by
looking at weights in different layers. This makes it difficult to get an intuition about the
prediction process of the neural networks, and they behave like a “black box” to many
researchers.

• Deep learning techniques like CNN requires tuning of initial parameters as a starting
point. This can be seen in Stojanovski et al. (2015). Thus, the performance of the network
depends upon the values of the hyperparameters of the network. Hence, deciding the
optimal hyperparameter values is a challenging task.

• Due to a large number of parameters present in the deep learning models, the time taken
to train them is often very large (Dufourq and Bassett 2017). Moreover, they need high
performing hardware like GPUs and large RAM for better efficiency.

3.7 Merits and demerits of deep learningmodels

This section draws a fair comparison between different models by discussing the merits and
demerits of various deep learning models in Table 8.

4 Datasets and performancemeasures

This section discusses the sentiment analysis dataset, evaluation measures used in sentiment
analysis, execution time and performance comparison of deep learning methods.
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Table 7 Application-wise comparison of deep learning approaches

Model Refs. Applications

CNN Wang et al. (2016b), Tang et al. (2015b) and
Do et al. (2019)

Learn the generalizable features across
speakers for multimodal data (Wang et al.
2016)

Capture the local semantics of n-grams of
various granularities, which are proven
powerful for sentiment classification (Tang
et al. 2015)

Identify fixed length phrases in consumer
review domain (Do et al. 2019)

Capture the most important n-grams feature
of a sentence (Do et al. 2019)

RNN Huang et al. (2018), Do et al. (2019) and
Giachanou and Crestani (2016)

Shown great performance in Twitter domain
which contains informal context and
emoticons (Giachanou and Crestani 2016)

Improved the performance for aspect-based
sentiment analysis (Do et al. 2019)

Not able to process long text due to vanishing
gradient problem (Huang et al. 2018)

LSTM Huang et al. (2018), Abdi et al. (2019) and
Kraus and Feuerriegel (2019)

For text-based reviews, they are able to
represent the semantic structure of a
document (Kraus and Feuerriegel 2019)
and model the semantic relationship in
words (Abdi et al. 2019).

Retain the information and order about each
word in the text (Abdi et al. 2019)

Able to model long text in document-level
sentiment classification (Huang et al. 2018)

GRU Zhang et al. (2018b) BiGRU capture hidden semantics of every
word in a sentence (Zhang et al. 2018c)

Less computationally expensive than LSTM
(Zhang et al. 2018c)

Efficiently model the interaction between
targeted words (Zhang et al. 2018c)

Attention Chen (2017) and Cheng et al. (2017c) Temporal attention + LSTM improves the
sentiment prediction despite the presence
of noisy acoustic and visual modalities
(Chen 2017)

Hierarchical attention can model the aspect
information of the text, which further helps
in capturing the sentiment information
(Cheng et al. 2017c)

Rec NN Do et al. (2019) and Tai et al. (2015) Can represent multiple aspects within the
text (Do et al. 2019)

Learn new words and capture tree-structure
of sentences (Tai et al. 2015)

DBN Sun et al. (2016) RBM units inside the DBN can learn the
hidden structures in the input data for
high-level feature representation (Sun et al.
2016)
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4.1 Sentiment datasets

In order to test the performance of sentiment analysis algorithms, dataset plays a significant
role. The performance is calculated in terms of prediction accuracy or F1 score and the bold
letter text in Tables 9, 10 and 11 indicates the highest accuracy and model on the respective
dataset. We have identified some of the popular datasets for sentiment analysis. Table 9
describes the datasets applied for sentiment analysis by describing the main features of a
dataset, the deep learning models applied to them, and accuracy (or F1 score) achieved on it.

From Table 9, we conclude that some of the popular datasets which are used by various
researchers in the area of sentiment analysis with deep learning models are as follows:

• Stanford large movie review (IMDB) (Maas et al. 2011) is a publicly available dataset
consisting of 50,000 binary labeled movie reviews partitioned evenly for negative and
positive reviews. A hybrid approach of RNN + CNN has shown excellent results on this
dataset.

• Yelp dataset (Yelp Dataset 2014) consists of restaurant review labeled on a scale of 1–5
derived from the Yelp Dataset Challenge. RNN and its variants like Bi-RNN and LSTM
are popularly applied to this dataset.

• Stanford sentiment treebank (SSTb) (Socher et al. 2013)is also a publicly available dataset
containing 11,855 movie reviews from rottentomatoes.com website. The SSTb dataset
includes five classes for classification (fine-grained sentiment classification). A hybrid
approach of RNN + CNN has shown the highest results on this dataset.

• Amazon review dataset (Blitzer et al. 2007) is composed of product reviews from Amazon
on four different types of products: books, DVDs, electronics, and kitchen appliances.
Review with ratings greater than three is classified as positive and review with ratings less
than three is classified as negative. A combined approach of CNN + BiLSTM + Attention
has shown the highest accuracy of 87.76%.

• CMU-MOSI dataset (Zadeh et al. 2016) is a popular multimodal dataset which consists
of 2199 opinionated utterances from 93 videos on different topics crawled from YouTube.
Attention-based LSTM with dynamic fusion is the popular approach for this dataset.

• MOUD dataset (P’erez-Rosas et al. 2013) is another popular multimodal dataset which
contains 79 videos about product reviews in Spanish. Google translate API2 is used for
conversion from Spanish to English transcripts. Bi-LSTM model has shown the highest
accuracy with 71.1%.

• Getty images dataset (You et al. 2016) consists of 588,221 labeled data that contains both
images and text. Tree LSTMwith Attention has given the highest accuracy on this dataset.

• Twitter dataset (You et al. 2016) consists of 220,000 tweets that contain both images and
text. Similarly, Tree LSTM with Attention has given the highest accuracy on this dataset.

• Twitter image dataset (You et al. 2015) consists of 1269 image tweets labeled by five Ama-
zon Mechanical Turk (AMT) workers. Fine-tuned CNN (GoogleNet) has given maximum
accuracy on this dataset.

Hence, sentiment analysis datasets mainly comprise: Tweets, debates, messages, com-
ments, blogs, posts, hashtags, consumer reviews on Google Play, multi-domain review about
books, electronics, and kitchen appliances, reviews about restaurant, online products, hotels,
and places (or locations), star ratings about products, emoticons, and images. The highest
accuracy obtained on IMDB dataset is 93.2% by using CNN + RNN, and on Amazon multi-
domain dataset highest accuracy obtained is around 87% by using a hybrid approach of
CNN + bi-LSTM + Attention model. Hence, the RNN and its variants like LSTM, bi-RNN,
bi-LSTM are giving high accuracy rates for sentiment analysis tasks, which justifies the pop-
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Table 11 Performance comparison of deep learning algorithms

Refs. Dataset Technique/Method Accuracy (%) # Instances in
training set

Baktha and
Tripathy (2017)

Amazon health
product reviews

Vanilla RNN
LSTM
GRU
Bi-Vanilla RNN
Bi-LSTM
Bi-GRU

57.30
78.10
83.90
58.00
79.20
81.10

Amazon: 8000

Xu et al. (2011) Amazon mobile
phone reviews

Multi-class SVM
CRF without
interdependen-
cies

CRF with interde-
pendencies

61.38
60.04
66.17

–

Rain (2013) Amazon books,
media, and
kindle product
reviews

Decision Tree
Naïve Bayes

79.84 (for books)
84 (for kindle)

–

Shaikh and
Deshpande
(2016)

Amazon books,
camera, music
product reviews

Naïve Bayes
(Books)

Naïve Bayes
(Camera)

Naïve Bayes
(Music)

80 (multiword
level feature)

80 (single word
level feature)

80 (single word
level feature)

260

Al-Smadi et al.
(2017)

Arabic Hotels’
Reviews
(Al-Smadi et al.
2016; Pontiki
2016)

For aspect-based
sentiment
analysis tasks

Deep RNN
SVM

For Sentiment
Polarity
Identification

RNN:87
SVM:95.4

19,226

ularity of RNN for modeling sequential data. Moreover, the combination of CNN + RNN is
used for images and video-related data for visual sentiment analysis.

Most of the researchers experimented by creating their own corpus. Yang et al. (2018)
created their Chinese corpus as no dataset was publicly available for target-dependent sen-
timent classification. Shi et al. (2017) needed user’s information for user-based features.
So, they crawled the weibos from Sina Weibo and labeled the weibos as positive, negative,
or neutral. Due to the unavailability of publicly accessible Chinese corpus, Li et al. (2014)
built a labeled parse tree corpus called “Chinese Sentiment Treebank” which is a collection
of reviews about 2270 movies from a popular movie review website and made it publicly
available. Hence, new datasets are needed to train the model better with a large number of
records. Earlier the size of the dataset was limited to thousands of records. But now, large
datasets are being formed which contain millions of records as training examples.

4.2 Evaluationmeasures

Most of the state-of-the-arts for sentiment analysis uses accuracy (Hassan and Mahmood
2018; Lee et al. 2018; Zhang and Chow 2019), F1 score (Xiong et al. 2018b; Dragoni and
Petrucci 2017; Tay et al. 2017; Zhou et al. 2018), precision (Dragoni and Petrucci 2017; Tay
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et al. 2017; Zhou et al. 2018), and recall (Dragoni and Petrucci 2017; Tay et al. 2017; Zhou
et al. 2018) as performance measuring parameters. These measures are defined as:

Accuracy � T P + T N

T P + FP + T N + FN
(1)

Precision � T P

T P + FP
(2)

Recall � T P

T P + FN
(3)

F1 score � 2 ∗ Precision ∗ Recall

Precison + Recall
(4)

where TP is the true positive, FP is the false positive, TN is the True Negative, and FN is the
False Negative.

Additionally, for proper interpretation of results, there are other parameters which have
been used, such as Mean Square Error, Ranking loss, Macro-averaged Mean absolute error,
and RandIndex.

Mean Square Error (MSE) �
∑N

i�1(Actuali − Predictedi )2

N
(5)

MSE can be used to measure the divergence between predicted sentiment labels and actual
sentiment labels (Verma et al. 2018). The sentiment models are trained by minimizing the
MSE (Jiang et al. 2014; Wang et al. 2018c).

Similarly, Ranking loss measures the average distance between the true sentiment value
and the predicted sentiment value for m sentiment classes with n number of test samples
(Moghaddam and Ester 2010). It is defined as in Eq. (6) below:

Ranking loss �
n∑

i�1

∣
∣yi − ŷi

∣
∣

m ∗ n
(6)

Macro-averaged Mean absolute error (MAEM ) is used for handling the imbalanced datasets
(Marcheggiani and Oscar 2014; Baccianella et al. 2009).

MAEM (y, ŷ) � 1

m

k∑

j�1

1

| y j |
∑

yi∈ y j

∣
∣yi − ŷi

∣
∣ (7)

where y is true sentiment value, ŷ is predicted sentiment value,m is the number of sentiment
labels, y j is the subset of review corpus whose true label is j .

RandIndex is generally used for clustering problems for determining the similarity
between two data clustering (Zhao et al. 2014; Xu et al. 2017; Jaffali et al. 2014). The
value ranges between 0 (data clustering do not have a common pair of points) and 1 (data
clustering is exactly the same). It is defined as in Eq. (8):

RandIndex (Ci ,Cm) � 2(x + y)

k ∗ (k − 1)
(8)

whereCi and Cm represents the clusters produced by model i and by manual annotationm, k
denotes count of detected aspects, x represents number of pairs assigned to the same cluster,
and y signifies the number of pairs assigned to different clusters.
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4.3 Execution time comparison of deep learning algorithms

This section compares the work proposed by various researchers by discussing the execution
time or training time taken by different algorithms, as discussed in Table 10.

The architecture giving the highest accuracy ismarked inBold. As seen in Table 10, LSTM
and its variants (BiLSTM, GRU) require high training and execution time as compared to
other deep networks like CNN and Memory networks. However, this can be compensated
by high accuracy achieved by the former. Hence, a trade-off between the execution time (or
training time) with overall accuracy achieved by the network becomes a crucial task for any
deep learning architecture.

4.4 Performance comparison of deep learning algorithms

This section discusses some more real text examples about Google Play reviews, Amazon
reviews, and Hotel reviews to compare the performance of different deep learning algorithms
on various datasets with other popular machine learning algorithms like NB, SVM to see
where deep learning performs correct classifications and where it performs poorly. Table 11
explains the different techniques or methods applied to sentiment analysis.

As we see, on Amazon Review dataset, the best performance was shown by GRU with
83.90% accuracy. Apart from showing great performance in many dataset and tasks, deep
learning techniques still performs poorly in many cases which can be seen in Al-Smadi et al.
(2017), as we observe for aspect-based sentiment analysis, SVM has outperformed RNN
in Arabic Hotel Review dataset which justifies the fact that some of the machine learning
algorithms are outperforming deep learning algorithms. This may be due to the ability of
SVM to extract rich hand-crafted feature set for training the model and its efficiency in binary
classification tasks. Hence, determining optimal deep learning architecture is a challenging
task because the performance depends on the size of dataset, type of domain or area, choosing
correct hyperparameters like no. of filters, no. of hidden units, filter dimension, etc.

5 Conclusion and future trend

In this article, we reviewed the most noteworthy work on sentiment analysis using deep
learning-based architectures. Firstly, we introduced sentiments and its different types, fol-
lowed by their application or importance for sentiment analysis. Then, we presented a
taxonomy of sentiment analysis, which included Handcrafted features based approaches,
and Machine learned features based approaches along with the year-wise analysis from
2011 to 2019 for sentiment analysis including deep learning approaches only. We discussed
popular deep learning models which include CNNs, Rec NNs, RNNs, LSTM, GRU, and
Deep Belief Networks along with their architecture, and the important and famous work
using these architectures in sentiment analysis. We have also provided a brief overview of
Attention-based networks, Bi-directional RNNs, and capsule networks, which have recently
gained attention of researchers. In addition, we have identified sentiment analysis tasks and
discussed the deep learning models applied to them. We concluded that LSTM had given
better results compared to other deep learning models. We found that different languages
on which sentiment analysis is applied are: English, Chinese, Arabic, Japanese, Vietnamese,
Thai, Tibetan, Persian, Spanish, and Punjabiwhereas for bilingual sentiment classification
Chinese and English along with Korean and English becomes the desired approach. Finally,
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we have explored primary sentiment analysis dataset, main features of the dataset, deep
learning model applied to them, and the accuracy (or F1 score) obtained from dataset. We
also discussed the significance of creating new datasets by various researchers, drawbacks
of applying deep learning in sentiment analysis, and the merits and demerits of numerous
deep learning models. We reviewed around 200 articles, and based on the detailed scrutiny of
different deep learning based approaches and their state-of-the-art performances discussed in
this paper; we can say that sentiment analysis using deep learning approaches is a promising
research area.

We have identified and presented some datasets corresponding to various sentiment anal-
ysis tasks. The major challenge faced by many researchers is the lack of proper training
datasets for different sentiment analysis tasks. Moreover, deep learning methods require
huge dataset for training the model. Some researchers faced problems due to the limited size
of the sentiment dataset for text retrieval tasks as the dataset contained only sentiment tags but
lacked the topic tags. Fine-grained sentiment analysis can also be improved by using a large
number of training examples. A strong drift is seen in transfer learning based approaches
for sentiment analysis. Transfer learning can be used for transferring information from one
domain to another, for building robust datasets.

The field of sentiment analysis will be highly beneficial for many domains in future such
as implicit sentiment detection, spam detection, temporal tagging, and stance detection. It
can be applied in the medical domain to evaluate the mental health of the patients. It may be
useful by many organizations for security purposes by screening the employees to validate
their integrity.Moreover, emotion and genre of amovie can also be predicted by just watching
its trailer. Nowadays, people are focusing more on multimodal data for analyzing sentiments.
Thus, apart from incorporating star rating and user rating in the form of text, one can opt for
an exhaustive rating of products with the help of multimodal data, where the reviews of a
product can be incorporated using various modalities like voice, image or emoticon.
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