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Abstract
Image analysis is a prolific field of research which has been broadly studied in the last
decades, successfully applied to a great number of disciplines. Since the apparition of Big
Data, the number of digital images is explosively growing, and a large amount of multimedia
data is publicly available. Not only is it necessary to deal with this increasing number of
images, but also to know which features extract from them, and feature selection can help in
this scenario. The goal of this paper is to survey the most recent feature selection methods
developed and/or applied to image analysis, covering the most popular fields such as image
classification, image segmentation, etc. Finally, an experimental evaluation on several popular
datasets using well-known feature selection methods is presented, bearing in mind that the
aim is not to provide the best feature selection method, but to facilitate comparative studies
for the research community.

Keywords Feature selection · Image analysis · Pattern recognition · High dimensionality ·
Image datasets

1 Introduction

One of the most prolific fields of research is image analysis, which in fact has been broadly
studied in the last few years. Part of its success is due to the fact that it can be applied to
different disciplines, obtaining satisfactory results. A huge amount of information is con-
tained in digital images, which is used with different purposes and extracted accordingly.
For example, a manufacturing system of an aircraft factory needs to discard the pieces which
present imperfections, so they could be categorized into defective and non-defective pieces.
Another example could be a collection of images of the Earth planet acquired from a satellite,
and the necessity of partitioning them into several regions, such as water, forest, etc.
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Different techniques have been developed to automatically analyze images, not only for
general purposes (Haralick et al. 1973; Makadia et al. 2008) but also to be applied to very
specific problems (Chen et al. 1998; Núñez and Llacer 2003). They are usually focused on the
image processing side, i.e. on the extraction of relevant image properties which may include
shape, color, texture, spatial information, etc. However, the availability of a large amount
of images for most real-life problems, in conjunction with the large dimensionality of data
extracted from certain types of images, make necessary the use of feature selection methods.

Feature selection (FS) is a popular preprocessing stepwhich aims at identifying the relevant
features and, at the same time, removing the redundant and irrelevant features. In this way,
it is possible to scale down the dimensionality of the data without incurring in degradation
in performance (and in some cases it is even possible to improve performance) (Guyon
et al. 2006). These characteristics make FS an active research area, widely applied to real
problems, mostly belonging to classification although it can be also applied to other fields
such as regression, etc.

FS can help to deal with image analysis, and in fact it has been gaining importance in
the last few years, not only to diminish the input dimensionality, but also to alleviate the
computational burden required for extracting information from the images (Remeseiro et al.
2014) or to understand the causes of disagreement among experts on the analysis of images
for diagnosing diseases (Bolón-Canedo et al. 2015a).

This work aims at offering the reader a broad review of the existing FS methods which
have been applied (and in some cases developed ad-hoc) in the last few years to help in image
analysis. Moreover, we have introduced an explanation of the different categories in this field
and the datasets used. We have also designed an experimental study to try the effectiveness
of FS on image datasets. We use four popular datasets, where some of them are binary and
other have up to 26 classes, covering image classification and segmentation. We applied four
state-of-the-art FS methods combined with five popular classifiers, leading to interesting
conclusions and guidelines.

The rest of this manuscript is structured as follows. Section 2 is devoted to providing some
necessary background about image analysis, specially for thosemachine learning expertswho
are not familiar with certain terms. Section 3 describes some basic concepts related to FS,
and some popular techniques. Recent works of image analysis which benefit from FS are
presented in Sect. 4. Some image datasets and repositories can be found in Sect. 5, and the
experimental study is presented in Sect. 6. Finally, Sect. 7 concludes the manuscript.

2 Image analysis

Digital imaging has revolutionized the process of image acquisition, storage or transmission.
The availability of digital images along with the Internet have noticeably increase the size
of digital image collection (Liu et al. 2007). As a result, many general-purpose imaging
techniques have been developed over the last decades.

When talking about digital image processing techniques, it is typical to take into account
three different techniques (Gonzalez and Woods 2008): low-level, mid-level, and high-level.
Low-level approaches work at the pixel/voxel level, using primitive operators, and with
images as input and output data. Mid-level methods include more elaborated tasks with
images as input data, whilst the output data can be a set of characteristics/descriptors derived
from images. High-level techniques concern the interpretation of the image content, trying to
emulate the essential functionality of the human vision system. These three types of processes
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Fig. 1 Example of a system that classifies the images from a database into three classes

can be associated, respectively, with three different areas: image processing, image analysis,
and computer vision—a brand of artificial intelligence. This paper is focused on the field of
image analysis, also known as image understanding.

2.1 Terms

There are many different methods to automatically analyze images, each of them useful for
a particular task or range of tasks. Therefore, image analysis techniques can be grouped into
different fields, among which there are no clear-cut boundaries. Once reviewed the most
up-date methods for FS applied to image analysis, four of these fields haven been considered
in this review, and subsequently described.

2.1.1 Image classification

It consists in classifying an image, or a region of it, into a class from a set of classes according
to the characteristics that it contains (see Fig. 1). This categorization can be performed by
using different approaches: template matching, which compares the image/region with a
pattern; tree search algorithms; or more complex classifiers, which use a set of features.
Note that digital image classification can be viewed as the fundamental prerequisite for other
image analysis pursuits (Ng et al. 2007).

2.1.2 Image segmentation

Its goal is to detect boundaries and objects in digital images, and can be defined as the
identification of homogeneous regions (see Fig. 2). That is, an image is divided in multiple
regions so that each one is homogeneous according to some characteristic, whilst the union
of any two or more segmented areas is not (Cheng et al. 2001).

2.1.3 Image annotation

It consists in automatically assigning keywords or labels to a digital image (see Fig. 3). The
idea is to use some low-level features from the image, and then use a classifier to annotate it
with concept labels (Zhang et al. 2012a). Therefore, image annotation is also seen as a multi-
class image classification task with a large number of class labels. Notice that automatic
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Fig. 2 Example of a system that segments different objects in the images from a database

Fig. 3 Example of a system that labels the images from a database

Fig. 4 Example of a system that retrieves the “star” images from a database

image annotation can be used as part of an image retrieval process with the aim of locating
images in a database.

2.1.4 Image retrieval

Its objective is to search and retrieve images of interest from a database (see Fig. 4). Two
different frameworks can be found in the literature (Liu et al. 2007): one is content-based,
i.e. images are retrieved based on their visual content; and the other one is text-based, i.e.
images are retrieved based on text descriptors manually annotated. In the second case, image
retrieval is highly related to image annotation as previously stated.

2.2 First attempts

Image analysis techniques began to deal with different problems several decades ago, and
a very large number of approaches can be found in the literature regarding the four fields
previously presented. Image classification has been used in different problems using a great
range of image features, such as spectral and spatial information (Landgrebe 1980), or texture
(Haralick et al. 1973); and bymeans of several algorithms, such as neural networks (Lee et al.
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1990), or decision trees (Mui and Fu 1980). In a similar way, different properties have been
considered to perform image segmentation, including color (Lim and Lee 1990), texture (du
Buf et al. 1990), or even a combination of them (Shafarenko et al. 1997). Regarding image
annotation, texture information has been also commonly found in the literature (Picard and
Minka 1995), as well as ontology-based approaches (Schreiber et al. 2001). Finally, image
retrieval techniques are also based on properties obtained from image content, including color
and shape (Jain and Vailaya 1996).

2.3 Related works

There are other surveys about image analysis techniques although, to the best of our knowl-
edge, none of them has been devoted to specifically analyzing the existing works on FS in this
research field. Lu and Weng (2007) presented a review of image classification techniques
aimed at improving their performance, as well as discussing important issues that might
have effect on it. Zhang et al. (2012a) provided a description of the latest developments in
image retrieval as well as a complete review of automatic image annotation methods. In
2008, Datta et al. surveyed a great amount of relevant contributions, both theoretical and
empirical, regarding the automatic processes of image retrieval and annotation. Within the
field of image segmentation, there are several works that review the most popular techniques,
such as Zhang et al. (2008), which is focused on unsupervised methods; or Raut et al. (2009),
devoted to prediction.

3 Feature selection

Asmentioned in the Introduction, the advent of BigData problems, specially those containing
a high number of features, has brought an important need for methods that can effectively
reduce the dimensionality of the data. There are two main approaches to solve this problem:
feature extraction and feature selection (FS). Basically, the main difference between them is
that FS methods work by selecting a subset of the original features, while feature extraction
methods are able to reduce the dimensionality by combining the existing features and creating
new ones (see Fig. 5). In the figure we can see an example in which we are trying to guess the
race of a given person. A FS system would select those features that can help to determine
the race, such as height, hair color, eye color, skin color or name. On the contrary, a feature
extraction systemwould generate—for example—two new features, distinct from the original
ones, that are likely to be combining information contained on the features selected by the
FS system, but in this way we are losing the original meaning.

Another example, more related with image analysis, can be seen in Fig. 6. In this case, in
the left side we can see how the pixels (features) relevant for distinguishing between a four
and nine digit are selected by a FS method and marked as blue dots and, in the right side, we
can see the two principal components after a feature extraction process.

Both techniques have their merits and demerits (Zhao and Liu 2011). On the one hand,
feature extractionmethods have the power to generate a new set of features, which are usually
more compact and of stronger discriminating power. This approach is the preferred one in
applications in which model accuracy is very important, at the expense of interpretability.
Examples of this type of applications are information retrieval, image analysis or signal
processing. On the other hand, FS methods maintain the original features, so they are usually
more adequate for data mining problems, such as text mining or genetic analysis, in which the
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(a)

(b)

Fig. 5 Example of a feature selection versus feature extraction system

(a) (b)

Fig. 6 Feature selection versus feature extraction on a image

original features are extremely important formodel interpretability and knowledge extraction.
Moreover, they offer the possibility of gaining speed and reducing costs (because in the future,
the non-relevant features do not need to be considered).

Feature extraction is the preferred approach when dealing with image analysis (Thomaz
and Giraldi 2010; Remeseiro et al. 2013; Zhao and Du 2016; Yao et al. 2018), and therefore
there are plenty of works analyzing the application of these methods to this field (Weinberger
and Saul 2006; Guo et al. 2008; Maaten and Hinton 2008; Juan and Gwun 2009; Patil and
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Mudengudi 2011). However, although not so common, there are also image analysis works
that employ FS methods as a preprocessing step, and this article is focused on reviewing
them.

Existing FS methods are typically classified into three approaches: filters, wrappers and
embedded methods (Guyon et al. 2006; Bolon-Canedo et al. 2015b). Filters work by using
only the general characteristics of the datasets, with no influence of any classification model.
For example, there is a huge amount of filters based on Information Theory that use mutual
information as a measure of relevance for the features (Brown et al. 2012). Many mutual
information feature selection methods have been proposed in the last 25 years (Vergara and
Estévez 2014), and still new information theoretic feature selection methods are being pro-
posed every year. Recent examples are a class-specific mutual information variation method
for feature selection (Gao et al. 2018a) and another method that integrates two groups of
feature evaluation criteria (Gao et al. 2018b), showing very competitive results. Different
than filters, wrappers and embedded methods build the subset of relevant features based on
a learning algorithm; the former by letting the prediction model to score the quality of the
features for the prediction task and, the latter, by performing the selection of the features
in the training process of a classifier. Given this relationship with the learner, wrapper and
embedded methods are usually more accurate in their selection, but of course more costly
in computational terms than filters. Moreover, wrappers are known for having the risk of
over-fitting when the number of features is greater than that of samples (Loughrey and Cun-
ningham 2005), so they must be avoided in that situation. One of the most popular ensemble
methods is SVM-RFE (Recursive Feature Elimination for Support Vector Machine) (Guyon
et al. 2002), which computes the importance of the features in the process of training a SVM.
As for wrappers, they basically consist in using a learning algorithm (such as a SVM, decision
tree, neural network, etc.) combined with a selection strategy such as forward or backward
elimination.

Each year, new FS methods have been appearing belonging to the three categories men-
tioned above. However, this abundance of FS algorithms has not facilitated the choice of a
particular method in a given situation, but quite the opposite. Nevertheless, despite the big
amount of FS methods available, some of them have been able to stand out and their use
has become very popular among researchers. Some of most popular ones are subsequently
described.

– Correlation-based feature selection (CFS) (Hall 1999) is a multivariate filter that chooses
subsets of attributes uncorrelated among them but showing a high correlation with the
class.

– Consistency-based filter (Dash and Liu 2003) is a multivariate technique that also selects
subsets of features but, in this case, according to the level of consistency with the class.
It uses an inconsistency criterion to determine the acceptable data reduction rate.

– Information Gain (Hall and Smith 1998) is a simple univariate filter that computes the
mutual information between each attribute and the class, then providing an ordered rank-
ing of all the attributes.

– ReliefF (Kononenko 1994) is a popular multivariate filter extending a previous version
(Relief Kira and Rendell 1992), which is based on nearest neighbors. The idea is to
randomly pick an example from the data and then find its nearest hit (neighbor from the
same class) and miss (neighbor from the opposite class). After comparing the values of
the selected instance with its hit and miss, the relevance score for each feature is updated.
The values of a good feature should be similar in samples from the same class, whilst
different in samples from different classes.
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4 Recent works: 2008—present

In the last decade there has been an important number of FS methods applied to image
analysis; both standard and add-hoc to solve specific problems. In this section we review
some of these works, classifying them according to the fields defined in Sect. 2: image
classification, image segmentation, image annotation, and image retrieval.

4.1 Image classification

Image classification is perhaps one of the most prolific fields of image analysis. Moreover,
and probably because of its similarity with regular classification, FS has been extensively
applied to preprocess the data, trying to achieve the same level of success as in general data
classification.

Among the vast amount of works that can be found in the literature, some of them present
comparisons of several FS methods employed prior to the image classification step. Laliberte
et al. (2012) evaluated three FS methods for their ability to perform object-based vegetation
classification, based on classification trees, distance and optimization. Their experiments
conclude that the best option for this problem was to use classification tree analysis. Another
example of comparison can be found in Porebski et al. (2010), in which several FS methods
based on sequential search are studied, in this case to be applied to the problem of supervised
color texture classification.

Not only have different FS methods been compared in the literature, but also different
datasets to validate new algorithms. For instance, Barbu et al. (2017) introduced a new
FS method with annealing that combines the sequential algorithm and the regularization
technique in order to be suitable for big data learning. In fact, it was successfully tested
both on real and artificial data, and the experimental results were comparable to state-of-
the-art methods while being computationally very efficient and scalable. An example of
unsupervised FS can be found in Li and Tang (2015), in which the authors propose a new
unsupervised FS scheme based on redundancy analysis and non-negative spectral clustering.
The experimental study carried out includes nine image datasets with different types of
data (faces, objects, handwritten digits), and demonstrates the effectiveness of the proposal.
Other example is the novel unsupervised sparse FS method presented in Cong et al. (2016).
Experiments on two public UCI datasets and also on a newmedical endoscopic image dataset
showed that, when compared with state-of-the-art methods, their proposed method was able
to choose the most discriminative features. At the same time, it also assigned meaningful
weights to the useful attributes. In Zhang et al. (2018), the authors proposed to use sparsity-
inducing regularization to define a supervised FS method that selects the minimum number
of features. The experimentation was carried out on different datasets, some of them related
to image analysis, and the obtained results demonstrated the effectiveness of their approach.
Ma et al. (2017) presented a two-step wrapper comprising both feature ranking and feature
subsetmethods. Several benchmark image datawere employed in the testing phase, obtaining
results in which themean overall accuracywas significantly higher than previous approaches.

Other interesting approaches are focused on ensemble learning, based on the idea of
combining the output of several methods (so-called experts) instead of relying on a single
method, that might not be appropriate for all scenarios and situations. Wen et al. (2015)
recently proposed a fast ensemble for FS based on AdaBoost. In particular, it combined the
values of the featureswith the class label. The experimental results outperformed state-of-the-
art methods and demonstrated to being able to reduce times in the FS process. In Korytkowski
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et al. (2016), boosting meta-learning was used to select the most representative subset of
features in a novel approach for visual object classification. The experiments demonstrated
that accuracy and training time could be improved.

Incremental FS also appears in the specialized literature, as in Jia et al. (2012), in which
a new FS algorithm has demonstrated to beat previously published results on the CIFAR-10
dataset, employing for this a much smaller number of features than other methods. In the
field of ant colony optimization there are some works devoted to image FS (Chen et al.
2011, 2013), which were able to improve classification results, using less features than other
methods and reducing the processing times. A novel FS method was proposed in Zhou et al.
(2017) for general image classification. It considers human factors and leverages the value of
eye tracking data to find a subset of relevant input attributes, which are subsequently refined
by a hybrid method combining FS based on mutual information (mRMR) and on SVMs.
Experimentation carried out with two reference databases demonstrated that eye tracking
data are of high relevance for FS when classifying images.

In the past few years, and specially with the arrival of Big Data, new challenges are to
be faced by researchers to be able to deal with massive volumes of data. This huge amount
of data makes that classification becomes a more complex and computationally demanding
task, requiring the use of advanced techniques for Deep Learning (LeCun et al. 2015) and,
more specifically when using images, of Convolutional Neural Network (CNN) approaches
(Krizhevsky et al. 2012; Szegedy et al. 2015). Some works are recently appearing that apply
FS based on deep learning to image classification. For example, Zou et al. (2015) presented
a new FS method based on deep learning formulated as a feature reconstruction problem.
This new filter works by selecting those attributes that can be reconstructed as relevant and
was successfully applied to remote sensing scene images. Roffo et al. (2015) presented a
new filter called infinite feature selection (Inf-FS) which performs the ranking step in an
unsupervised manner. Their approach is based on affinity graphs and construct cost matrices
that take into account pairwise relationships between attributes. They tested their approach
on features extracted with a CNN from object recognition benchmark datasets, achieving
results similar to the state-of-the-art.

Also in the context of high-dimensional data, Zheng et al. proposed a novel FS procedure
to deal with incomplete datasets (Zheng et al. 2018). Their idea lies in defining a robust
FS framework by taking into account the influence of outliers. Experimentation was carried
out using different incomplete datasets, both real and artificial, one of which corresponds to
Internet Advertisements and includes, among others, geometrical features computed from
advertisement images. The results demonstrated the adequacy of the proposed method com-
pared to other FS methods.

Finally, it is worth noting that there are also works in the literature devoted to a specific
application. In particular, we found an important number of articles promoting the use of FS
for the classification of hyperspectral imagery, since it contains enormous amounts of data and
the challenge is to obtain higher accuracywithout incurring computational inefficiency. In this
situation, dimensionality reduction techniques are often applied. Jia et al. (2010) proposed
a hybrid approach combining feature extraction (wavelet transform) and feature selection
(affinity propagation), and concluded that their method outperformed other approaches that
tackle feature extraction or feature selection individually. The same author (Jia et al. 2014)
proposed later a FS framework, demonstrating the advantages of this proposalwhen compared
to standard methods in a complex scenario with only a few instances per class being labeled.
Also with very limited labeled samples, Zhang et al. (2012b) introduced a new FS algorithm
in the field of particle swarm optimization (PSO), showing promising results. Based as well
on PSO, but in this case integratedwith a genetic algorithm, a newFSmethodwas proposed in
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Ghamisi and Benediktsson (2015) for dealing with this type of data. In Shen et al. (2013) the
authors proposed an approach to select useful and non redundant Gabor features, since their
original dimension was huge. This method was based on Markov blanket and symmetrical
uncertainty. Also, a correlation coefficient for FS was proposed in Qi et al. (2017), which
used in combination with an optimized SVM allowed to improve state-of-the-art methods
in terms of accuracy and efficiency. Finally, a common trend in this domain seems to be
to employ FS schemes based on support vector machines (Pal and Foody 2010; Kuo et al.
2014).

Regarding filter methods, a common approach is to apply those related with the informa-
tion theory field. For instance, Kerroum et al. (2010) proposed a newmethod with the goal of
creating digital thematic maps for cartography exploitation (in the context of multispectral
image classification). The method was based on Gaussian mixture models and computed the
mutual information between the attributes and the class. The experimental results demon-
strated that the selected textural features were the best option to improve the classification
performance. Other works apply more sophisticated FS methods, for example through the
use of SVM and different kernels. The authors in Tuia et al. (2010) proposed a method
which works by automatically optimizing a linear combination of kernels, each of them
based on a different subset of attributes. The experimental results, performed in contextual,
multi- and hyperspectral, and multisource remote sensing data classification, demonstrated
that the method is capable of ranking the features according to their relevance without losing
computational efficiency.

Based on fuzzy-rough sets, we can find some works in the literature which used fuzzy-
rough FS trying to classify Mars image (Shang et al. 2011; Shang and Barnes 2013) showing
promising results that could help in future Mars rover missions, both for ground-based or
on-board image classification.

4.2 Image segmentation

There are several algorithms found in the literature to deal with image segmentation, not only
as theoretical methods but also applied to different real-life problems. In both cases, FS has
been applied in order to improve the algorithm performance.

Regarding generic methods, a novel framework was presented in Levin and Weiss (2009)
to combine twodifferent types of segmentation, bottom-up and top-down, into an energy func-
tion. Authors used supervised learning and a feature inductionmethod for conditional random
fields. From a large set of candidate features, the supervised learning method chooses those
relevant to define the energy function. For this task, they proposed their own FS algorithm,
an iterative process that selects those features that maximize a conditional log likelihood.
The learned algorithm achieved the performance of the state-of-art methods, being tested on
three different datasets. In Liang et al. (2017), we can find an approach based on genetic pro-
gramming (GP) in the field of image segmentation. They proposed three novel FS methods,
covering both single- and multi-objective GP. The experimentation demonstrated that the
proposed multi-objective methods provide feature subsets that, in combination with classical
classification systems, are able to improve previous results while being less computationally
expensive. Cheng et al. (2016) presented a hierarchical FS method used as part of an image
segmentation system implemented on GPUs, which also included a fusion strategy with
learning. The experimental results demonstrated its main advantage in speed, with no degra-
dation in performance. Additionally, the system can be used in different image segmentation
tasks.
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Popular FS methods, such as random forests, can be also found in image segmentation
problems. Theywere used for object class segmentation in Schroff et al. (2008). This research
demonstrated that the use of random forests allows to combine different image features in
such a way that the pixel-wise segmentation performance is improved.

Different real problems have been also addressed in the area of image annotation. One
representative example is fingerprint analysis, very used by e.g. law enforcements agencies,
in which obtaining a correct segmentation is a critical issue. Sankaran et al. (2017) focused on
the automatic segmentation of fingerprints with the aim of differentiating types of patterns:
ridge and non-ridge. In this context, they presented a FS technique based on the Relief
algorithm to analyze how different category features affect the segmentation. Additionally,
a random decision forest was used to categorize the local patches into two target classes:
background and foreground. The validation was carried out by using three public databases
and demonstrated the adequacy of the method to the problem at hand.

Another real problem in which FS was used to increase the performance of an image
segmentation procedure is rock analysis. In Perez et al. (2011), segmentation and classifi-
cation were carried out to estimate the mineral composition in rock images. The minimum
RedundancyMaximumRelevance (mRMR) algorithmwas used to select 14 from 36 features
extracted from rock images. In mining applications, the monitoring of rock composition has
to work in real-time, which can be achieved thanks to FS methods that allow a reduction in
both the dimensional space and the computational time.

Most of FS approaches determine features that are appropriate for a given dataset, being
the main target of Izadipour et al. (2016) to overcome this issue. The authors proposed a FS
method independent of the dataset considered by predefining the effective feature types based
on reasonable facts and selecting the appropriate candidate features for each feature type. In
this manner, the features selected from a single image can be used in image segmentation
applied to satellite images. The obtained results improved the ones provided by well-known
FS methods, according to different evaluation measures. Also for satellite image segmenta-
tion, Chen et al. (2016) introduced a new semi-supervised FS method. It works by generating
different feature views (obtaining when attributes are distributed into several disjoint sets).
The idea is to evaluate features and select them within each view. The experimentation on a
dataset of very high resolution satellite images demonstrated that their new method performs
better than the traditional algorithms.

4.3 Image annotation

Automatic image annotation consists in, given an input image, assigning it a semantic label,
or more. It plays a key role to increase the effectiveness of other image processes such as
retrieval or analysis. It can be defined as a special case of image classification and, therefore,
FS is commonly used in this context too.

With the main aim of improving the performance of automatic systems for image anno-
tation, researchers have to focus their attention on suitable frameworks for several purposes,
including image content representation, feature extraction, classification algorithms, and fea-
ture selection. Regarding the latter issue, a FS approach was presented in Jin et al. (2015)
with the aim of improving image annotation. In this case, the contribution of each image
feature was measured by means of mutual information, and its performance was measured
by means of a non-linear factor in the evaluation function.

As most of the features used in these systems may be noisy and/or redundant, FS was
used in Ma et al. (2012) to represent the images in a more compact and precise way, which
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implies an improvement in terms of performance. More specifically, the authors proposed a
novel method with two appealing properties: selecting the relevant attributes with a sparsity-
based model, and determining the share sub-space of original features, useful in multi-label
problems. Experimentation demonstrated that the proposed method for FS is robust as well
as adequate for web images, which usually have multi-labels. In Shi et al. (2015), a sparse FS
framework was presented. The validation procedure demonstrated that this novel technique
is both effective and efficient, as well as suitable for large-scale image annotation.

Genetic algorithms (GA) force a natural selection to find optimal values of some function,
and thus they are susceptible to be used for FS. Lu et al. (2008) used color, texture and shape
properties to represent low-level features in their image annotation procedure. In order to
optimize the weights of feature vectors, they defined the fitness function using a GA and
k-nearest neighbor accuracy. In the same context, the authors in Li et al. (2010) proposed a
method for image annotation using Adaboost and a FS method based on GA. Their idea lies
in generating and optimizing a set of feature subsets at each iteration of the Adaboost method
by means of a GA. In this case, two different approaches of GA-based FS were analyzed.
In addition to genetic algorithms, another evolutionary computation paradigm has been used
for FS applied to image annotation: particle swarm optimization (PSO). A novel scheme
for image annotation was presented in Jin and Jin (2015), based on an improved quantum
PSO method for visual FS. Additionally, the performance of this approach was improved
by applying a boosting-based ensemble strategy. The experimentation demonstrated that the
proposed scheme is adequate for the problem at hand.

Much attention has been attracted by multi-task FS in the last few years, since it often
outperforms single-task FS. In Li et al. (2016b), the authors addressed the problem of semi-
supervised multi-task FS as applied to social image annotation. For this purpose, the authors
proposed to use manifold regularization in order to manage the great imbalance between
labeled and unlabeled instances. The process consists in estimating a FS matrix by inte-
grating the obtained information into a learning framework, resulting in a novel method that
outperforms state-of-art techniques. In the same line of research, Zeng et al. (2017) presented
a novel semi-supervised multi-label FS model and apply it to the task of multimedia annota-
tion. The idea lies in combining both semi-supervised and multi-label feature learning into a
single framework. They applied the proposedmethod to bothweb page and image annotation,
using several types of real-world multimedia datasets, and demonstrated its effectivenesses.

4.4 Image retrieval

Image retrieval systems have become a focus of research in the field of image analysis and
machine vision, and FS has been successfully applied to them as can be found in the literature
and following summarized.

FS can be applied because of the very large number of image features and image classes.
Regarding the first issue, experiments to compare different features for image retrieval were
presented in Deselaers et al. (2008). The paper includes an analysis of a large set of different
features and a comparison of them on different tasks, such as photo and building retrieval. In
order to determine how different features can be used in combination, the proposed method
analyzes the correlation between them and gives some recommendations to select an appro-
priate set of features, depending on the type of data.

A common complication that deserves attention in image retrieval is the existing difference
between what features we humans see in a particular image, and the semantic features we
use when it comes to describe it. For example, Lotfabadi et al. (2015) presented a method to
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extract useful features from a feature vector. It combines a SVM classifier with a fuzzy rough
set based on mutual information. The method has been compared with traditional systems
that use other techniques for dimensionality reduction, and the experimentation demonstrated
its adequacy in terms of accuracy and robustness by providing results highly relevant to the
content of an image query.

On the other hand, cross-modal retrieval has lately attracted much attention because of
the widespread use of multi-modal data. In this problem, relevant objects of one type of data
are retrieved by means of another type of data used as the query. Therefore, researchers have
to deal with two main issues: the measure of relevance and coupled FS. Both problems were
tackled in Wang et al. (2016a) by means of a novel joint learning framework. The second
problem, that is the key point in this survey, was approached by a learning procedure that uses
the l2-norm penalties on the projection matrices. This procedure allows to simultaneously
select relevant and discriminative features, outperforming the state-of-the-art results.

There are also specific applications in the field of image retrieval. In Li et al. (2016a), a
novel approach of content-based image retrieval was presented as applied to remote sensing
images. The authors proposed a novel scheme that, inspired on FS, selects in an adaptive
way the adequate vantage point tree indexing when considering different feature spaces. In
this manner, the system is able to increase the response speed as well as the retrieval quality.
The traffic vehicle search in large databases was addressed in Zhu et al. (2017), in which the
authors define a local descriptor based on the gradient quantity as well as the spatial gradient
distribution of the feature. Then, they propose an adaptive FS method by combining feature
distinctive degree and the priori information. The experimentation carried out showed that
their proposal outperformed the standard algorithms. Other application found in the literature
is Batik image retrieval (Fahmi et al. 2016), being Batik a unique fabric from Indonesia. The
authors analyzed the performance of FS and reduction techniques on the batik retrieval
process. Particularly, they used sequential forward floating selection (SFFS) that consists of
a forward step and a conditional backward step. The experimental results demonstrated that
SFFS can improve the processing time allowing the method to be 1800 times faster.

Regarding many motion data based applications, it should be highlighted the important
role played by human motion retrieval. Wang et al. (2016b) presented an adaptive multi-view
FS technique to deal with this problem. In a first step, they used linear regression in a local
way trying to learn Laplacian graphs based on multiple views, that were then combined
together to take advantage of the complementary information between different attributes.
Then, an objective function was formulated as a trace ratio optimization problem to remove
from the original feature representation those feature components that are either irrelevant
or redundant. Experimentation performed on two datasets publicly available show that the
method is sound and achieved a state-of-art performance for motion data retrieval, as well as
being adequate for other real-world applications.

4.5 Summary

We have reviewed the recent works promoting the use of FS to deal with image analysis,
grouped according to the field they were applied to. Additionally, we have analyzed the
nature of the FS methods usually applied. In Table 1 we can see a summary of all the
methods reviewed.

Figure 7 illustrates the distribution of the FS methods present in the literature review,
according to different aspects. Firstly, we have analyzed if the FSmethods were newmethods
or classical techniques applied to deal with a given problem (see Fig. 7a). Regarding this,
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Table 1 Summary of recent works analyzed in Sect. 4. IT stands for information theory, evo for evolutionary
algorithms, ens for ensemble methods

Reference Category Development Nature Type

Laliberte et al. (2012) Classification Classic Other Embedded

Porebski et al. (2010) Classification Classic Other Filter

Jia et al. (2010) Classification Other Other Filter

Jia et al. (2014) Classification New-generic IT; hybrid Filter

Zhang et al. (2012b) Classification New-generic evo Filter

Ghamisi and Benediktsson (2015) Classification New-generic evo; hybrid Embedded

Shen et al. (2013) Classification New-generic IT Filter

Qi et al. (2017) Classification New-generic IT Filter

Pal and Foody (2010) Classification Classic IT; ens; svm; other Filter; embedded

Kuo et al. (2014) Classification New-generic svm Wrapper

Kerroum et al. (2010) Classification New-generic IT Filter

Tuia et al. (2010) Classification New-generic svm Embedded

Barbu et al. (2017) Classification New-generic evo Embedded

Li and Tang (2015) Classification New-generic Other Embedded

Cong et al. (2016) Classification New-generic Other Embedded

Zhang et al. (2018) Classification New-generic Other Embedded

Wen et al. (2015) Classification New-ad-hoc ens Wrapper

Korytkowski et al. (2016) Classification New-generic ens Embedded

Jia et al. (2012) Classification New-generic Other Wrapper

Shang et al. (2011) Classification Classic Other Filter

Shang and Barnes (2013) Classification New-generic Other Filter

Chen et al. (2011) Classification New-generic evo Wrapper

Chen et al. (2013) Classification New-generic evo Wrapper

Zhou et al. (2017) Classification New-ad-hoc Hybrid Filter; wrapper

Ma et al. (2017) Classification New-generic IT Wrapper

Zou et al. (2015) Classification New-ad-hoc Other Filter

Roffo et al. (2015) Classification New-generic Other Filter

Zheng et al. (2018) Classification New-generic Other Filter

Levin and Weiss (2009) Segmentation New-generic Other Filter

Liang et al. (2017) Segmentation New-generic evo Filter

Schroff et al. (2008) Segmentation New-generic ens Embedded

Cheng et al. (2016) Segmentation New-generic svm Wrapper

Sankaran et al. (2017) Segmentation New-ad-hoc Other Filter

Perez et al. (2011) Segmentation Classic IT Filter

Izadipour et al. (2016) Segmentation New-ad-hoc Other Filter

Chen et al. (2016) Segmentation New-ad-hoc Other Filter

Jin et al. (2015) Annotation New-generic IT Filter

Ma et al. (2012) Annotation New-generic Other Filter

Shi et al. (2015) Annotation New-generic Other Filter

Lu et al. (2008) Annotation New-generic evo Wrapper

Li et al. (2010) Annotation New-generic evo Wrapper
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Table 1 continued

Reference Category Development Nature Type

Jin and Jin (2015) Annotation New-generic evo Filter

Li et al. (2016b) Annotation New-generic Other Embedded

Zeng et al. (2017) Annotation New-generic Other Embedded

Deselaers et al. (2008) Retrieval New-generic Other Other

Lotfabadi et al. (2015) Retrieval New-generic IT Filter

Wang et al. (2016a) Retrieval New-generic Other Filter

Li et al. (2016a) Retrieval New-ad-hoc ens Embedded

Zhu et al. (2017) Retrieval New-ad-hoc Other Embedded

Fahmi et al. (2016) Retrieval Classic Other Wrapper

Wang et al. (2016b) Retrieval New-ad-hoc Other Filter

we can say that most of the works proposed new methods, including generic approaches
for a certain image analysis category or ad-hoc frameworks to solve very specific problems.
Other works use existing techniques, although in both cases the experimental results show
the adequacy of using FS in this domain.

Although many proposed methods are tested on benchmark and state-of-the-art datasets,
others are applied to solve real problems.We have seen that analysis of remote sensing images
through the use of feature selection methods has been the focus of much attention, especially
when it comes to classification but also in image retrieval and image segmentation. Hyper-
spectral imagery, medical data or advertisements are other real applications that have been
found in the field of image classification. Regarding image segmentation, feature selection
has been used to deal with fingerprint analysis and rock analysis. For image annotation, the
real applications we found aremainly based onmultimedia datasets. Finally, feature selection
methods have been successfully applied in image retrieval to real problems such as traffic
vehicle search or human motion retrieval.

We have also analyzed the nature of the FS methods (see Fig. 7b). In this sense, we could
note that the methods based on information theory are still in use, in spite of the fact that
they have appeared several years ago—a good review about this kind of methods is provided
by Vergara and Estévez (2014). Ensemble learning is an approach that combines the results
of multiple methods (or experts) aiming at obtaining better performance than that of any
single method. Mostly, this approach has been applied to classification problems, but also
to image analysis, being Adaboost and Random Forest among the most used techniques.
The evolutionary computing paradigm (Xue et al. 2016), comprising genetic algorithms and
particle swarm optimization, is widely employed. Possibly because of the good outcomes of
the SVMclassifier, some FSmethods based on it and its different kernels have been also used.
It is also worth to mention the tendency to combine different methods, also known as hybrid
methods, trying to improve the performance achieved with classical FS methods. Finally,
other approaches found in the literature are sparse FS, wrappers, fuzzy-based approaches,
regularization techniques, or methods based on distances.

Finally, we have analyzed the different types of FS methods according to the three
approaches detailed in Sect. 3. As can be observed in Fig. 7c, most of the approaches corre-
spond to filters, regardless of the category considered, and probably due to their independence
of the classification model and their lower risk of overfitting. Embedded methods are also
quite used in the literature, especially in the field of classification, probably because of their
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(a)

(b)

(c)

Fig. 7 Distribution of feature selection approaches on the review of the literature (Sect. 4), according to their
novelty, nature and type
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ability of performing feature selection and classification at the same time. Particularly popu-
lar are those embedded methods based on the �1-norm. Wrappers, possibly because of their
high computational cost, are the less used approach.

Notice that, normally, deep learning algorithms are used to extract relevant features. By
removing the last layer, one can take the final layer as a feature vector. These are the so-called
deep features (Zhou et al. 2014; Kong et al. 2016; Liu et al. 2017). This is a feature extraction
procedure so that is the reason why it is not reviewed in this article.

5 Image datasets

When researchers started to work in the field of image analysis, a key point was to find
datasets publicly available to test their new approaches. Nowadays, several image databases
are commonly used as benchmark datasets in different topics. Table 2 presents some of the
most popular ones, and includes a brief description of themaswell as someuseful information.

Among all these image databases, it should be highlighted ImageNet (Deng et al. 2009)
as one of the most popular collections. It is arranged based on the WordNet hierarchy, and
each of its nodes is characterized by thousands of images. Currently, it has an average of
over five hundred images per node, and more than 14 millions in total. Note that it became
more popular thanks to the ImageNet Large Scale Visual Recognition Challenge (ILSVRC),1

which helps image analysis researchers to test their new algorithms at a large scale. COCO
is also well-known due to its challenges that include their joint organization with ILSVRC
in 2016 and Coco + Places 2017. There are other databases that are also very popular due
to similar challenges, such as for example PASCAL VOC and the PASCAL Visual Object
Classes Challenge (Everingham et al. 2015). Although theVOC challenges have nowfinished
(2005-2012), the PASCAL VOC Evaluation Server as well as the different versions of the
PASCAL VOC dataset continue to be available for benchmarking.

Note that image datasets include, in general, a set of row images (samples) and their
respective annotations (labels); in contrast to the datasets commonly used in other machine
learning problems in which samples are directly represented by feature vectors. Therefore,
when dealing with row images, some feature extraction is required as a previous step to
apply FS. If researchers want to focus their efforts on the FS procedure, it should be more
appropriate for them to directly manage a set of features or image properties. In this sense,
some popular image datasets (e.g. ImageNet) already include a set of features computed
from the images (e.g. SIFT features). Additionally, we should highlight the UCI Machine
Learning Repository (Blake and Merz 1998), which contains datasets for general machine
learning purposes, some of which are related to image analysis. The datasets included in this
repository are provided in a way that machine learning algorithms (such as FS methods) can
be directly applied. For this reason, some of the image datasets included in the UCI repository
will be used in Sect. 6 for experimentation.

6 An experimental study

Typically, the most important benefits from performing FS on image analysis are to improve
the learning performance or to better understand what features or pixels are important. If we
are interested in class prediction, it is necessary to employ afterwards a supervised machine

1 http://www.image-net.org/challenges/LSVRC/.
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Table 2 Representative image datasets used as benchmarks in different fields

ImageNet [19], Princeton and Standford Universities. # images: > 14M
[On-line] http://www.image-net.org/ # classes: > 21K
Description: image database organized following the Word-
Net hierarchy, useful for several visual recognition tasks.
Data provided: original images, image URLs, SIFT fea-
tures, object bounding boxes, and object attributes.
COCO [65], Cornell Tech, MSR, Caltech, and others. # images: 330K
[On-line] http://mscoco.org/ # classes: 80
Description: large-scale image database for object detec-
tion, segmentation and captioning.
Data provided: original images, annotations, and some
dataset tools.
PASCAL VOC [22], University of Leeds and others. # images: > 11K
[On-line] http://host.robots.ox.ac.uk/pascal/VOC/ # classes: 20
Description: standardized image database for object class
recognition.
Data provided: original images, annotated objects, segmen-
tations, and a set of tools for accessing them.
MNIST [56], New York Univ., Google Labs and Microsoft. # images: 70K
[On-line] http://yann.lecun.com/exdb/mnist/ # classes: 10
Description: image database of handwritten digits corre-
sponding to different writers, useful for image classification.
Data provided: size-normalized and centered images (no
preprocessing or formatting required).
Caltech256 [29], California Institute of Technology. # images: > 30K
[On-line] http://www.vision.caltech.edu/Image_
Datasets/Caltech256/

# classes: 256

Description: image database useful for object classification.
Data provided: original images organized in a taxonomy,
object annotations as outlines, and a Matlab script to vi-
sualize them.
LabelMe [89], MIT. # images: > 4K
[On-line] http://labelme.csail.mit.edu/Release3.0/
browserTools/php/dataset.php

# classes: 12

Description: image database of outdoor pictures, useful for
object recognition and image segmentation.
Data provided: original images, and partially annotated ob-
jects.
NUS-WIDE [15], National University of Singapore. # images: > 269K
[On-line] http://lms.comp.nus.edu.sg/research/
NUS-WIDE.htm

# classes: > 5K

Description: web image database useful for image annota-
tion and retrieval.
Data provided: image URLs, original images, tags, and six
different types of low-level features.
Food-101 [6], ETH Zurich. # images: 101K
[On-line] https://www.vision.ee.ethz.ch/datasets_
extra/food-101/

# classes: 101

Description: image database useful for food classification,
including different food categories and some noise in both
images and labels.
Data provided: original images, food categories.
Labelled Faces in the Wild [54], Univ. of Massachusetts. # images: > 13K
[On-line] http://vis-www.cs.umass.edu/lfw/ # classes: > 5K
Description: image database of face photographs useful for
face recognition.
Data provided: original images, images aligned with deep
funneling, and annotations with the person pictured.
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Table 3 Summary description of the datasets used in the experimental study

Dataset # Feats. # Samp. train # Samp. test # Classes

Gisette 5000 6000 1000 2

Image segmentation 19 1540 770 7

Letter recognition 16 13,334 6666 26

Semeion 256 1062 531 10

learning technique, such as a classifier. On the contrary, if the goal is data understanding, the
classification part is ignored and the selected features have to be individually evaluated. In
this section we present experiments focused on class prediction.

6.1 Datasets

We have chosen four image datasets from the UCI repository (see Sect. 5). The reason
to choose these datasets is because they have the features already extracted, so we do not
introduce another layer of complexity depending on the method used to extract the features
from the image. In Table 3 we can see a summary of themain characteristics of these datasets.

– Gisette is a handwritten digit recognition problem. The problem is to separate the highly
confusible digits ‘4’ and ‘9’. This dataset is one of five datasets of the NIPS 2003 feature
selection challenge (Guyon et al. 2005). The digits were size-normalized and centered
in a fixed-size image of dimension 28 × 28. The original data were modified for the
purpose of the FS challenge. In particular, pixels were sampled at random in the middle
top part of the feature containing the information necessary to disambiguate 4 from 9
and higher order features were created as products of these pixels to plunge the problem
in a higher dimensional feature space. They also added a number of distracting features
called ‘probes’ having no predictive power. The order of the features and patterns was
randomized.

– Image Segmentation is an image dataset described by high-level numeric-valued
attributes. The instances were drawn randomly from a database of 7 outdoor images.
The images were hand-segmented to create a classification for every pixel. Each instance
is a 3× 3 region.

– Letter Recognition is a database of character image features, in which the objective is
to identify each of a large number of black-and-white rectangular pixel displays as one
of the 26 capital letters in the English alphabet. The character images were based on 20
different fonts and each letter within these 20 fonts was randomly distorted to produce
a file of 20000 unique stimuli. Each stimulus was converted into 16 primitive numerical
attributes (statistical moments and edge counts), which were then scaled to fit into a range
of integer values from 0 through 15.

– SemeionHandwrittenDigit datasetwas constructed by collecting 1593 handwritten digits
from around 80 people, and then scan and stretch them in a 16×16 rectangular box with
a gray scale of 256 values. Then each pixel of each image was scaled between 0 and 1,
by setting to 0 every pixel whose value was under the value 127 of the gray scale (127
included) and setting to 1 each pixel whose original value in the gray scale was over 127.
Finally, each binary image was scaled again into a 16 × 16 square box (the final 256
binary attributes). Each person wrote on a paper all the digits from 0 to 9, twice. The
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commitment was to write the digit the first time in the normal way (trying to write each
digit accurately) and the second time in a fast way (with no accuracy).

6.2 Results

The goal of this section is to perform an experimental study using four representative image
datasets extracted from the UCI Machine Learning Repository and some classical widely
used FS methods, providing the readers with some baselines for their comparisons. For this
purpose, we have chosen four popular FS algorithms that can be considered as state-of-the-
art and extensively used by researchers in Machine Learning (Bolon-Canedo et al. 2015b):
CFS, consistency-based, Information Gain and ReliefF. Two of the FS methods (CFS and
consistency-based) return a subset of features, whilst the other two (Information Gain and
ReliefF) provide an ordered ranking of the features. These methods were selected because
they are available in popular tools used by researchers, such as Weka, Matlab, RapidMiner
or KEEL. Among them, we have chosen Weka2 since it includes the four of them and it is
very easy to use even for non experienced researchers. Note that for the ranker methods, we
show the performance when the top 40% of the features are retained.

In order to evaluate the adequacy of these methods over image data, five well-known
classifiers were chosen: C4.5, naive Bayes (NB), Support Vector Machine (SVM), Random
Forest (RF) and k-NN (with k = 3, in this case). Except for the parameter k in the k-NN
classifier, the rest of the parameters have the values given by default in Weka, for an easy
reproducibility of the experiments. In the case of Gisette dataset, we used the original division
into train and test sets, and for the remaining, we performed a holdout validation using 2/3
of data for training and 1/3 for test.

Figure 8 shows the experimental results obtained by the different classifiers in the four
datasets. As can be seen, the datasets Gisette, letter recognition and image segmentation
are in general benefited from the application of FS methods, improving their classification
accuracy with respect to using all the features. On the contrary, for Semeion the best results
were obtained when using the whole set of features, which suggests that all the pixels are
necessary to correctly determine the class. Analyzing in more detail the behavior of the FS
methods as well as the influence of the classifier on the studied datasets, some interesting
conclusions can be drawn:

– The best performances are obtained by Random Forest, kNN and, specially, SVM. This
is not surprising since Random Forest and SVM are reported to be powerful classifiers
(Fernández-Delgado et al. 2014). Notice the bad results obtained by SVM on the letter
recognition dataset compared with the performance of kNN. This can be due to the fact
that this dataset has a high number of classes (26) and SVMs are designed to deal with
binary problems, so they have to perform one-versus-rest or one-versus-one approaches,
leading to loss of accuracy.

– Focusing on the FS methods, in general for all datasets, the subset filters (CFS and
consistency-based) show an outstanding behavior. The poor performance of the ranker
methods (except for Gisette dataset) can be explained by the restriction of having to
establish a threshold for the number of features to keep, which might not be enough in
some cases. In the case of subset filters, the number of selected features is supposed to be
the optimal one for a given dataset. Thus, the main disadvantage of rankers is the need for
setting the threshold a priori, with the risk of choosing a too large or too small number.

2 https://www.cs.waikato.ac.nz/ml/weka/downloading.html.

123

https://www.cs.waikato.ac.nz/ml/weka/downloading.html


Feature selection in image analysis: a survey 2925

(a)

(b)

(c)

(d)

Fig. 8 Classification accuracy (%) obtained by five classifiers in the four datasets considered. The best result
of each classifier is marked in bold face. The best absolute result for each dataset is highlighted in shadowed
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– All the methods tested except Information Gain are multivariate, which in theory provide
a better performance than univariatemethods. In average for all the datasets and classifiers
tested, in fact Information Gain obtains the worst test accuracy. However, there are some
cases in which for Gisette dataset this method leads to the best classification accuracy,
suggesting that there are not important interactions between features in this dataset.

In light of the above, it can be seen that the results obtained by this experimental study are
highly dependent on the classifier, the FS method, and in particular the dataset. Although a
detailed analysis of the results is outside the scope of this paper, the authors recommend the
use of subset FS methods (in particular, CFS) in combination with SVM or Random Forest
classifiers.

7 Conclusions

In this work we have provided an exhaustive review and analysis of the recent contributions
of FS as a preprocessing step applied to the field of image analysis. Nowadays, with the
Big Data phenomenon surrounding us, the necessity of using FS methods is more important
than ever, although it was decades ago when image analysis researchers noticed the need of
knowing which features had to be extracted from each pixel (Bolón-Canedo et al. 2015c).

Image analysis covers a wide field of applications and, thus, of specific techniques. This
work has been focused on those in which FS has been mostly applied—image classifica-
tion, image segmentation, image annotation, and image retrieval—, providing an extensive
description of each of them to avoid confusions to the interested reader who is not an expert
on the field. Analogously, basic FS concepts are also explained.

The goal of this work is to explain and review the different image analysis categories
and the FS approaches that have been applied to them, bringing together as much up-to-
date knowledge as possible. Thus, recent works found in the specialized literature have been
exhaustively examined, in an attempt to describe the applications of FS to the different
subfields of image analysis. Furthermore, the most popular data repositories in this field have
been briefly presented.

Finally, we have performed a practical evaluation for FS methods using image datasets
in which we analyze the results obtained. We chose four widely-used datasets to apply over
them four classical FS methods. In order to obtain the final classification accuracy, five
well-known classifiers were used. This set of experiments also aims at facilitating future
comparative studies when a researcher proposes a new method.

Regarding the opportunities for future research, it is essential not to overlook the new
scenario of Big Data, in which it is not only important to deal with millions of pixels in a
given image, but also with millions of images at the time. As pointed out in Bolón-Canedo
et al. (2015c), “data is being collected at an unprecedented fast pace and, consequently, needs
to be processed rapidly”. We live in a society where social media networks are everywhere,
specially thanks to portable devices, which generate huge amounts of data each second.
Therefore, we need sophisticated methods able to process millions of images in real time.
To this end, on-line FS methods are in need, which still remain a challenge for researchers.
Moreover, another way to solve this issue is to develop distributed FS methods, trying to
alleviate the computational burden required for processing large amounts of images.
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