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Abstract

Big data has become a significant research area due to the birth of enormous data gener-
ated from various sources like social media, internet of things and multimedia applica-
tions. Big data has played critical role in many decision makings and forecasting domains
such as recommendation systems, business analysis, healthcare, web display advertising,
clinicians, transportation, fraud detection and tourism marketing. The rapid development
of various big data tools such as Hadoop, Storm, Spark, Flink, Kafka and Pig in research
and industrial communities has allowed the huge number of data to be distributed, com-
municated and processed. Big data applications use big data analytics techniques to effi-
ciently analyze large amounts of data. However, choosing the suitable big data tools based
on batch and stream data processing and analytics techniques for development a big data
system are difficult due to the challenges in processing and applying big data. Practition-
ers and researchers who are developing big data systems have inadequate information
about the current technology and requirement concerning the big data platform. Hence,
the strengths and weaknesses of big data technologies and effective solutions for Big Data
challenges are needed to be discussed. Hence, due to that, this paper presents a review of
the literature that analyzes the use of big data tools and big data analytics techniques in
areas like health and medical care, social networking and internet, government and pub-
lic sector, natural resource management, economic and business sector. The goals of this
paper are to (1) understand the trend of big data-related research and current frames of
big data technologies; (2) identify trends in the use or research of big data tools based on
batch and stream processing and big data analytics techniques; (3) assist and provide new
researchers and practitioners to place new research activity in this domain appropriately.
The findings of this study will provide insights and knowledge on the existing big data plat-
forms and their application domains, the advantages and disadvantages of big data tools,
big data analytics techniques and their use, and new research opportunities in future devel-
opment of big data systems.
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1 Introduction

Big data is becoming more significant in a large number of research areas like social
networks, semantic Web, data mining, information fusion, computational intelligence
and machine learning. In order to deal with large amount of data to be processed by a
single computer, it is necessary to employ parallel and distributed computing (Praja-
pati et al. 2017; Plimpton and Shead 2014). The rapid development of various big data
tools such as Hadoop, Storm, Spark, Flink, Mesos and etc. in research and industrial
communities has allowed the huge number of data to be distributed, communicated and
processed. Apache Hadoop and, more recently Spark have been very well known frame-
works for massive amounts of data processing based on the MapReduce paradigm that
allows for efficient utilization of data mining and machine learning techniques in dif-
ferent domains (Arias et al. 2017; Kousiouris et al. 2018). Data mining techniques run-
ning on MapReduce paradigm utilizes a propitious environment to successfully deliver
results quickly while maintaining a high throughput. In fact, a growing open source pro-
jects, called SparkMLib and Mahout have been designed to supply an implementation
of distributed and scalable data mining algorithms such as naive-bayes classifier, near-
est neighbor and k-means clustering. The combination of big data tools and big data
analytics techniques especially machine learning and data mining algorithms has gener-
ated interesting and new challenges in areas such as public services (education, health
care, and transportation), social media and social networks. These new challenges tackle
problems in data storage, data processing, tracking data, analyzing user behaviours and
data utilization for pattern mining, and data visualizing (Wang and Belhassena 2017,
Spivak et al. 2018).

There are literature reviews on big data that have been published. However, these litera-
ture reviews focus on either a specific domain of big data application or big data analytics
techniques; none of these articles concentrate on the comprehensive analysis of the appli-
cation of big data technologies. This paper presents a survey of recent technical works in
dealing with requirements and technologies considered for big data platforms. In order to
gain insight on big data platforms, we have reviewed and classified articles on big data
that have been published in academic journals. This work of literature review is hoped to
support researchers and practitioners in selecting and adopting big data platforms accord-
ing to their technological needs and specific application requirements. It provides not only
a global view of main Big Data technologies but also popular Big Data tools that are of
three categories, which are batch processing, stream processing and hybrid processing
tools (Prajapati et al. 2017). Under batch processing, a set of data or a batch of information
is collected over time, and then fed into an analytics system for processing. Under the big
data stream computing, processing is done in real time as data is fed into analytics tools
piece-by-piece. Batch processing is a model of storing then computing whose milestone is
MapReduce framework developed by Google in 2003 while stream processing is a model
of straight through computing whose milestone is the S4 proposed by Yahoo! in 2010.
However, big data batch computing cannot support big data stream computing. The char-
acteristics of streaming processing are: (1) High volumes refer to the volumes of arriving
of continuous data that is beyond the capabilities of individual machines; (2) Low latency
occurs when the input data streams produce output streams during multi-staged computing.
The third generation of big data tool is called hybrid processing and it can be advantageous
due to its capability for both batch processing and stream processing (Sahal et al. 2017;
Rathore et al. 2016).
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Fig.1 Big data aspects

This paper makes several significant contributions. First, it provides a comprehensive
review on the considered requirement and technology for big data management based on
the works taken from the Science Direct database and this included 93 most searched arti-
cles. Second, all 93 related articles on big data have been reviewed, analyzed, and then
classified with respect to the application of big data in real life or domain areas, sources of
data generation, big data tools for data processing and storage and big data analytics tech-
niques. Most importantly, this paper proposes a classification scheme to examine and clas-
sify the studies conducted in big data with respect to distinct processing paradigms includ-
ing batch processing, stream processing and hybrid processing. Third, different domain
areas in big data and their concept of big data tools have been explained in this research
work. Finally, the research implications and new research opportunities have been stated
to provide new research directions and opportunities in the big data area. Hence, in doing
all these, this paper is structured into several sections. Section 2 provides the definitions
and main concepts of big data. Section 3 describes the research methodology, the search
strategy, the selection process of papers based on evaluation criteria and data extraction
strategy. Section 4 describes the results of the review conducted. Section 5 discusses the
distribution of research papers based on classification method proposed. Section 6 con-
cludes the report by summarizing the results and highlighting some ideas on future work.

2 Big data definition and challenges

There are five major aspects of big data: (Refer to Fig. 1.):

(1) Variety refers to the different form of data types and sources such as textual infor-
mation about active events; traffic dataset about vehicular traffic on roads and scheduled
events (e.g., music events, sporting events). (2) Velocity shows the speed of data in and
out. It refers to the dynamic feature of data, the frequency of data generation, and the
necessity of generating results in real-time. (3) of Big Data volume focuses on the size of
data set that reaches the level of megabytes or gigabytes, terabytes or even petabytes. (4)
Veracity refers to the extent of the data can be trusted, given the reliability of its source.
For instance, when receiving data from sensors, some devices may be compromised. (5)
Value corresponds to potential insights that an organization can derive from processing big
data referring either to the big potential value or the extremely low density of value (Kranjc
et al. 2017; Liang et al. 2016; Zhang et al. 2016).

Many computational platforms and tools have been proposed for handling big data.
The most known platform designed for large scale processing on clusters of commodity
hardware is Apache Hadoop to implement MapReduce programming model. MapReduce
programming model processes large data sets via developing parallel and distributed algo-
rithms (Prajapati et al. 2017; Kumar and Rath 2015). In general, Hadoop stores data sets
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across distributed clusters in order to run a distributed processing scheme in each clus-
ter. Hadoop and MapReduce follow a batch processing model in which computations start
and end within a given time frame. In spite of successful of Hadoop in retrieving analyt-
ics and building decision making mechanisms when data are ‘static, it has problems when
applications require real-time management of data streams. For example, a large company
wants to identify patterns of the buyers’ behavior. The company uses Hadoop to analyze
the historical data of buyers’ behavior to retrieve the discussed patterns in vast amounts of
data and take specific decisions for the future strategy. In this case, real-time data stream
processing cannot be the appropriate technique. Now consider on a power plant, where
security issues are very important. Sensors for natural phenomena (e.g., people movement,
temperature) create large amounts of data that should be supported in real-time. In this
case, alarms should be created when specific criteria are met and decisions should be taken
based on the response to security violations. In lieu with this, big data analytics require
real-time data stream processing for handling the speed of data arrival, data management
and data storage. Hence, Apache SPARK emerges to overcome problems of batch process-
ing by extending Hadoop with new workloads like interactive queries, streaming and learn-
ing algorithms. However, the processing in a streaming computing scenario is open-ended
and the program is able to process documents forever while support high levels of data
throughput and a low level of response latency (Bei et al. 2018; Wang et al. 2017a, b).

The volatile growth of data based on rapid development of Cloud Computing, Internet
of Things, and Internet has led to several challenges. These challenges are like the man-
ner or the way of capturing massive volume of data, the manner in which the massive data
can be stored in a limited memory space assigned and the manner that the data can be
processed, transferred and analyzed in the absence of intelligent algorithm. Furthermore,
standard reduction techniques cannot support large-scale data since their runtime becomes
impractical. Several other approaches have been tackled in enabling data reduction tech-
niques, which can solve this problem. In this research work, we will present how research-
ers address these challenges by considering the numbers of publications in big data. We
will extract the data from the articles to answer challenges mentioned. The results of this
survey will provide guidelines for future research on big data frameworks.

3 Research methodology

Big data has become an important research field in information sciences, commercial activ-
ities, policy, public administration and decision makers in governments and enterprises. It
also leads to new research paradigms and future businesses that focus on big data. Hence,
the objective of this research is to understand the requirements and technologies consid-
ered for big data platform by examining the published articles, and to provide researchers
and practitioners with insights and future directions of big data. Hence, we will verify the
distribution of articles on big data, and classify the articles by domain areas of big data
applications, data sources, data processing and storage of data and techniques used for data
analytics. However, we consulted the Journal of Citation Reports (JCR) for the top journals
in Science Direct, as a cross-reference to ensure that we had captured results from the top
journals. There were 18 journals listed in JCR and we searched the distribution of articles
published by these journals. Our main criterion for conducting the literature search was
the use of term “big data platform” as the core argument developed or the core technol-
ogy analyzed in the paper, typically evidenced by its emphasis in the title, abstract and/
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Fig.2 Research methodology

or keywords. Our search identified 93 articles from journals that had the highest quality
in big data field. The full text of each article was reviewed to eliminate those that were not
in accordance with the focus of this survey. A set of inclusion/exclusions criteria based on
guideline proposed by Najafabadi and Mahrin (2016) and Najafabadi et al. (2017a, b) to
limit our collection of the articles were:

1. To achieve optimum number of papers that were being cited in big data area, only arti-
cles that were related to the big data community research works were searched for. Thus,
master and doctoral dissertations, poster presentation, conference papers, non-English
papers, textbooks, and literatures that cannot answer to objective of this research were
not included in this survey.

2. Only those articles which clearly described the big data tools including Storm, Spark,
Hadoop, Flume, Flink, Pig, S4, Kafka were selected to construct the frame of big data
technologies.

3. Each article was carefully reviewed and separately classified according to the four cat-
egories of our big data framework which were domain areas, sources of data genera-
tion, big data tools for data processing and storage of data. The details of the big data
analytics techniques will be presented in the next section (Sect. 4). This search serves
as a comprehensive base to create an understanding of big data research in the construc-
tion of frame of big data technologies for different domains such as smart city, network
security, healthcare applications, transportation management, government and public
sector, social networking, energy consumption, education and research, finance and
fraud detection.

4. Based on our investigation, we derived the following records of each article: (the articles
that are not able to explicitly answer the four research questions will be excluded.)

e What are the domain areas and data sources in big data frameworks proposed in
each articles?
What are the datasets used for evaluating the proposed big data frameworks?
What are the existing big data tools for data processing and storage?
What are the most current big data techniques used in big data frameworks?

4 Classification method based on various aspects of big data life

Figure 2 depicts the research methodology used in conducting this survey.

Our classification framework consists of domain areas or application fields of big
data in real life, data sources, big data tools for data processing and techniques used
for data analytics. In this research, we classify the articles that were reviewed into five
categories of domain areas and three main categories of big data tools including batch
processing, stream processing and hybrid processing and techniques used for big data
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Fig. 3 Classification big data Framework

analytics including machine learning/data mining, fuzzy sets, statistical analysis or
mathematical techniques, database querying, visualization techniques, semantic analy-
sis, optimization methods. Our classification framework for big data research papers is
presented in Fig. 3.
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4.1 Classification framework for domain areas of big data and data sources
4.1.1 Domain area

Many big data platforms have been designed to provide users or organizations with big
data applications to help them on pollution control, traffic management, disaster manage-
ment, social management, health and safety in rapid growth of data from every imagi-
nable source such as Internet, purchase transactions, sensors, and social media networks
(Kousiouris et al. 2018; Kovalchuk et al. 2018; Huang et al. 2017). However, finding arti-
cles that classify big data research articles systematically is not easy, even though bid data
have been employed to diverse commerce and business areas. Hence, it is meaningful that
articles is reviewed and classified by domain areas or big data applications. We classify
articles by applications of the Big Data in: (1) Health and medical care, (2) Social network-
ing and internet, (3) Government and public sector, (4) Natural resource management, (5)
Economic and business sector. Through in-depth reviews of articles, classifying areas of
government and public sector involves smart city, transportation and traffic management,
network security and classifying natural resource management involves water resources
management, energy and utilities management. Also, finance and fraud detection and tel-
ecommunications fields will be considered in economic and business sector. Following
paragraphs summarize some recent contributions in big data applications.

1. Health and medical care

Big data analytics is commonly applied in many areas and one of the areas is the health
and medical care. This is due to the large amount of and growing dataset that this area
has. In 2011, it was estimated that health and medical care’s clinical data stood at approxi-
mately 150 Exabytes, climbing at the rate of between 1.2 and 2.4 Exabytes per year.! Clini-
cal data comes from the electronic medical records (EMRs) and imaging data. Usually,
this data is rapidly increasing both in size of records and coverage in population. EMRs
usually have personal data that is on a person’s genetic and DNA, and data from other
sources such as medication records (Manogaran et al. 2017; Nguyen et al. 2017). Other
than clinical data, healthcare data also includes pharmaceutical data, data on personal prac-
tices, personal preferences (patients’ habits, dietary patterns, surrounding factors, etc.) and
financial/activity records. The integration of these data sets is important since it would help
in coming out with effective intervention program or ensuring patients’ well-being in get-
ting their treatments. One of the most taxing challenges in integrating these data is doing
the large-scale integration and analysis (Nair et al. 2017). Virtually, data is collected at
point-of-care and is stored in repositories. To illustrate, imaging data (MRI, fMRI) is often
accessed by trained radiologists overseas or from other hospitals or healthcare centre to
provide expert opinion and diagnoses. Even if the format in data interchange is fully stand-
ardized, the multimodal nature of data is still a taxing challenge in the integration of the
data. Other than the integration of the data, the analysis is also a taxing challenge. This is
due to the influence from other data gathered such as those from high-throughput screens
such as patient diagnoses and progression of outbreaks as well as the time factor. Issues
like quality of data, privacy, security and the effectiveness of the analysis are crucial in

! http://blogs.sas.com/content/hls/2011/10/21/how-big-is-big-data-in-healthcare/
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healthcare informatics. Clinical data management must be within the perimeter of estab-
lished law and practices and also in lieu of a person’s or a patient’s expectation of pri-
vacy. Another issue is intellectual property which is evident in pharmaceutical data. It must
be guarded properly especially in a collaborative environment. In recent years, healthcare
IT has gained significant investments especially in terms of computing devices and it is
expected to increase sharply in future due to its impact onto the growth of the medical and
healthcare area (Batarseh and Latif 2016; Manogaran et al. 2017).

The attention of many researchers has been elicited in healthcare science applications
by the advent of big-data technology. These applications usually involve sources of data
streams generated by a large number of distributed sensors. Data are collected from the
real-time signals of blood glucose temperature, blood pressure, respiratory and heart rate,
cardiovascular status and chest sound. Then, such data are sent to a mobile device and
backend data center for processing and medical treatment (Manogaran et al. 2017; Zhang
et al. 2015).

Big data analytics play a vital role in the process of disease exploration and care deliv-
ery. These analytics have been recently utilized towards aiding in medical decision support
system in the healthcare practice. However, computational scientists come up with innova-
tive solutions by considering the exponential growth of the amount of medical to process
this large volume of data in tractable timescales.

2. Social networking and internet

In recent years, we have seen many social media like LinkedIn, Twitter, and Facebook
that have exploited big data; being used to disseminate information to users. For exam-
ple, when a 5.9 Richter earthquake hit near Richmond, VA, on August 23rd, 2011, resi-
dents in New York City read about the quake on Twitter feeds 30 s before they experienced
the quake themselves. This vividly describes the speed and impact of information flow in
social networks. In its form which is unstructured, one can expect a significant rise in the
personalization and real-time delivery of content to the users. This is apparently true in the
evolution of search engines and it is one of the most successful big data analytics appli-
cations (Nguyen et al. 2017; Vennila and Kannan 2016; Plimpton and Shead 2014). The
Internet itself operates as the infrastructure of a semantic web. Since most of its informa-
tion is currently unstructured, there is a significant motivation for organizing it into struc-
tured forms to infer related concepts and relations, in order to mechanize reasoning. This
is crucial in a hypertext media like the social media in which is used not only to dissemi-
nate information but also to market a service or a product. Analyzing the interactions of
data as in the functions of time and other attributes will help to understand the emergence
of patterns of collective behaviors, resource management, enable the shaping of informa-
tion flows, and make prediction. In order to this, the summary of link representations for
marking substructures or nodes of interest which present targets for online marketing strat-
egies is needed. In addition, the novel graph mining technique is also needed although it is
relatively in its infancy stage. Text search and indexing technologies which are relatively
mature are also crucial since they provide new dimension in the search for entity corre-
lations, putting additional strain on big-data analytics infrastructure (Ahmad et al. 2017,
Hidalgo et al. 2017).

Castiglione et al. (2017) proposed a big data infrastructure to deal with digital con-
tents in cultural heritage environments such as multimedia contents and social data. In
this research, the application of a scalable cloud-based infrastructure and context-driven
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analysis for big data resource management will be shown in cultural heritage domain.
Castiglione et al. (2017) presented a big data infrastructure to query, analyze and pro-
cess digital cultural contents from heterogeneous and distributed sources (e.g., Digital
Libraries, Data Services, Social Media, Sensor Networks, Web Multimedia Collections,
etc.) and then, they present needs of users in a suitable format. They provide the infor-
mation retrieval facilities, with application of context-awareness in data access and ana-
lytics based on preferences of users and on the surrounding environment.

The extensive use of social network like Weibo, Twitter, and Facebook has caused
and is causing the production of large volume of data. The commercial and non-com-
mercial organizations are showing their keen interest in discovering new business
insights which would help them to increase their performance. By using advanced ana-
lytics, these organizations can analyze big data to learn about the relationships that exist
among the social networks. These networks characterize the social behaviors of individ-
uals and groups. By utilizing the data to describe the relationships, we are able to iden-
tify social leaders who influence the behaviors of others in the network. This also ena-
bles us to determine the people who are the most affected by other network participants.

3. Government and public sector

Both public and private sectors have encountered problems with big data. This is due
to the size of population which is huge and the population is from different age groups
and each has different needs when it comes to public services. Each person in a com-
munity produces a lot of data in each public sections, hence making the data in public
administration becomes enormous. As it is commonly known, a government is respon-
sible in managing the computerized system in transportation, social welfare, as well as
safeguarding sensitive data and the system from any malicious cyber-attack. Xia et al.
(2016) proposed a framework for traffic data processing to analyze data in intelligent
monitoring and recording system for monitoring traffic in cities and vehicle trajectory
tracking. Many governments are focusing on building the modern era such as Smart
City applications in urban area as a major impact on the life of citizens. The Smart City
uses electronic data collection sensors and connected devices over Internet in order to
monitor all the city and information about citizen, and their daily routine and houses. It
facilitates the citizen regarding pollution control, disaster management, safe from theft,
assaults, and health, and so on. The responsibility of the Smart City is to provide good
sanitation system, a clean environment, a lot of parking areas at proper places, cycling
tracks, and safety from natural disasters, such as earthquakes, heavy rains, tsunami,
floods, and thunderstorms. Even the city has the technology to detect disaster happens
for people when any disaster happens, and take precautionary measures to save the
people’ life (Kousiouris et al. 2018; Jiang et al. 2018; Rathore et al. 2017; Liang et al.
2016).

Another significant analytics application in big data is fraud detection. The adop-
tion of electronic payment has increased and this has led to new perspectives among
scammers. Hence, innovative countermeasures are needed to deter these criminals’
scam. They are continuously improving their modus operandi and simultaneously, com-
panies that are managing transactional services should also be collecting data and moni-
toring customers’ purchasing behaviour. The expansion of electronic commerce and the
increasing confidence among customers in electronic payment has cause fraud detection
to become more significant than ever. Fraud detection needs a meticulous design and
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technique so that its implementation and analysis is compatible with enormous amount
of streaming data (Wang and Belhassena 2017).

The public sector is turning into increasingly more conscious of the potential value to
be gained from huge information, as governments generate and collect great quantities of
records through their day-to-day activities. As result, the benefits of huge data in the public
sector can be grouped into three essential areas: through automatic algorithms; enhance-
ments in effectiveness, supplying increased internal transparency; enhancements in effi-
ciency, where better offerings can be supplied primarily based on the personalization of
services; and learning from the overall performance of such services.

4. Natural resource management

The changes that the world is going through has affected our habitats and impacted the
environment in the long term. Hence, there has been much data on our environment and
the impacts that they have onto our life being collected. Advancement in data computing
has resulted in images captured on screens about our nature, for example, at high spati-
otemporal resolution, nature calamities such as deforestation and urban encroachment can
be observable in high definition. In addition, we can also monitor receding glacial ice caps,
melting of icebergs and extreme weather occurrences. This data is commonly collected
from satellite images, weather radar, and terrestrial monitoring and sensing devices. In
recent years, efforts have been taken on collecting the targeted data on the carbon footprint
of key sources. These datasets are typically found in larger data centers that offer relatively
high-throughput access. Other big data problems include analyzing data in natural resource
management, including water and land resources management, sustainable development,
and environmental impact assessment. Data for the analysis come from varied sources
including sensors monitoring environmental state, human activities such as in manufactur-
ing or agricultural and other factors. Even though the analysis is still at its early stage, such
model of analysis is critical in sustainability (Huang et al. 2017; Yuan et al. 2017; Ahmad
et al. 2016).

As result, the term “climate change” can cover some natural and some manmade,
including loss of wildlife habitat and global warming. Each of those brings its own chal-
lenges however, progressively; massive knowledge and analytics are being place to use to
return up with new solutions and analysis ways. Global climate change has been attracting
loads of attention for an extended time because of the adverse effects of it is being felt
everyplace.

5. Economic and business sector

The most noticeable application of big-data analytics has been in the commercial sec-
tor. It is estimated that if a retailer is fully utilizing the power of analytics, its operating
margin can be increased by 60%. A comprehensive analytics framework requires the inte-
gration of supply chain management, after-sales support, customer management, adver-
tising, etc. Business enterprises collect immense amounts of multi-modal data, including
inventory management, store-based video feeds, sales management infrastructure, advertis-
ing and customer relations, customer transactions, customer preferences and sentiments,
and financial data. The combination of all data for large retailers is easily estimated to be
in the Exabytes, currently. Datasets in such applications are relatively well structured and
integrated. Since these analyses typically operate in closed systems (in which much of the
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data, analyses and infrastructure are performed within the same security domain), issues of
privacy and security in analyses are more manageable. Data quality is not a major concern
and resources are available in the state-of-the-art data centers. The major bottleneck in this
domain is the development of novel analytics methods which are compatible with the vast
amounts of multimodal data (Ding et al. 2017; Singh and Bawa 2017; Wang et al. 2017a,
b).

Noted that, the opportunities of big data analytics in business have been a good deal
discussed in latest years, but this is additionally still a rising area, with many uncertainties
about what enterprise fashions will succeed

4.1.2 Source of data

A rapid growth of data comes from every imaginable source such as Internet, social media
networks, Sensors, cultural items’ descriptions (Wang and Belhassena 2017; Spivak et al.
2018; Prajapati et al. 2017; Plimpton and Shead 2014).

e [nternet The rich sources of data generation are the internet. There are devices such
as GPS devises, smart phones, and window sensors which on connected through the
internet offers different kind of services that produced huge amount of crude, largely
unstructured data.

e Social media/multimedia data Huge amount of data being generated through user com-
ments and opinions from the social sites such as Twitter, Facebook, LinkedIn, Micro-
blogs, Blogs. Also, image, text, video, and audio retrieved from open networks (Social
Media Networks as YouTube, Picasa, Flickr) or private collections;

e Sensors The sensor networks produce a huge amount of data and are used in different
types of systems such as cultural environment, weather research and forecasting.

e  Web service data Kind of data collected by means of web services or several digi-
tal libraries. For example, descriptions of cultural items are coming from open web
sources (e.g., Wikipedia).

e Other devices. There are other data which may not consider as aggressive as social
media data, but their footprints cannot be ignored. Example includes power meters.

4.1.3 Format of data

The variety formats of data in big data life are as follows: (Arias et al. 2017; Ding et al.
2017; Singh and Bawa 2017; Nair et al. 2017)

e Structured data The structured data have a specific format of data and has a relational
structure. The management of such data is easily possible using a standard SQL-type
language, often seen in relational database management systems. Examples of struc-
tured data are string, numeral, dates, etc.

e Unstructured data The unstructured data does not follow any specific format. Data gen-
erated in different format such as videos, text, time information and geographic loca-
tion. The rapid development and management of such data poses severe challenges to
the existing computational capacity.

e Semi-structured Managing the semi-structured data is not possible by traditional data-
base management systems techniques, but the understanding and analysis of such data
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is not impossible either. Some comprehensive and intelligent rules are required to
dynamically decide the next process, once the previous process is over.

4.2 Classification framework for big data tools in data processing and storage

There are three main tools for big data computing, namely, batch processing tools, stream
processing tools, and hybrid processing tools. Most batch data analytic platforms are based
on the Apache Hadoop, such as Dryad and Mahout. Examples for streaming data analytic
platforms are Storm and S4 to be used in real time applications. Hybrid processing tools
takes advantages of both batch processing and stream processing for computing massive
quantities of data. The following sub-sections discuss big data technologies classified by
distinct processing tools.

4.2.1 Batch processing

Batch processing models and transforms the Data Lake’s files into Batch Views ready for
the analytical use-cases. It is responsible to schedule and execute Batch Iterative Algo-
rithms, such as sorting, searching, indexing or more complex algorithms such as PageR-
ank, Bayesian classification or genetic algorithms. Batch Processing is mostly represented
by the MapReduce programming model. Its drawbacks appear twofold. On one hand, when
processing huge amounts of batch data, several jobs may usually need to be chained so
that more complex processing can be executed as a single one. On the other hand, inter-
mediate results from Map to Reduce phases are physically stored in hard disk, completely
detracting the Velocity (in terms of response time). Massive efforts are currently put on
designing new solutions to overcome the issues posed by MapReduce. For instance, by
natively including other more atomic relational algebra operations, connected by means of
a directed acyclic graph; or by keeping intermediate results in main memory (Genuer et al.
2017; Kumar and Rath 2015). We discuss the most common tools based on batch process-
ing in the following paragraphs:

e Hadoop/MapReduce

Apache Hadoop is well known example of a batch processing framework to support the
distributed storage and processing of large sets of data on clusters of commodity hardware.
It is an open-source Java-based framework which is widely used by large corporations like
Facebook, Yahoo! Twitter to store and process Big Data workloads.

In fact, Hadoop consists of two components: (1) the Hadoop Distributed File System
(HDEFS) in which the storage of data among nodes of a cluster is distributed; and (2) the
Hadoop MapReduce engine which assigns the data processing to the node where it resides.
Hadoop is an open source implementation of MapReduce programming model for pro-
cessing large datasets, structured as in a database or unstructured as in a file system by
using parallel and distributed algorithm on a cluster of nodes consists of one master node
and multiple worker nodes. The master node takes the input, divides input into smaller
sub-problems, and distributes these smaller sub-problems to worker nodes. A worker node
may do this process again in turn, leading to a multi-level tree structure. The worker node
passes the answer back to its master node after processing the smaller sub-problem. Then,
the answers to all the sub-problems are collected by the master node and these answers
are combined in some way in order to form the output of answer to the problem that the
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Fig. 4 MapReduce scheme performed by Hadoop

master node was originally trying to solve (Elkano et al. 2017; Kranjc et al. 2017). Hadoop
is also the base framework of Apache Mahout” which has machine learning algorithms to
support dimensionality reduction, recommendation mining, frequent item-set mining, clas-
sification, clustering. The first versions of Mahout implemented the algorithms built on the
Hadoop framework, but recent versions of Mahout include new implementations which run
on Spark for example implementations of Spark-item similarity enable the next generation
of co-occurrence recommenders in which user click streams and contexts in making recom-
mendations is used. However, Hadoop features authentication, load balancing, high avail-
ability, flexible access, scalability, tunable replication, fault tolerance, and security for Big
Data applications including financial analysis, machine learning, natural language process-
ing, genetic algorithms, simulation, and signal processing and so on. Due to problems such
as lack of scalability in some components in Hadoop, the second version of Hadoop with
appearance of Yet Another Resource Negotiator (YARN) was caused. YARN is a resource
management framework which splits the responsibilities of job tracker and task tracker in
MapReduce and thus multiple applications can be run in parallel while sharing a common
cluster resource management. Hadoop clusters in new engines can be scaled up to a much
larger configuration and support iterative processing, stream processing, graph processing,
and general cluster computing all at the same time. An overview of overall MapReduce
scheme performed by Hadoop is shown in Fig. 4. At the first step, the input data is divided
into splits and splits are read by the map functions in (key, value) format. The output of
map is partitioned into different fragments (p-x-x in Fig. 4). Shuffle step redistributes frag-
ments produced by the map function, such that all data belonging to same behavior (key) is
located on the same node. Then, reduce step used as a combiner and run on map outputs.
The corresponding reducers process their input to merge them and generate the final results
and sent results to HDFS (Najafabadi et al. 2017a, b; Pedersen and Bongo 2017; Manoga-
ran et al. 2017; Xia et al. 2016).

2 https://mahout.apache.org/.
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HBase and Hive are a part of the Hadoop framework, which built on top of it. HBase
is a scalable distributed storage system to solve the big data processing problem that tra-
ditional relational database faces today. The Hive is a robust data warehouse platform to
managing and querying the distributed Big Data sets. Hive comes equipped with a SQL-
like query language, called HiveQL. Hive performs equally well with any data type—such
as user-created formats, control delimited, without any reservation. Hive is not competent
enough for real-time query processing but outperforms its peers for batch jobs on append-
only type Big Data such as web logs (Manco et al. 2017).

e Apache Pig

Apache Pig is an integral component of Hadoop ecosystem to reduce the data analysis
problems with executing data flows in parallel on Hadoop. Pig is a structured query lan-
guage (SQL) which is being used by large organizations like LinkedIn, Twitter, Yahoo, etc.
The scripting language for this platform is called Pig Latin which abstracts the program-
ming complexity in MapReduce from other languages such as Java into high level nota-
tions. Pig is one most complete platform, because it can invoke code in many languages
like JavaScript, Java, Jython and JRuby through direct calling to the User Defined Func-
tions (UDF). Hence developers can do all required data manipulations in Hadoop with Pig.
Pig can be used as a component with considerable parallelization to build complex and
heavy applications that tackle real business problems with their Big Data sets. In a typical
scenario, Pig with the help of UDFs works with data from files, streams, structured and
unstructured data and performs the operations such as select, transformation or iteration
and finally stores the results into the HDFS (Manco et al. 2017; Manogaran et al. 2017).

e Flume

Flume is employed as the instrument to feed data into Hadoop. Together with a pro-
cessing framework, a message passing layer is needed to access and move streaming
data. Apache Flume is one of the more mature options that offer this. Flume has been a
renowned application for data feeding. It is well-embedded in the overall Hadoop eco-
system and gains support from all the commercial Hadoop distributions. This has caused
Flume to be the main choice among the entreprenuers. In addition, Flume is always com-
patible with new Hadoop products. However, it also has a setback. It tends to lose things
occasionally due to unavailability of event replication (Bharti et al. 2016).

4.2.2 Stream processing

Processing enormous amount of data in parallel is not a problem to Hadoop. It is a gen-
eral dividing mechanism to distribute accumulation of workload across different machines.
In addition, Hadoop is designed for batch processing. Hadoop is a multi-purpose engine
but not a real-time and high performance engine due to its latency. In some stream data
application like log files processing, machine-to- machine, sensory industry and telematics
require real-time response to process large stream data. Hence, it is necessary to have real-
time analytics for stream processing. Streaming big data requires real-time analytics since
big data has high velocity, high volume, and complex data types to be developed. In appli-
cations that involve real-time processing, there are challenges to Map/Reduce framework
when time dimension and high velocity are concerned. Therefore, the real-time Big Data
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platforms as stream processing such as Storm, S4, Splunk and Apache Kafka have been
developed as the second generation for data stream processing in real- time analysis of the
data (Wang and Belhassena 2017; Ferranti et al. 2017). Real-time processing means that
the continuous data processing highly needs an extremely low latency of response. This
is due to the small volume of accumulated data at the time dimension of the processing.
Generally, big data may be collected and stored in a scattered environment, not in one data
center. Usually, in the Map/Reduce framework, the Reduce phase only starts to work post
the Map phase. Therefore, all the intermediate data generated in Map phase is saved in the
disk before being submitted to the reducers for the next phase. All these lead to significant
hindrance of the processing. The high latency characteristic of Hadoop makes it almost
impossible for real-time analytics. The most common tools based on stream processing are
explained in the following paragraphs:

e Storm

Storm? is one of the most recognized programs for data stream processing in real-time
analytics which concentrates on assured message processing. Storm is a free and open
source distributed streaming processing environment for developing and running distrib-
uted programs that process constant torrent of data. Hence, it can be said that Storm is an
open source, general-purpose, distributed, scalable and partially fault-tolerant platform that
reliably process unbounded streams of data for real-time processing.

One advantage of developing Storm is that permits developers to focus on using a
stable distributed process while delegating the complexity of distributed/parallel pro-
cessing and technical challenges like the construction of an elaborate recovery mech-
anism to the framework. Storm which is an intricate event processor and distributed
computation framework, is written basically in the Clojure programming language. It
is a distributed real-time computation system for rapid processing of large streams of

3 http://storm.incubator.apache.org/.
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data. Storm is a distributed/parallel framework consisting of Nimbus, Supervisor, and
Zookeeper as illustrated in Fig. 5. Storm cluster mainly consists of master and worker
nodes, with coordination done by Zookeeper (Wang et al. 2017a, b; Um et al. 2016;
Agerri et al. 2015).

First, Nimbus, in Storm, distributes codes to perform parallel processing, delegates
tasks to Supervisor, and handles error. Second, Supervisor performs the role of initi-
ating a work process to handle the Topology created to process multifaceted events.
Topology nodes fall into two categories which are known as Spout and Bolt as shown
in Fig. 6, with Spout acting as an event receiver that collects streaming data or events
from many sources and delivers data to the multiple Bolts. Bolts then perform the roles
of unit logic event processor such as filtering, collecting, and joining for event flow on
the event processing network. Lastly, Zookeeper as coordination service for distributed
applications is responsible for synchronizing the nodes and acts as a distributed coordi-
nator to coordinate the system and records all situations of Nimbus and Supervisors on
local disk. It supports a resurgence device against errors to ensure that the framework is
fault-tolerance (Karunaratne et al. 2017; De Maio et al. 2017).

The main abstraction structure of Storm is the topology. It is a top level abstraction
which describes the processing node that each message passes through. The topology is
represented as a graph where nodes are the processing components, while edges repre-
sent the messages sent between them. Topology nodes are spout and bolt nodes. Spout
nodes are entry points of a topology and source of initial messages to be processed.
Bolt nodes are the actual processing units, which receive incoming text, process it, and
pass it to the next stage in the topology. Several instances of a node in the topology can
allow actual parallel processing. The data model of Storm is a tuple. Each bolt node in
the topology consumes and produces tuples. The tuple abstraction is universal enough
to allow any data to be passed around the topology. In Storm, each node of the topology
may exist in a different physical machine. Nimbus that is Storm controller is responsible
for distributing the tuples among the different machines, and ensuring that each mes-
sage traverses all the nodes in the topology. In addition, Nimbus performs automatic re-
balancing to compensate the processing load between the nodes. Storm integrates with
the queueing and database technologies that are already used. A Storm topology con-
sumes streams of data and processes those streams in arbitrarily intricate ways. How-
ever, repartitioning the streams between each stage of the computation is needed.
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e S4

The S4 is a fully distributed stream processing platform inspired by the MapRe-
duce model. The stream operators are specified by the user code and the configuration
jobs described with XML. S4 is a general-purpose, fault-tolerant, scalable, distributed,
pluggable computing framework that programmers can easily develop applications for
processing continuous unbounded streams of data. It was initially released by Yahoo!
in 2010 and has become an Apache Incubator project since 2011. S4 allows program-
mers to develop applications based on several competitive properties, which included
scalability, decentralization, robustness, extensibility and cluster management. The S4
is written in Java. The tasks of S4 job are to be modular and pluggable for easy and
dynamic processing of large-scale stream data. S4 uses Apache ZooKeeper to manage
its cluster, like Storm does. S4 is used in developing systems at Yahoo! for processing
thousands of search queries. Although S4 is an effective analytics framework for real
tile event analytics, it has the potential to cause message loss. This is due to its recovery
device that is based on the checkpoint method. The recovery device is used to support
fault tolerance (Chen and Zhang 2014).

e Kafka

Kafka is an open-source distributed streaming framework that was initially developed
by LinkedIn in 2010. It is a flexible publish subscribe messaging system that is designed
to be speedy, scalable and commonly used for log collection. Kafka is written in Scala
and Java. It has a multi-producers management system that is able to salvage messages
from multiple sources. For testing purposes, the streaming was emulated through a bash
program by injecting transactions in Kafka at a desired rate per second. Generally, Kafka’s
data partitioning and retention make it a useful tool for fault tolerant transaction collection.
This is because applications can develop and subscribe to streams of records, with fault
tolerance guarantees and the possibility of processing streams as they occur. Since Kafka
does not use HTTP for ingestion, it delivers better performance and scale. Similar to other
publish-subscribe messaging systems, Kafka stores streams of records in categories called
topics, and each record is basically made up of a key-value pair with a timestamp. Kafka
is a tool to cope with streaming and operational data via in-memory analytical techniques
for obtaining real-time decision making. Kafka as a distributed messaging system has four
main attributes: high-throughput, persistent messaging, support for distributed processing
and for parallel data load into Hadoop. It already has wide practices in a number of various
companies as messaging tools and data pipelines.

In recent years, activities and operational data play a crucial role in extracting features
of websites. Activity data is record of different people’s activities on line, such as webpage
content, click-list, copy content, and searching key words. It is meaningful to log these
activities out into canned file and aggregate them for subsequent analysis. Operational data
describes the performance of servers, for example, CPU and IO usage, service logs, request
times, etc. The knowledge detection of operational data is beneficial for real-time operation
management. Kafka combines off-line and on-line processing to develop real-time compu-
tation and provide impromptu solution for these two kinds of data. Kafka uses Zookeeper
as a distributed coordinator and Topic consumer offset manager to keep a parallel distrib-
uted coordinated file structure for parallel low latency data access, with single write oper-
ations directed to a ‘leader node’. Zookeeper is responsible for forcing data propagation
down to the available nodes for distribution (Tennant et al. 2017; Castiglione et al. 2017).
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e Flink

Flink is a dispersed processing component that concentrates on streaming process-
ing, which has been designed to solve problems derived from micro-batch models (Spark
Streaming). Flink also supports batch data processing with programming abstractions in
Scala and Java, though it is treated as a special case of streaming processing. In Flink,
every job is executed as a stream computation, and every task is performed as cyclic data
flow with several iterations. Flink provides two operators for iterations which are the stand-
ard and delta iterator. In standard iterator, Flink only works with a single partial solution
and in delta iterator, Flink employs two work sets: the next entry set to process and the
solution set. Among the benefits of iterators is the reduction of data to be computed and
sent between nodes. New iterators are specially designed to tackle machine learning and
data mining problems. Apart from iterators, Flink influences an optimizer that analyzes
the code and the data access conflicts to reorder operators and create semantically equiva-
lent execution plans. Physical optimization is then applied on plans to enhance data trans-
port and operators’ execution on nodes. Finally, the optimizer selects the most resource
efficient plan concerning network and storage. In addition, Flink also provides a complex
fault tolerance mechanism to consistently recover the state of data streaming applications.
This mechanism produces consistent snapshots of the distributed data stream and opera-
tor state. In case of failure, the system can fall back to these snapshots. Aim of FlinkML
is to provide a set of scalable machine learning algorithms and an intuitive API to Flink
users. FlinkML has been provided several alternatives like Multiple Linear regression or
SVM for supervised learning, k-NN join for unsupervised learning, scalers and polynomial
features for preprocessing, Alternating Least Squares for recommendation, and other utili-
ties for validation and outlier selection in some areas in machine learning. FlinkML also
allows users to build complex analysis pipelines via chaining operations (like in MLIib
from Apache Spark).

e Spark

A more current alternative to Hadoop is Apache Spark. It includes an extra component
called MLIib that is a library geared towards machine learning algorithms such as: cluster-
ing, classification, regression, and even data preprocessing. Due to capacity of Spark, batch
and streaming analysis can be done in the same platform. Spark was developed to over-
come Hadoop’s weakness that it is not optimized for iterative algorithms and interactive
data analysis, which performs multiple operations on the same set of data. Spark is defined
as a the next generation of distributed computing frameworks which can process large vol-
ume data sets in memory with a quick response time due to its memory-intensive scheme
(Oneto et al. 2017; Wang et al. 2016).

Spark also perform query processing and evaluation on big data which is useful in opti-
mizing huge data management workflow, by developing a high level Application Program-
ming Interface that introduce significant effects on productivity in applications develop-
ment. Applications can request distributed processing operations such as map, reduce and
filter by passing specific closures (i.e., functions) to the Spark runtime framework. The
heart of Spark is formed by Resilient Distributed Datasets (RDDs) which controls the dis-
tribution and transformation of data across the cluster. Users define the high level functions
or additional operations over the data without strictly sticking to map and reduce functions.
RDDs consist of a collection of data partitions distributed across several data nodes (Tsai
et al. 2017; Nguyen et al. 2017). A wide range of operations like filtering, grouping and
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operation setting are provided for transforming RDDs. Furthermore RDDs are also highly
adaptable as they allow users to customize partitioning for an optimized data placement,
or to preserve data in several formats and contexts. RDDs can be considered as lazy in the
sense that they will only compute an action when they are invoked. Hence, an application
is needed to overcome this weakness. The application can be implemented as a series of
actions on the RDDs. This is because when an action is executed over RDDs, a job will
trigger. In other word, Apache Spark is a distributed computing system that is based on
the concept of RDDs. RDDs are series of elements that can be operated in parallel on the
nodes of a cluster by using two types of operations which are transformations (map, filter,
union, etc.) and actions (reduce, collect, count, etc.). The unique features of Spark are it is
a high level parallel processing programming model, a graph processing, machine learn-
ing algorithms, multi-programming language API, it can run on different systems (Mesos,
standalone, Hadoop, cluster), and it can do streaming processing. Spark is becoming highly
popular and is replacing MapReduce as the dominant technology for developing Big Data
applications. To solve fault tolerance in Spark, the operations are interpreted in a structure
known as lineage. The transformations annotated in lineage are only performed when I/O
operations occur in the log. Should a failure occurs, Spark will re-compute the affected one
in the lineage log. Spark allows data in local disk to be spilled should the memory capac-
ity is not sufficient. Developers of Spark have come out with another abstraction that is of
high level that is called Data-Frames. This leads to the concept of formal schema in RDDs.
Data-Frames is a collection of structured and distributed data organized by identified col-
umns. This is a constant relational database or data frame in R, or Python. In addition, the
relational query plan developed by Data-Frames is optimized by Spark’s Catalyst optimizer
via the defined schema. This has caused Spark to comprehend the data and remove the
expensive Java serialization actions (Tsai et al. 2017; Nghiem and Figueira 2016).

4.2.3 Hybrid processing

The hybrid processing enables the possibility of coming big data platforms into the third
generation as it necessary for many domains in big data applications. This paradigm syn-
thesizes both batch processing and stream processing paradigms based on the Lambda
Architecture. Lambda architecture is a data-processing architecture designed to handle
massive quantities of data by taking advantage of both batch- and stream-processing meth-
ods. A high-level architecture of this paradigm contains three layers. Batch layer manages
the master dataset that has been stored in a distributed system and is not changeable. Serv-
ing layer load and exposes the views of batch layer in a data store for query, and speed layer
only deals with new data with low latency. At last, a complete result is merged by the com-
bination of batch and real-time views (Wang et al. 2016; Chen and Zhang 2014).

5 Classification framework for big data analytics techniques

In general, scientists have developed a wide variety of big data techniques to analyze and
extract knowledge from large amounts of data within a limited time period. These tech-
niques have been applied for the exploration and analysis of large quantities of data and
used for many data-intensive applications in order to discover meaningful patterns and
rules. They can be used to show their effectiveness for capturing, curating, analyzing and
visualizing Big Data and their significance in decision making. However, some researchers
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have used big data techniques to model past behaviour based on historical data or descrip-
tive analytics (Arias et al. 2017; Oneto et al. 2017), other researchers attempt to predict
the future by analyzing current and historical data or assist analysts in decision making
by assessing actions regarding business objectives, requirements, and constraints (Mavridis
and Karatza 2017; Nair et al. 2017). In this section, we review the current trends of big
data techniques in following our classification framework (Fig. 3 at Sect. 4). We widely
classified techniques used in big data analytics into the following six categories: machine
learning/data mining techniques, cloud computing, semantic network analysis/web mining,
visualization techniques, mathematical and statistical techniques, and optimization tech-
niques. The following sub-sections describe these big data techniques: these techniques are
the most of which have shown their capabilities in processing Big Data

e Machine learning/Data mining techniques (deep learning/artificial neural networks)

Data mining and machine learning techniques are a set of artificial intelligent tech-
niques to extract hiding knowledge and valuable information (patterns) from data once a
designed algorithm learns behaviors from empirical data. The algorithms include support
vector machine, cluster analysis, classification, association rule of learning, and regression.
New techniques based on big data architectures are required in managing and analyzing big
data because traditional data mining techniques are efficient in analyzing data but not effi-
cient and scalable to cope with big data. Data rate is increasing rapidly, therefore k-means,
fuzzy c-means, hierarchical clustering, clustering using hierarchies, CLARANS, balanced
iterative reducing and clustering large applications should be extended for the future use
of data clustering, so that they can cope with the huge workloads; otherwise, these algo-
rithms would no longer be applicable in the future (Najafabadi et al. 2017a, b; Wang and
Belhassena 2017; Wang et al. 2017a, b). Parallel programming model, such as Hadoop and
Map/Reduce can scale up data mining and machine learning techniques for mining and
parallel processing of big data sets. For example, artificial neural network (ANN) which is
fundamental algorithm for image analysis, adaptive control, pattern recognition, and so on,
suffer from time and memory consuming in learning process when Big Data is concerned.
The more hidden layers and nodes are needed in a neural network for higher performance.
However, ANN will be resulted in poor performance and extra time consumption over Big
Data because of its complexity in learning process. Thus, ANNs have been improved in
a parallel and distributed setting to reduce memory and time consumption (Fonseca and
Cabral 2017; Rahman et al. 2016). Deep-Learning technique is one of the popular tech-
niques using ANN to extract information from complex datasets and to discover correla-
tions from data. It makes the sense of different types of data such as images, text, and
sound by learning multiple levels of representation and abstraction. Deep Learning have
played important role in many Big Data application including pattern recognition, text
mining, image analysis, adaptive control and genomic medicine. Most of the big data ana-
lytics techniques are based on deep-learning approach that employs classification optimi-
zation, statistical estimations, and control theory in solving Big Data analytics problems.
The learning process of large-scale data sets by a neural network requires large memory
due to its needs for more hidden layers and nodes to produce higher accuracy. It is gener-
ally acknowledged that neural processing of big data leads to very large networks. In fact,
one of the main challenges in this process is memory limitations and training time that
are increasingly intractable. In addition, the conventional training algorithms also perform
poorly. Therefore, some sampling approaches can be employed to reduce the size of data
and to scale up neural networks in parallel and distributed ways (Chen and Zhang 2014;
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Igbal et al. 2017). Deep learning also showed its efficiency for new types of recommenda-
tions, such as cross-domain recommendation systems in which items are mapped to a joint
latent space, and the social trust ensemble learning model (Igbal et al. 2017; Najafabadi
et al. 2017a, b; Najafabadi and Mahrin 2016).

Consequently, it is necessary to redesign the machine learning and data mining algo-
rithms on MapReduce framework in order to mine large scale of data (Zhang et al. 2016).
Mahout and Spark MLIib are two open source projects that tackle scalability problems and
support many algorithms including regression, classification, and collaborative filtering,
clustering and dimensionality reduction. Because they provide a distributed environment in
which algorithms can process large datasets.

e (Cloud computing technologies

Cloud computing is emerging as a crucial resource in efficient data processing and it has
become the main shift in recent the computational information age that promises an reason-
able and dynamic computational architecture for large-scale and intricate enterprise appli-
cations. It is an important and revolutionary model that offers service-oriented comput-
ing and abstracts the software-equipped hardware infrastructure from clients or users. The
main goal of cloud computing in the Big Data application is to explore the large quantity
of data and extract useful information or knowledge for future actions. Cloud computing is
a parallel distributed computing system used in the Big Data analytics. Cloud computing
services acknowledge users’ requests for information sharing then make the best decisions
from the data and pass the information to other users without redundancy. The concept
of cloud computing is mainly popular in three aspects: (1) Software-as-a-Service (SaaS),
(2) Platform-as-a-Service (PaaS) and (3) Infrastructure-as-a-Service (IaaS). Briefly, SaaS
provides users with uninterrupted access to applications. PaaS helps users to develop, run,
and manage applications. aaS offers users with access to a pool of configurable computing
resources like network, storage and servers. Cloud providers own and operate cloud ser-
vices. A cloud service operated for a single organization is called a private cloud, and the
one that operates for public use is called a public cloud. As the era of big data and cloud
computing is coming, huge number of data centers have been widely deployed around
world and thus power demand of the global data center increases rapidly. In 2013, the
energy consumption of data centers accounted for 0.5% of the world total energy consump-
tion. It is estimated that, the energy consumption of data centers will increase in 2020 (will
account for 1%). This huge energy consumption not only increases its operation cost, but
also yields negative impact on the environment. One of the most desirable ways is leverag-
ing renewable energy to reduce greenhouse gas emission and amortize data center energy
cost (Zhang et al. 2015; Lin et al. 2015).

e Semantic network analysis/Web mining

Semantic network analysis involves areas such as web mining, Natural language pro-
cessing (NLP) and text analytics. Semantic network analysis is a technique employed to
determine a pattern from large network repositories. Semantic network analysis reveals
unidentified knowledge on a website and users can use it to perform data analysis. The
technique helps to evaluate the effectiveness of a specific website. In order to solve com-
plex tasks in NLP, especially related to semantic analysis, we need formal representation
of language i.e. semantic language. NLP is the ability of a computer program to under-
stand human language as it is spoken. NLP is the scientific discipline that is concerned
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with making natural language accessible to machines. NLP take up tasks such as extracting
relationships from documents, recognizing sentence boundaries in documents, and search-
ing and retrieving of documents. NLP is the way to facilitate text analytics by establishing
structure in unstructured text to enable further analysis. Text analytics refers to mining use-
ful information from text sources. It is an umbrella term that describes tasks from annotat-
ing text sources with meta-information such as people and places mentioned in the text to
a wide range of models about the documents (e.g., text clustering, sentiment analysis, and
categorization). In the NLP research, processing huge amounts of textual data has become
a major task. As the majority of digital information is present in form of unstructured data
such as news articles or web pages, NLP tasks like the cross-document co-reference resolu-
tion, event detection or calculating textual similarities frequently need the processing of
millions of documents in the stipulated time frame (Agerri et al. 2015; Xia et al. 2016).
Semantic network analysis helps to mine useful information from the web content. The
website content consists of audio, video, text, and images. The heterogeneity and lack of
structure that permits much of the ever-expanding information sources on the World Wide
Web, such as hypertext documents, make the automated discovery, organization, and search
and indexing tools of the Internet and the World Wide Web (e.g., Alta Vista, Lycos, Web-
Crawler, and Meta Crawler) comfortable to users. However, these tools have neither pro-
vided structural information nor have they categorized, filtered, or interpreted documents.
Therefore, this has prompted researchers to develop more intelligent tools for information
retrieval (e.g., intelligent web agents) and extend database and data mining techniques to
provide ways of organizing the semi-structured data available on the web. The agent-based
approach to semantic network analysis involves the development of sophisticated artificial
intelligence systems that can work autonomously or semi-autonomously on the behalf of a
particular user to identify and organize web/network information (Castiglione et al. 2017).
Some web mining techniques are employed to examine the node and connected structure
of a website through graph theory. For instance, in the pattern extraction from hyperlinks
within a web-site and analysis of a tree-like structure to describe XML or HTML tags.

e Visualization technique

Visualization techniques are utilized to understand data and interpret them by creating
tables, images and diagrams. For instance, the Facebook is using a visualization technique to
manipulate and organize the data in its database by intuitive display ways. Big Data visualiza-
tion is not easy like traditional small data visualization because of the complexity in data. The
extension of traditional visualization techniques focus on large-scale data to make data mean-
ingful by using feature extraction and a geometric modeling to reduce the sizes of data before
rendering the actual data. For more closely and intuitively data interpretation, many research-
ers apply batch-model software rendering in a parallel way to obtain the highest data resolu-
tion. Data presentation and choosing proper data representation is very important in dealing
with big data. Scientists have been realizing that graphical potentialities of the computer and
visual strategies for exploiting Big Data would lead to be the data analyst’s greatest resource
(Fernandez-Rodriguez et al. 2017; Gadiraju et al. 2016). As stated by Wang et al. (2016), inno-
vations in data visualization show that a good user interface is worth a thousand petabytes.

e Mathematical/statistical techniques

Statistics is a collection of mathematical techniques that emerge in studies of Big Data
to collect, organize and analyze data based on specific fundamental mathematics. Statistical
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techniques support decision making in the phase data curation and analysis by exploiting
of co-relationships and causal relationships among objectives and the derivation of numeri-
cal descriptions of samples. However, traditional statistical techniques are usually not well
suited to manage huge volume of data, and some new methods have been developed such
as parallel statistics, statistical learning and statistical computing. Especially, scale and par-
allel implementation of statistical techniques can improve the ability of processing huge
volume of data. For example, WalMart stores supports its decision involving advertising
campaigns and pricing strategy by exploitation of patterns from transaction data using sta-
tistical techniques, associated with machine learning. Batarseh and Latif (2016) proposed
statistical regression model for scale linearly with the size of data set and number of pro-
cesses for estimating functions that are monotonic with respect to input variables.

e Optimization techniques

Optimization techniques have been clarified as efficient techniques to solve quantitative
problems in multidisciplinary fields, such as biology, physics, economics and engineering.
Different computational strategies such as particle swarm optimization, genetic algorithms,
Scheduling algorithm, Bee Colony, evolutionary programming, quantum annealing, and
simulated annealing can be efficient for addressing global optimization problems due to
their nature of quantitative implementation and because they exhibit parallelism. However,
they have high costs in memory and time consumption and it is needed to be scaled up
by cooperative co-evolutionary algorithms in a real-time environment to process big data
applications. These computational strategies are also married with data reduction and par-
allelism in optimization problems. Another hot topic of this field is Real-time optimization,
whose capability has been demonstrated by decision making problems in many Big Data
application such as intelligent transportation systems and wireless sensor networks (Barba-
Gonzilez et al. 2017; Kovalchuk et al. 2018).

6 Classification of research papers

We selected recent articles related to big data from top journals in Science Direct and clas-
sified them according to our classification framework. Each article was reviewed and ana-
lyzed based on five issues, namely: (1) domain areas and data sources in big data systems
proposed in each article (2) datasets used for evaluating the proposed big data technologies
(3) the existing big data tools for data processing and storage (4) state-of-the-art techniques
used in big data systems. (5) As a result, principles and implications for designing big data
systems. The results of our analysis will provide the roadmaps for future research on big
data. The details are described below.

6.1 Distribution of articles by publication years and domain areas

The distribution of articles by publication years is shown in Fig. 7. It is clear that publications
related to big data steadily increased between 2014 and 2015, and rapidly increased between
2016 and 2017. The decrease of contributions in natural resource management between 2016
and 2017 is thought to be because big data research apparently extended a new application
fields in this area such as water and land resources management, energy and utilities man-
agement and environmental impact assessment. Based on large volume, and growing data
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Fig. 7 Distribution of articles by publication year and domain areas

generated by different sources (such as web service, internet and social media), more big-
data applications and new application fields are expected to be developed significantly in the
future. It shows that interest in big data research will grow significantly in the future.

In general, Big Data has drawn huge attention from researchers in health and medical
care, social networking and internet, government and public sector, natural resource manage-
ment, economic and business sector. Distribution of research papers by domain areas and
data sources is shown in Table 1, which shows increases in most of the big data applications
during 2017. Most of the existing articles focused on the use of Big Data in economic and
business sector (31 out of 93 articles, or 33.3%). It is inferred that although many research
related to big data are publishing, few of them were related to natural resource management
area (11 out of 93 articles, or 11.8%) and health and medical care (17 out of 93 research
papers, or 18.28%) respectively. Therefore, more research looks to be necessary in natural
resource management area. We found that the most common sources of data generation were
provided from UCI Machine Learning Repository* as shown at Table 1. UCI Machine Learn-
ing Repository is a collection of free-accessed databases to be used for research purposes
on big data. Researchers have conducted experiments by collecting data from UCI Machine
Learning Repository to validate their proposed technique in big data.

6.2 Distribution of articles by big data tools

To capture and process the large volume of data and make sense of Big Data, tools (plat-
forms) are needed for example Facebook, Cloudrera and LinkedIn are developing tools
for real-time data processing, such as Kafka, and Flume. Twitter is using Storm to gain
momentum in real-time data analytics, ETL (Extract, Transform and Load) processing,
distributed remote procedure call, online machine learning. In addition, web behemoths
like Yahoo, Facebook, Adobe, IBM, eBay are using Hadoop framework for storing and
processing large data volumes. Even though the programming languages in these tools

4 http://archive.ics.uci.edu/ml
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Fig. 8 Distribution of papers by Kafka, 6 pig’ 2

the most popular big data tools
Storm, 12 “

are different, they all provide highly efficient and scalable structure to store and process
Big Data workloads (Carcillo et al. 2018; Wang et al. 2017a, b). Distribution of articles
by big data tools is represented in Fig. 8.

Among big data platforms, Hadoop have been used the most often in different appli-
cation fields (55 out of 93 articles, or 59.1%). Because, Hadoop is first- established
framework based on Map-Reduce programming model that is very effective for large
scale structured, unstructured and semi-structured data, for information processing and
retrieval. Also, Hadoop has built-in features, such as fault tolerance, high scalability,
and adaptation to heterogeneous clusters.

Apache Spark are gaining great popularity as next generation replacement for
Hadoop framework as thirty articles (30 out of 93 articles, or 32.26%) made use of
Apache Spark for massively parallel data analytics. Because, Spark is an attractive plat-
form for big data processing applications to hide most of the complexities related to
fault tolerance, parallelism, and cluster setting from application developers. In particu-
lar, the spark improves Hadoop MapReduce in terms of flexibility and performance in
the programming model, especially for iterative applications. It can support both batch
applications and streaming applications in real-life data science, while providing inter-
faces to other established big data technologies, such as HDFS and NoSQL databases
for storage. It is important to mention, despite the fact that Spark has been designed to
manage iterative applications; it also has been designed to handle MapReduce-based
workflows. Thus, MapReduce-based workflows can be improved (by usage of RDDs)
into Spark framework.

Storm is best known platform for data stream processing that has been used by recent
contributions (12 out of 93 articles, or 12.9%). It is inferred that although many articles
were published in development of big data applications, few of them made the usage
of Kafka (6 out of 93 articles, or 6.45%), and Pig, S4, Flume, Flink. Because, these big
data platforms are still new and they are emerging to tackle the problem of big data in
recent contributions. Therefore, it looks to be emerged more in future research papers.
The following Table 2 shows a comparison between big data tools based on its advan-
tages and disadvantages.
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6.3 Distribution of articles by big data tools and techniques

Distribution of articles by big data tools and techniques used in data analytics is repre-
sented in Table 3. In recent years the success of big data platforms such as Spark, Hadoop,
Flink and etc. was supported by the advent of open source machine learning and data min-
ing libraries. First attempt that support a collection of scalable Machine Learning algo-
rithms for Big Data is Mahout for Apache Hadoop. Mahout provides distributed imple-
mentations of well-known classification, clustering, and item-set mining algorithms based
on MapReduce. MLLib is the data mining and Machine Learning library born in 2012 as
an extra component of Spark to be released and open-sourced in 2013. Researchers exploit
Spark features by MLIib to implement faster iterative procedures. Finally, FlinkML is an
attempt of scalable machine learning algorithms and an intuitive API to users that is built
on Flink, and provides some machine learning algorithms including SVM, k-NN for unsu-
pervised learning, and Multiple Linear regression for supervised learning. As shown at
Table 3, the majority of the researchers employed machine learning and data mining algo-
rithms (53 out of 93 research papers, or 57%) to efficiently analyze large amounts of data in
big data systems. Because popular parallel data processing platform such as Spark, Hadoop
and Flink are especially suitable for scalable machine learning and data mining algorithms.
Researchers have also conducted studies on optimization techniques (14 out of 93 research
papers, or 15%) to solve quantitative problems in big data applications. Because, they are
useful for addressing global optimization problems and can scale up the large-scale optimi-
zation by cooperative co-evolutionary algorithms. In addition, due to the impressive fea-
tures of cloud computing such as, pervasive service-oriented nature and elastic computing
power, numerous efforts have been made to develop cloud computing technologies (13% of
papers) in big data area especially in healthcare applications for mining large-scale medical
data. Currently, only a few research papers were adopted by applications of web mining,
visualization techniques and mathematical and statistical techniques on big data analysis
purposes as shown at Table 3.

7 Conclusion and future work

We conclude that big data can play an important role in the coming technological leap-
frogging and for decision-making purposes. Hence, big data have attracted huge atten-
tion of academics and practitioners. In this research, we have identified 93 articles on big
data and classify them based on our classification framework, to understand the trend of
big data-related research and to provide practitioners and researchers with guideline for
future research on big data. To make the best use of the relevant articles returned by the
search engines, we have kept the search string not too specific but still reflecting what we
have wanted to search for. Moreover, the search string has been used for searching not
only for the titles, abstracts but also for the full text. We conduct search on articles that
were selected solely from top academic journals not conferences and books. However,
using clearly predefined inclusion/exclusion criteria, papers have been selected, and then
reviewed. From these primary big data papers, we have extracted and synthesized the data
to give an overview on current frames of big data technologies for domain areas includ-
ing health and medical care, social networking and internet, government and public sector,
natural resource management, economic and business sector. In addition, we provided an
overview of requirements and technologies considered for current big data platforms such
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as sources of data generation, big data tools for data processing and storage of data and big
data analytics techniques. The results of this paper were based on the data extracted and
synthesized from the selected big data studies. Based on previous publication rates, interest
in big data related research will grow significantly in the future. Based on our experiences,
we feel that big data technology will continue to evolve together with bigger size data and
better user requirement. On the other hand, from our experiences dealing with clients and
application developers, we discover that the following ideas and technologies are important
in making breakthroughs in big data analytics and bringing its application to another level:

Firstly, the main function of big data system is to manage different types of data that
come from different sources. To illustrate, Netease maintains data from email system, news
system, microblog system and online e-commerce transaction system for security reasons.
A smart city system manages data from mobile phones, sensors, cameras, and many other
devices so that general security, public safety and effective traffic control can be managed
and monitored. Health and medical care systems obtain sensor data from patients in offer-
ing them prognostic interventions, novel therapies, as well as shaping their lifestyle and
behaviors. Road traffic monitoring systems maintain data from surveillance cameras and
analyze the large amount (hours/days) of video footage in order to catch traffic violators,
detect road accidents, track criminals, collect evidences for investigation. It is taxing to
scrutinize big data; since these data is of different formats. To do the scrutinizing of the
data, it needs a relational table, a social graph and a text-format log file. There is no big
data tools which are available that can perform the diagnostic job among the hybrid data
formats. GraphX® is recently released to support relational data and graph data. epiC can
also handle analyzing multi-format data. Unfortunately, they are only limited to specific
types of data in an explicit way (users have to write the codes for supporting different
data formats by themselves). To develop big data applications on hybrid data formats, we
should formally identify a set of operators to process the mixture of data and translate them
into efficient jobs on top of the existing processing engines like Hadoop, Spark.

Secondly, in developing the characteristics of a new hardware, the existing distributed
algorithms should be restored. The big data algorithm must be fully optimized for spe-
cific configuration of hardware. Although a number of algorithms have been suggested for
new hardware and hybrid framework, they are mainly targeted at the single-node system.
A future cluster node may be endowed with hybrid hardware consisting of CPU, SSD,
DRAM, GPU, and HDD. In handling the big data applications, the scalable distributed ver-
sion is needed.

Thirdly, big data system is still mysterious to many end users. Although the analytic
tools are provided, they are unaware still of the system’s capabilities. Hence, a user-friendly
visualization technique is necessary to narrow this gap between big data system and its
users. The visualization technique should show the analytic results in users’ perceptive so
that they can effectively identify the interesting results.

Lastly, big data applications are still limited in areas like e-commerce, biology and
finance. Since big data analytics is still in its infancy stage of development, the techniques
and tools are then inadequate to fully solve the real big data problems. In fact, some of
these techniques and tools cannot even be viewed as big data tools in the true sense. Due to
the fast development in big data applications, it is projected that new applications will be
materialized when we combine big data technology with other conventional industries. In

5 https://spark.apache.org/graphx/.
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doing this, these applications will pose new requirements for big data systems, thus driving
us to look for and suggest new solutions. However, it can be said that big data research in
a smart city is still in its infancy and the solution to the discussed challenges has proven its
practicality. E-businesses and organizations could also be assisted through needs analysis
tools, which contribute in the delivery of products and services which meet their custom-
ers’ requirements. The growing modernized urban areas and increasingly connected rural
areas require the development of efficient transportation infrastructure to fill the needs of
visitors and commuters. The dynamic wireless communication techniques, computational
intelligence and data analytics capabilities, mobile cloud computing, and context-aware
technologies are able to increase more research works and commercial applications in the
transportation area. The volatile growth in the number of devices connected to the Inter-
net of Things (IoT) and the exponential increase in data consumption reflect the perfect
overlapping of big data with that of IoT. The management of big data in a progressive and
expanding network has increased concerns about the efficiency of data collection, data pro-
cessing, data analytics, and data security. To address these concerns, researchers need to
examine the challenges which are related to the successful deployment of IoT. The union of
big data analytics and IoT has created several opportunities for developing more successful
applications and decreasing the problems or concerns that occur.

Many quarters are optimistic about the development and the adoption of big data tech-
nology. It is expected that more users will update their systems using big data technology,
as they will meet more success stories on big data applications. Therefore, more and huge
investment from both government and private sectors should be coming in to capture more
gains from big data. Big data application is significant since we need more superior storage
and I/O techniques, more beneficial computer architectures, more efficient data-intensive
techniques such as biological computing, social computing, and cloud computing, and
more advanced technology in handling big data in other areas with different platforms but
with sound architecture, approach, infrastructure, and properties. We are fortunate to wit-
ness the birth and the development of Big Data, and in managing big data, no man is an
island. All involved parties like human resources management, capital investment man-
agement, innovative and creative catalysts are fundamental in the development of big data
application.
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Appendix: recent contributions on big data

See Table 4.
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Table 4 Focus of recent contributions on big data

Focus

References

Present a cloud based platform for big data with perfect linear speedup
and stream processing to import web services as workflow compo-
nents

Present a big data infrastructure to deal with digital contents in cultural
heritage environments such as multimedia contents, social data.
This paper query, analyze and process digital cultural contents from
heterogeneous and distributed sources and present needs of users in
a suitable format

Present architecture to integrate internal, external, structured, unstruc-
tured data to improve energy consumption predictions

Present a distributed associative classification according to the MapRe-
duce programming to manage big data

Present a big data architecture to analyze the data generated from the
camera sensors to form the barrier and to detect behavior of the
intruders by a cloud layer designed

Present a scalable intrusion detection system for Botnet attacks to
handle heavy network bandwidths

Present a simulator of complex Event Processing systems in cloud
environments

Present a Fuzzy Concept Analysis on a distributed real-time computa-
tion system for stream processing in smart cities

Present a distributed system based on stream clustering algorithm for
fast data

Present the real-time analytics integrated with semantic technologies
over big data

Improve the predictability of big-data application by combining stream
processing technology and real-time

Dealing with imbalanced big data using random forest classifier

Present a predictable model for remote procedure calls running an
cluster of stream processors

Present an energy-efficient resource scheduling to achieve low
response time and high energy efficiency in big data stream comput-
ing environments

Present a semantic complex event processing model for analyzing
research activities from several information sources

Present an integrated framework including Analytics services, Smart
City platform, and Twitter for social network data to identify large
Crowd Concentration events with affecting on user journey

Present a task-level adaptive MapReduce framework to process stream-
ing data in healthcare applications

Present an asteroid system on distributed cloud environment to help
astronomers with analyzing large astronomical data to discover
asteroids

Present architecture for clinical decision support systems in ambulance
control to integrate various data sources including stored and stream-
ing data of diverse formats and nature

Present an alarm behavior analysis for telecom networks to establish
parent—child rules to show operation patterns from a large number of
alarms

Present the performance of log file analysis (such as Facebook logs) in
cloud computational frameworks

Kranjc et al. (2017)

Castiglione et al. (2017)

Maté et al. (2016)
Bechini et al. (2016)

Kumar Mohapatra et al. (2016a, b)

Singh et al. (2014)

A. Higashino et al. (2016)
De Maio et al. (2017)
Karunaratne et al. (2017)
Aufaure et al. (2016)
Basanta-Val et al. (2015)

Del Rio et al. (2014)
Basanta-Val et al. (2017)

Sun et al. (2015)

Um et al. (2016)

Kousiouris et al. (2018)

Zhang et al.(2015)

Huang et al.(2017)

Kovalchuk et al. (2018)

Wang et al. (2017a, b)

Mavridis and Karatza (2017)
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Table 4 (continued)

Focus

References

Present a parallel real-time data stream classifier for data stream min-
ing

Present a processing graph system to be adapted to dynamism of the
flow of events by detecting peaks of traffics and predicting the traffic
using past behavior of the flow of events

Present an algorithm for categorizing of data in Map-Reduce frame-
works and optimizing file location within storage (HDD, RAM,
SDD)

Present a framework for Streaming data analytics in a distributed-
memory manner

Present a job profiling technique for optimal resource provisioning for
MapReduce workload

Present a distributed and parallel processing of massive textual data
in form of unstructured data by Natural Language Processing for
calculating textual similarities

Present a system for urban planning and smart cities using an IoT-
generated Big Data analysis

Present an method to configure the parameters of Spark to effect the
performance of Spark workloads

Present a machine learning model to recommend optimal task con-
figuration for task parallelization to predict duration of Big Data
workloads

Present a R-tree index in distributed system for processing trajectory
search

Present a decomposition methodology for fingerprint recognition in
Big Data frameworks in which matching process is decomposed into
smaller steps

Present a Multi-objective evolutionary based fuzzy system in big data
to maximize accuracy and minimize complexity

Present a health status prediction system on streaming big data using
application of Spark based machine learning

Present an evolutionary fuzzy algorithm to discover subgroups in big
data environments

Present big data analytic architecture to analyze the data generated
during the barrier construction and detect intruder in wireless sensor
networks using camera sensors

Present Kernel-based features for population health prediction from
social media data

Present a job profiling method for performance efficiency of task
resource provisioning in MapReduce workload

Present an iterative MapReduce process based on spark for the
k-Nearest Neighbors on big data

Present distributed version of Bayesian Network Classifiers for big
data under MapReduce with Spark

Present a data filling algorithm on Spark framework to complete the
incomplete energy big data issue in green data centers

Present a Real-time Fraud Finder to integrates Big Data tools with a
machine learning approach

Present a dynamic Big Data Optimization technique on Spark clusters
to minimize distance and travel time in transportation

Tennant et al.(2017)

Hidalgo et al.(2017)

Spivak et al. (2018)

Plimpton and Shead (2014)
Nghiem and Figueira (2016)

Agerri et al.(2015)

Rathore et al.(2016)
Bei et al.(2018)

Hernandez et al.(2017)

Wang and Belhassena (2017)

Peralta et al.(2017)

Ferranti et al.(2017)
Nair et al.(2017)
Pulgar-Rubio et al.(2017)

Mohapatra et al. (20164, b)

Nguyen et al.(2017)
Nghiem and Figueira (2016)
Maillo et al.(2017)

Arias et al.(2017)

Yuan et al.(2017)

Carcillo et al. (2018)

Barba-Gonzalez et al.(2017)
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Table 4 (continued)

Focus References
Present an Hot Topic Detection Method from large number of textual ~ Ai et al.(2017)
digital materials for Microblogs on Spark
Present a predictive modeling classifier to predict cancer specific out-  Elsebakhi et al.(2015)

comes with dealing on imbalanced and sparse clinical real-life data

Present new implementation of feature selection algorithms based on
multithreaded processing and distributed version of Spark to speed
up feature selection

Present a analytic big data system for real-world application to handle
jobs such as user pattern mining, email spam detection, game log
analysis

Present an object detection method under mobile distributed comput-
ing architecture to handle Multimedia big data

Present Symmetric Matrix-based Bayes Classifier for computation and
Big Data processing in Cloud environment

Present a prediction method for making decision online based on deep
reinforcement learning

Present a big data storage model to cluster huge dimensions of big
data, and gains the non-key and key dimension clusters

Present a big data fusion scheme for heterogeneous media data to
extract semantic information in internet of things environments

Present a Random Forests with focus on classification problems to deal
with big data in offline or online contexts

Present a train delay prediction system for large amount railway
networks to use historical train movements data to manage traffic and
dispatching processes

Present approach for managing the large-scale biological data to
provide efficient storage and runtime generation of meta-database
versions

Present a multimedia recommender system to recommend multimedia
objects of user’s interest according to her/his preferences in online
Social networks

Present an automatic mechanism of data partitioning using Sorted
Neighborhood Method to perform load balanced (parallel entity
matching)

Present an architecture to select features and process Big Data using
Artificial Bee Colony based social Internet of Things

Present a parallel real-time data stream classifier to address overlap of
the Velocity and Volume aspects of Big Data

Present a method designed on Hadoop platform to analyze entire
collection of records with an optimized map and reduce functions to
leading higher performance and scalability

Present a Smart City security system with intrusion detection and
communication security protocol for communication between remote
smart system/User and city building

Present a prediction algorithm to characterize disease dynamics by
analyzing data collected by the mobile devices with impact of net-
work structure on disease dynamics during an epidemic

Present parallel attribute reduction in neighborhood dominance rela-

tion matrix with focus among categorical and numerical attribute
values

Eiras-Franco et al.(2016)

Chen et al.(2015)

Guo et al.(2017)

Vennila and Kannan (2016)
Wang et al. (2017a, b)
Ding et al.(2017)

Guo et al.(2017)

Genuer et al.(2017)

Oneto et al.(2017)

Pedersen and Bongo (2017)

Amato et al.(2017)

Mestre et al.(2017)

Ahmad et al.(2017)
Tennant et al.(2017)

Ghadiri et al. (2016)

Rathore et al.(2017)

Chen et al.(2017)

Chen et al.(2016)
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Table 4 (continued)

Focus References

Present algorithm to tackle the performance optimization of Apriori Singh et al.(2017)
algorithm in managing big data based on Hadoop cluster and reduc-
ing the number of passes

Present parallel ensemble of sequential extreme learning based on Huang et al.(2016)
MapReduce to analyze massive data efficiently and accurately

Present support vector machine classifier on MapReduce framework Kumar and Rath (2015)
for selecting relevant genes in microarray data and classification of
data

Present a system for optimizing query processing in Big Data to reduce Sahal et al.(2017)
cost of data processing (i.e., write, read) using the coarse granularity
of reused-based opportunities of results loaded from slow storage
Present algorithm for extracting timings and durations of sequential Ruan and Zhang (2017)
patterns from big dataset to analyze multi-modal data streams by
integrating scalable computing, information visualization, and user
interfaces

Present a Neural Network for extracting information from big data via ~ Fonseca and Cabral (2017)
deep-Learning and graphical processing units

Present MapReduce architecture to parallelize and speed up the item-  Apiletti et al.(2017)
set extraction and frequent item-set mining from high-dimensional
datasets

Present MapReduce architecture to overcome the limitations of asso-  J.Prajapati et al.(2017)
ciation rule mining in processing speed for analyzing big data which
do processing of transactional data into clusters and transfers task to
each nodes in a cluster

Present Hadoop framework to detect and analyze the sarcasm senti- Bharti et al.(2016)
ment in social media text using natural language processing

Present a bridge health monitoring system based on bridge data such as Liang et al.(2016)
weather conditions, traffic status, and bridge structural to evaluate the
serviceability analysis for bridges

Present an application to predict door failures on metro trains through ~ Manco et al.(2017)
fault detection from diagnostic data and big data analysis on sensor
streams

Present heart disease prediction model with implementation of IoT to ~ Manogaran et al.(2017)
collect and process sensor data (big data) generated from body sen-
sor devices for secured smart healthcare monitoring and predicting
the heart diseases

Present big data analytics to healthcare data from multiple sources to ~ Batarseh and Latif (2016)
assess quality insights of the field

Present a parallel B-Tree index to optimize data access and search Singh and Bawa (2017)
query execution time on MapReduce

Present home-diagnosis service in cloud-based framework to get diag- Lin et al. (2015)
nosis based on similar patients’ records

Present a recommendation service for a smart city to gather and ana- Fernandez-Rodriguez et al. (2017)
lyze information from drivers in a city to improve driving efficiency
and safety on roads

Present a distributed partitioning solution for prototype reduction Triguero et al. (2015)
techniques to enhance nearest neighbor classification when dealing
with big data

Present data clustering algorithms based on parallel computing on a Tsai et al. (2017)

cloud computing environment to reduce running time of algorithms
for data clustering
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Table 4 (continued)

Focus

References

Present a parallel technique to improve performance of online sequen-
tial learning for large scale data by parallelizing hidden layer output
of matrix calculations in sequential learning algorithm

Present architecture for multimedia big data analyzing on cloud plat-
form that reduces time for data distribution and transcoding data into
specific formats based on user requirements.

Present a Fuzzy Rule-Based Classification on imbalanced datasets to
tackle classification accuracy

Present a power generation prediction system to predict the amount of
power required to electricity consumption for United States

Present a possibilistic approach to clustering algorithm based on
MapReduce paradigm for image segmentation in form of cancer
blood cells, brain MRI and satellite images.

Present framework for traffic data processing to analyze data in intelli-
gent monitoring and recording system for monitoring traffic in cities
and vehicle trajectory tracking

Present distributed learning algorithm to reduce time of learning pro-
cesses in deep learning algorithms and scale up Big Data learning

Present a smart city architecture based on Big Data analytics to provide
smart parking service to citizens, selecting empty spaces in parking
lots and water consumption

Present a similarity query approach over multidimensional metering
data in in encrypted form in a distributed system to protect custom-
ers’ privacy in smart grids

Present divide-and-conquer mechanism in machine-to-machine com-
munication that does not require whole set of data to be processed
and to kept in main memory

Present hierarchical attribute reduction algorithm using MapReduce
and task parallel for big data

Present a social analytics framework with sentiment benchmarks to
enhance marketing intelligence by customer opinions from social
media

Wang et al. (2015)

Jayasena et al. (2017)

Elkano et al. (2017)
Rahman et al. (2016)

Tripathy and Mittal (2016)

Xia et al. (2016)

Zhang et al. (2016)

Babar and Arif (2017)

Jiang et al. (2018)

Ahmad et al. (2016)

Qian et al. (2015)

He et al. (2015)
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