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Abstract

Cognitive radio is an emerging technology that is considered to be an evolution for software
device radio in which cognition and decision-making components are included. The main
function of cognitive radio is to exploit “spectrum holes” or “white spaces” to address the
challenge of the low utilization of radio resources. Dynamic spectrum allocation, whose
significant functions are to ensure that cognitive users access the available frequency and
bandwidth to communicate in an opportunistic manner and to minimize the interference
between primary and secondary users, is a key mechanism in cognitive radio networks.
Reinforcement learning, which rapidly analyzes the amount of data in a model-free manner,
dramatically facilitates the performance of dynamic spectrum allocation in real application
scenarios. This paper presents a survey on the state-of-the-art spectrum allocation algorithms
based on reinforcement learning techniques in cognitive radio networks. The advantages and
disadvantages of each algorithm are analyzed in their specific practical application scenarios.
Finally, we discuss open issues in dynamic spectrum allocation that can be topics of future
research.
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1 Introduction

The concept of cognitive radio (CR) was first proposed by Mitola and Maguire (1999) and
[ii (2000) to exploit unused portions of the spectrum. He stated that CR can utilize intel-
ligent computing of wireless personal digital devices and related networks to detect users’
communication requirements. According to the definition given by the Federal Communi-
cations Commission (FCC) (Iii 2000), CR is capable of interacting with the communication
environment and changing its own transmission parameters based on interactive information.

In a time-varying environment, a good framework for adaptive network configuration
based on CR should address the following issues (Wang et al. 2016):

(1) How to properly configure the transmission parameters when the network model and
environmental observability are limited?

(2) How to coordinate the distribution of transmission equipment with limited resources?

(3) How to ensure the convergence of the network under the condition of conflict between
transmission equipment?

Dynamic spectrum allocation (DSA), which is defined as a technique for determining the
optimal mapping between the available licensed channels and cognitive radios to achieve
optimal performance, is one of the basic mechanisms to control interference in cognitive
radio networks (CRNs) (Ahmed et al. 2014). The objectives of DSA in CRNs are:

(1) To assign the available channels to cognitive users to achieve efficient spectrum utiliza-
tion.

(2) To reduce the interference among cognitive users.

(3) To minimize the interference between licensed users and cognitive users.

In recent years, researchers have systematically studied and published reviews on spectrum
allocation (SA) concerning the technical aspects of CR (Ahmed et al. 2014; Marinho and
Monteiro 2012; Tragos et al. 2013; Bkassiny et al. 2013; Zhang et al. 2013; Ahmad et al.
2015; Wang et al. 2016; Yau et al. 2012; Al-Rawi et al. 2015). Interestingly, more and
more researchers have recently proposed a number of different approaches, such as game
theory (Yang et al. 2010), fuzzy logic (Le and Ly 2008), graph theory (Zhao et al. 2008;
Chen et al. 2011), linear or non-linear programming (Shu and Krunz 2010; Ru et al. 2017;
Salameh 2011), heuristics (Yu et al. 2010), markov random field (Anifantis et al. 2012) and
evolutionary algorithms (Cheng and Jiang 2011), to solve specific problems and especially
to explore the application of reinforcement learning (RL) in SA (Fig. 1).

The RL technique is a major category of machine learning that enables agents without
any experience to continuously learn by trial-and-error and to maximize the reward function
or obtain the optimal strategy. There ave been several practical applications of RL, including
Atari, AlphaGo and AlphaZero.

RL can be used to solve large-scale (having large state and action spaces) problems with
complex Markov decision process (MDP). Two main features of RL are:

Trial-and-error The early RL technology was a typical trial-and-error learning system, in
which agents implement actions to explore the environment without any prior knowledge.
During the trial-and-error process, the key technical issue is the balance between exploration
and development. The representative and groundbreaking model-free RL algorithms are
temporal difference (TD) learning and Q-learning (Sutton and Barto 1998). Current RL
methodology developed from these algorithms.

Delayed rewards Feedback signals are received by the agents from the environment after
taking actions. RL tasks can be categorized into two types according to whether the decision-
making tasks are sequential (Qadir 2016). Non-sequential tasks emphasize the consideration
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Fig.1 Taxonomy of SA problems

of current rewards. In other words, the goal is to maximize the rewards from state to action
immediately. By contrast, sequential tasks are more challenging and aim to maximize the
long-term rewards from a series of actions.

There are some advantages of RL for SA (Wang et al. 2016):

(1) Effective monitoring of the real-time dynamic environment in a friendly manner.

(2) Continuous learning of new knowledge to adapt to various extreme environments.

(3) Easy simulation of a complex environment that is difficult to model accurately.

(4) Access to important data and information that are difficult to find and improved DSA
performance.

(5) Promotion of breakthroughs in heterogeneous networks of information exchange to
improve network performance.

In contrast to the previously mentioned surveys, our investigation focuses on different RL
methods in SA.

2 System model

Clearly, the proposed algorithms are designed to solve specific problems [such as throughput
and signal-to-interference-plus-noise ratio (SINR)] in SA. Various methods, including esti-
mation technique, game theory, evolutionary computation, fuzzy logic, MDP, pricing theory,
theory of social science and RL, have been applied to build all types of mathematical models
of SA (Li et al. 2010). Our review focuses on the research and application of RL in SA.

@ Springer



496 Y.Wang et al.

Therefore, RL is not only the method used to construct the models but also the solution to
various challenges.

SA technology can be divided into different categories according to various standards.
Considering the method of access to spectrum resources, the technology can generally be
classified as spectrum underlay or spectrum overlay. The network topology structure can
be divided into two types: distributed and centralized spectrum allocation. Furthermore, the
cooperation mode can be classified as non-cooperative or cooperative spectrum allocation
(Zhao and Sadler 2007).

(1) Spectrum underlay and spectrum overlay

Spectrum resource sharing between licensed users and cognitive users can be divided into
two types: spectrum underlay and spectrum overlay. Cognitive users have different restrictions
in the SA process; therefore, there are two different types of spectrum resource sharing.

Spectrum underlay Ultra-wide band (UWB) is generally used as a spread spectrum tech-
nology from which cognitive users can access and use the same frequency spectrum as that
of licensed users. Therefore, the frequency can be covered completely.

Spectrum overlay The spectrum resources may be accessed opportunistically by cognitive
users in the absence of licensed users. Moreover, if licensed users occupy their own spectrum
bandwidth, cognitive users should trade off immediately.

(2) Distributed and centralized spectrum allocation

Distributed spectrum allocation Each cognitive user needs to detect whether there are
licensed users in the real-time environment. Then, they detect the information according to
the cooperation between cognitive users and implement SA in combination with the strategy
of spectrum resource sharing.

Centralized spectrum allocation The central controller coordinates and manages cognitive
users. Therefore, the central controller can allocate idle spectrum to cognitive users (Hossain
and Bhargava 2007).

(3) Non-cooperative and cooperative spectrum allocation

Non-cooperative spectrum allocation The pattern of non-cooperative allocation of spec-
trum resources can be described as follows. A single cognitive user observes the surrounding
environment and then makes spectrum decisions, which do not recognize the mutual infor-
mation exchange between users.

Cooperative spectrum allocation Cooperative spectrum resource allocation can occur not
only between cognitive users and licensed users but also between cognitive users. Efficient
sharing of spectrum resources is achieved through information exchange; thus, it can increase
the utilization of spectrum resources and avoid interference throughout the whole system.

Nie and Haykin (1997) are the pioneers in applying RL to SA problems. In this paper,
the authors developed a mathematical model for DSA problems based on the Q-learning
algorithm, which is the best-known algorithm among RL techniques. Here, we present a
brief description because all types of RL methods are developed based on this model.

Nie and Haykin (1997) regarded the mobile communication system as a discrete-time
event system. To take advantage of the learning scheme, it is necessary to develop the DSA
as a dynamic programming problem or, equivalently, to determine the system state x, the
behavior a, the related cost r, and the next state y.

State It is assumed that there are N cells and M available channels in the mobile communi-

cation system. x; = (i, A(7)); is the definition of the state x; attime r, wherei € {1,2, ..., N}
is called the cell index, indicating that a call arrival event or departure event occurs for cell i.
A(i) € {1,2,..., M} represents the number of available channels in cell i at time 7, which

depends on the channel usage in cell i and its interfering cells 7 (i). To obtain A(i), the chan-
nel state of cell g is defined as an M-dimensional vector with each component u,; defined
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as
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1, if channel kisinusein cell q
Ugk = .
0, otherwise

whereg =1,2,..., N, k=1,2,..., M.
Furthermore, an available vector s, = {0, 1}M is formed as Sq € (5415 Sq15 -+ -5 Sgm), With
each component sy, defined as

(@)

0, if channel kis available for usein cell q
Y =
ak 1, otherwise

whereg =1,2,..., N, k=1,2,..., M.

‘We know that the channel state of cell i and its interfering cells j € I (i) and the availability
vector s; can easily be constructed. The corresponding elements are s;x = max{ugilq €
IG)), k =1,2,...,M,I() = I(i) Ui. From sj, it is easy to obtain A(i) = Y1", Sk,
where 5; is the logical negation of s;.

Actions Action a is defined by assigning a channel £ from the available channel A(i) to
the current call request in cell 7, thatis,a =k, k € {1,2,..., M} and s;; = O.

Cost Costr(x, a) is used to represent the immediate cost of taking action a in state x, that
is, r(x, k) = ny(k)r1 + na(k)ry + n3(k)r3, where ny(k) is the number of compact cells in
reference to cell i in which channel k is being used. n; (k) is the number of cochannel cells,
and n3 (k) is the number of other cochannel cells currently using channel k.

Many methods can be used to define the cost function depending on which parameters
are the main consideration.

Next state State transitions from x; to x,4 are determined by two random events (call
arrivals and call departures).

3 RL-based SA algorithms

3.1 Q-learning based SA algorithms

Among RL techniques, the Q-learning algorithm is the most widely used. The algorithm
constantly updates the values in the Q table that represent states and then determines how to
select an action according to the current state. Q-learning is an off-policy algorithm because
the Q table updates values based not only on current experience but also according to past or
even others’ experience.

Lv et al. (2013) proposed an algorithm based on Q-learning to improve the performance
of DSA. Because of the characteristics of the Q-learning search strategy, cognitive users
do not always choose the channel with the largest values but instead select another channel
with a given probability to explore the environment for the optimal long-term rewards. The
algorithm not only achieves the autonomy of channel and power allocation but also improves
the data throughput and channel efficiency.

Yang and Grace (2011) presented a random picking distributed SA scheme exploiting
RL in multicast terrestrial communication systems that can significantly improve the power
adjustment by limiting the reassignment and dropping rates. However, this improvement is
achieved at the expense of a higher blocking rate.

Alsarhan and Agarwal (2011) derived a resource assignment scheme to help primary
users (PUs) optimally allocate the offered spectrum among different classes of secondary
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users (SUs) while maximizing the PUs’ rewards. The Q-learning algorithm is utilized to
extract the optimal control policy and to manage the spectrum dynamically. The cognitive
wireless mesh network is able to support the additional SUs’ traffic while guaranteeing the
PUs’ QoS.

The radio recourse management problem in public femtocell networks has been fully
studied in Li et al. (2011). Using an ingenious resource allocation technique, that is, the
Q-learning based algorithm, multiple femtocells can be configured optimally in real time.

In Teng et al. (2010), an auction-based Q-learning (QL-BA) algorithm was proposed for
a primary user (PU) and multiuser (OPMS) scenario. The PUs in the model know all the
information of the SUs, but the SUs know only their own information. The PUs and SUs can
transmit information through the public channel. The packet loss rate, allocation efficiency
and transmission rate performance are greatly improved.

However, in Teng et al. (2010), the learning strategies of primary and secondary users are
the same, which is not fair for SUs who know only their own information. Therefore, in Teng
et al. (2013), a Q-learning algorithm based on a double auction (QL-DA) is proposed. This
algorithm reflects the users’ selfishness in practical applications.

3.2 Improved Q-learning-based SA algorithms

Although Q-learning has been applied to SA, the common problem with this algorithm
is that it involves careless consideration of the exact information and channel transmis-
sion conditions of user behavior. Considering the coexistence of sensor nodes and other
wireless functional devices that may share the spectrum, Faganello et al. (2013) developed
three improved Q-learning algorithms for SA in distributed dynamic industrial CRNs. The
first algorithm, called Q-learning+, uses accurate channel occupancy information to learn to
improve the channel allocation decisions. The second algorithm, named Q-noise, evaluates
channel transmission conditions by analyzing the signal-to-noise ratio. The third algorithm,
Q-Noise+, integrates Q-learning+ and Q-noise into a single framework to consider both accu-
rate channel occupancy information and channel transmission conditions. Experiments show
that the performance of the three algorithms is improved compared with that of the traditional
Q-learning algorithms. However, the improved algorithms require accurate channel-specific
information and therefore increase the overhead of the channels.

Feng et al. (2009) proposed a heterogeneous network self-optimization algorithm (HNSA)
that achieved self-optimization of a dynamic network based on an enhanced Q-learning
method. This algorithm regards the intelligent self-optimizing controller (ISOC) of each radio
access network as an independent agent to transform the adaptation problem in the reconfig-
urable systems into a multiagent RL problem. This method reduces the system blocking rate
and the complexity in DSA.

Focusing on 5G mobile communications, an anti-jamming MIMO NOMA power alloca-
tion and downlink transmission scheme was proposed in Xiao et al. (2017). Without knowing
the channel and jamming environment, the NOMA system is modeled as a zero-sum game
in which two mechanisms are built innovatively. On one hand, the Dyna Architecture, which
can be regarded as constructing an experience replay, accelerates the speed of obtaining the
optimal strategy. On the other hand, the hotbooting technique, which uses a fast Q-learning
algorithm to obtain the initialization value, improves the convergence compared to that of
the zero initialization. As a result, the system performance is greatly improved.

The algorithms described thus far are all Q-learning algorithms or their variants, that is,
minor improvements made to Q-learning algorithms. Therefore, we present a simple summary
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in Table 1. In the following sections, we will describe the various algorithms proposed for
the combination of RL and other methodologies.

3.3 Deep Q-networks-based SA algorithms

In recent years, neural networks have received considerable attention. Mnih et al. (2013)
combined the advantages of Q-learning with neural networks and proposed deep Q-networks
(DQN) in 2013. The biggest advantage of DQN is the use of neural networks, rather than Q
table, to estimate the state values, in which all states and actions must be stored. Facing a
large amount of data, DQN can overcome the limitations of computer hardware and greatly
improve data access and update speed.

However, before Mnih et al. (2013), an algorithm similar to DQN was proposed and suc-
cessfully applied in DSA (Yi and Hong 2012). The algorithm replaces the Q table with a
multilayer forward-propagation neural network by combining Q-learning and back propaga-
tion, which reduces the external signal interference and improves the network performance.
The prerequisite for application is that the historical activity of the PU is not included in
channel selection, and each node must be accessed to exchange information on the available
channel. Thus, this method increases the communication overhead.

Han et al. (2017) presented a two-dimensional anti-jamming communication scheme. In
the absence of an interference model and radio channel model, an SU can avoid the heavy
interference region and select the frequency hopping pattern by using the DQN algorithm.
Specifically, SUs use Q-learning to obtain an optimal anti-jamming communication strategy
and a deep convolutional neural network to accelerate the learning speed. The results show that
the proposed method achieves a faster convergence rate, higher SINR, lower anti-interference
cost and better performance of SUs against cooperative jammers compared with those of Q-
learning alone.

3.4 On-policy RL-based SA algorithms

The Q-learning algorithms mentioned above are off-policy algorithms. In other words, the
next state and action are uncertain when the algorithm is updated. By contrast, the most rep-
resentative on-policy algorithm is the state-action-reward-state-action (SARSA) algorithm
(Sutton and Barto 1998). The SARSA algorithm represent the whole cycle in a path. The
next state and action are the state and action it actually takes and updates when the algorithm
has been identified. If Q-learning is a greedy and brave algorithm, SARSA is a relatively
conservative and timid algorithm. Because the SARSA algorithm is more sensitive to trial-
and-error rate, in practical applications, if the damage is a major consideration, the SARSA
algorithm can achieve better performance during training.

It is impossible to obtain an accurate MDP model for actual complex situations. Lilith and
Dogancay (2005) used the readily available local environment information for learning users.
Reducing the state space leads to reduced memory requirements and cost without significant
performance loss. In addition, a simplified SARSA algorithm for spectrum redistribution
using only local information was simulated. The new call and switching blocking probability
is almost the same as the simplified SARSA using system-level incentive information, which
indicates the feasibility of the distributed RL method.
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Fig.2 Relationship among ACLA, TD-based learning and LA-based learning

3.5 Policy-gradient-based SA algorithms

In contrast to the value-iteration algorithms of Q-learning and SARSA, the policy gradient
algorithm is based on policy iterations. Its output is not the value of the action but the specific
action, which can be selected on a continuously distributed action.

To solve the problem of DSA in CRNs, SUs’ channel access process was built as a
restricted partially observable Markov decision process (POMDP) in Levorato et al. (2012).
In the restricted POMDP, the reward function is used to collect SUs’ instantaneous rewards,
and the cost function reflects the instantaneous cost of the PU due to channel interference
from SUs. By using the Lagrangian multiplier method to convert the original constrained
POMDP into an unconstrained POMDP, the learning algorithm based on the policy gradient
gains the local optimal strategy.

In Tanwongvarl and Chantaraskul (2015), the authors migrated the true policy gradient
algorithm, POMDP algorithm and episodic-reinforcement algorithm to a cognitive radio
awareness network. The experimental results show that the true policy gradient algorithm is
superior to the other two algorithms in terms of accuracy and data end-to-end delay perfor-
mance.

Most RL algorithms are applied to discrete random problems, such as the usage of indus-
trial scientific medical (ISM) band spectrum. Observation of the channel environment can
determine the system environment limits and possible criteria. The next step is to calculate all
possible solutions based on MDP, which analyzes the behavior of the parameters for future
predictions before setting the final parameters. In short, the learning process is the most
appropriate strategy for the current environment. The system then sets the initial channel
as the current channel that the sensor network is using to calculate the next corresponding
channel based on the obtained policy.

3.6 Actor-critic learning-automata-based SA algorithms

This learning algorithm, similar to Q-learning, is called the critic-only algorithm because of
the power-based iterations and the lack of an explicit policy function. However, it is difficult
for a critic-only algorithm to converge. The gradient learning algorithm based on learning
automata (LA) allows the subject to directly learn a fixed randomization strategy, so LA
can be considered to be an actor-only algorithm that does not use any form of stored value
functions. This method provides a new algorithm, the actor-critic LA (ACLA) algorithm,
which is based on the iterative algorithm, to study the state (action) value of MDP and the
policy based on the LA algorithm (Fig. 2). The advantage of the algorithm is that it can
perform updates in a single step, making it faster than the traditional policy gradient.
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Fig.3 Interaction of the secondary user with the environment and the applied actor-critic structure (Berthold
et al. 2008)

In Berthold et al. (2008), the authors proposed a multiband cognitive radio spectrum
detection algorithm based on actor-critic LA. The structure of the algorithm (Fig. 3) was
developed in by integrating a cross-layer optimization framework, and it is applicable to
environments with dynamic spectrum resource availability.

We summarize the above methods in Table 2.

4 Challenges and open issues

In the previous sections, we presented an overview and a brief description of the proposed
RL algorithms. Nevertheless, several open issues remain.
CRN problems

(1) Operating frequency For SA problems, the operating frequency is one of the most
important parameters or indicators. The most notable feature of cognitive users is that
they can change their operating frequency to another available operating frequency
based on their location or the signal quality (such as whether the PU is busy). In other
words, SUs can switch to the most suitable frequency. This characteristic needs to be
considered.

(2) Transmission power Transmission power is another important indicator in SA. High
transmission powers of SUs are undesirable because they rapidly deplete the SUs’ bat-
tery and cause more interference between the SUs and PU. To this end, the dynamic
transmission power is configured within the allowable power range. The power control
should also consider the actual channel conditions and the QoS requirements of the
ongoing SUs. Under the power control, the transmission power is reduced to an accept-
able minimum. Accordingly, the corresponding interference is reduced, which allows
more users to share the available spectrum.

(3) Channel model Most of the proposed SA algorithms use a Rayleigh fading chan-
nel model, and few consider other models (such as the Nakagamim channel model).
The existing algorithms should be tested for different channel models, and new algo-
rithms should be proposed. For different application scenarios, CR entity communication
affects the characteristics of wireless channels, whether urban or rural, indoor or out-
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door. Changing the adopted channel model will affect the analysis and the optimality
of the algorithm performance.

(4) Research on distributed and mobile scenarios The research on distributed resource
allocation for bottom-level CRNs is limited compared to that on centralized algorithms.
For increasingly complex communication systems, distributed solutions will have to
prevail to satisfy user mobility and high QoS standards. Therefore, research in this area
is useful and encouraging.

(5) Experimental testbeds It is important to test these techniques in practical environments
to effectively evaluate the performance of CRN technology. CR testbeds provide an
effective way for researchers to accurately evaluate their results in real situations. A
good simulation environment not only enhances the efficiency of the study but also
substantially reduces costs. This problem has not been widely considered in the existing
literature on underlying CRNs, as existing simulators lack a sophisticated CR module.

Reinforcement learning problems

(1) Seamless integration of RL and other approaches: Most of the above works consider
only RL algorithms to solve radio resource management problems. To achieve better resource
allocation or more flexible solutions, the advantages of RL. models and other alternatives (such
as Markov chains, auction models, and genetic algorithms) can be combined. For example,
game-based analysis applies only to the agent’s learning dynamics, while environmental
dynamics are not explicitly considered (Busoniu et al. 2008). Therefore, it is promising to
solve challenging problems by combining multiple state-of-the-art algorithms, such as the
combination of RL and game theory.

(2) Improve the applicability DSA not only involves finding the central frequency but
also selecting the frequency and optimal bandwidth the SU needs to access in a flexible and
real-time manner. Some emerging RL algorithms have not been applied in CRNs and remain
an open area for future research. Furthermore, although Teng et al. (2013) proposed an RL
algorithm for the participation of selfish users in SA learning schemes, the challenge of how
they can benefit from cooperation with other SUs is worth further investigation.

(3) Consider large-scale and dense allocation At present, many RL algorithms are only
applied to some single DSA problems. However, the state and action space in reality is large-
scale and continuous, so the current methods are not applicable. Therefore, to strengthen
the methods to solve various practical problems, further research is required to improve
the generalizability of the current algorithms. For example, in practical scenarios, cognitive
users are large scale, and it is impractical to use traditional Q-learning with a Q table to store
information.Therefore, we can combine neural networks with RL to enhance the ability to
handle large amounts of data.

5 Conclusion

DSA is akey design issue for cognitive radio technology. In this paper, we classify the existing
RL algorithms in CRNs by presenting a thematic taxonomy and a survey of state-of-the-art
SA algorithms. There are six components, including Q-learning, improved Q-learning, deep
Q-networks, on-policy RL, policy gradient and actor-critic learning automata. The critical
aspects of the current SA algorithms are also analyzed to determine their strengths and
weaknesses. Finally, we discuss several open issues and challenges that have not been fully
investigated and that could be the basis for future work in this area.
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