
Artif Intell Rev (2019) 52:1739–1779
https://doi.org/10.1007/s10462-017-9581-3

A survey of feature selection methods for Gaussian
mixture models and hidden Markov models

Stephen Adams1 · Peter A. Beling1

Published online: 25 September 2017
© Springer Science+Business Media B.V. 2017

Abstract Feature selection is the process of reducing the number of collected features to
a relevant subset of features and is often used to combat the curse of dimensionality. This
paper provides a review of the literature on feature selection techniques specifically designed
for Gaussian mixture models (GMMs) and hidden Markov models (HMMs), two common
parametric latent variable models. The primary contribution of this work is the collection and
grouping of feature selection methods specifically designed for GMMs and for HMMs. An
additional contribution lies in outlining the connections between these two groups of feature
selectionmethods. Often, feature selectionmethods for GMMs andHMMs are treated as sep-
arate topics. In this survey, we propose that methods developed for one model can be adapted
to the other model. Further, we find that the number of feature selection methods for GMMs
outweighs the number of methods for HMMs and that the proportion of methods for HMMs
that require supervised data is larger than the proportion of GMMmethods that require super-
vised data. We conclude that further research into unsupervised feature selection methods
for HMMs is required and that established methods for GMMs could be adapted to HMMs.
It should be noted that feature selection can also be referred to as dimensionality reduction,
variable selection, attribute selection, and variable subset reduction. In this paper, we make
a distinction between dimensionality reduction and feature selection. Dimensionality reduc-
tion, which we do not consider, is any process that reduces the number of features used in a
model and can include methods that transform features in order to reduce the dimensionality.
Feature selection, by contrast, is a specific form of dimensionality reduction that eliminates
feature as inputs into the model. The primary difference is that dimensionality reduction can
still require the collection of all the data sources in order to transform and reduce the feature
set, while feature selection eliminates the need to collect the irrelevant data sources.
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1 Introduction

Gaussian mixture models (GMMs) and hidden Markov models (HMMs) are two common
parametric latent variable models. GMMs are often used for clustering or modeling multi-
modal data. HMMs, on the other hand, are often used for modeling time series data. However,
both of these models have similar traits in that the distribution of the observed or collected
data is dependent upon a hidden or latent random variable. In the case of GMMs, the latent
variables are independent and identically distributed, while the latent variable corresponding
to a specific observation for an HMM is dependent upon the previous latent variable in the
sequence. The successful application of GMMs and HMMs, domains ranging from speech
recognition to financial data analytics, has led to a corresponding explosion in the amount
and variety of data being collected for analysis using these methods. This growth in data is
not limited to the number of observations but extends to the type of information collected or
features.

Generally, themore information that can be observed the better amachine learningmethod
will perform. However, there are a broad set of issues, collectively known as the curse
of dimensionality, associated with high-dimensional data. Training times and algorithmic
complexity, storage space requirements, and the noise in data sets all may scale poorly with
the number of features. Many pattern recognition and machine learning techniques have
trouble dealing with a large number of irrelevant features. Both GMMs and HMMs can
handle high-dimensional data. However, increasing the dimensionality of the data, or adding
more features to the data set, can decrease the accuracy of a model by introducing noise,
a phenomenon known as peaking (Jain et al. 2000). Further, the number of observations
needed to accurately train a model increases with the number of dimensions or features due
to class conditional sparsity.

Feature selection is the process of reducing the number of collected features to a relevant
subset of features and is often used to combat the curse of dimensionality. Feature selec-
tion can increase the performance of models by eliminating noise in the data, increase the
training and prediction speed of the model, improve model interpretation, decrease the risk
of overfitting, and decrease the cost of a system by eliminating the need to collect certain
features. Feature selection has been widely studied in multiple fields and for various models
(Dash and Liu 1997; Guyon and Elisseeff 2003; Liu and Yu 2005). For example, in the field
of bioinformatics where high-dimensional data is prevalent, feature selection has become a
prerequisite for constructing mathematical models (Saeys et al. 2007). There is a clear and
growing need for feature selection methods as the complexity of collected data grows. In
2003, at the dawn of the big data age, Guyon and Elisseeff (2003) wrote a review of feature
selection techniques and stated that most of the papers they cite deal with hundreds to tens of
thousands of features. The number of features available in most domains has surely grown
since then as a result of themany successful applications of artificial intelligence andmachine
learning and in correspondence with the capabilities of systems and sensors for collecting
contextual and transactional data.

Extensive research has been performed on feature selection for clustering and the specific
case of GMMs. However, the work on feature selection for HMMs is limited. In this paper,
we survey and review the literature on feature selection techniques specifically designed
for GMMs and HMMs. We cover both GMMs and HMMs because of the similar nature of
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these two models and that techniques designed for one can often be applied to the other.
General feature selection techniques can be applied to these models. However, there are
two challenges that must be considered when selecting a feature selection technique to be
used with these models. First, both GMMs and HMMs are latent variable models, and the
latent variables might not be available in the collected data set. Therefore, an unsupervised
feature selection technique (Dy 2008), which can estimate the set of relevant features without
knowledge about the latent variables, could be required. Second, if unsupervised methods are
used for feature selection, they are often iterative and highly computational. Feature selection
can be a highly computational process when all the information is known, and this trait often
limits the feature selection process in application. Therefore, a highly computational feature
selection technique is often undesirable. Feature selection methods developed specifically
for GMMs and HMMs often take into account these challenges. Further, the specific feature
selection techniques often outperform general techniques that can be applied to any type of
model.

Given the vast amount of general feature selection methods and the large number of meth-
ods specific to GMMs and HMMs, a survey of the feature selection methods for these models
is needed. The primary contribution of this work is the collection and grouping of feature
selection methods specifically designed for GMMs and for HMMs. An additional contribu-
tion lies in outlining the connections between these two groups of feature selection methods.
Often, feature selection methods for GMMs and HMMs are treated as separate topics. In this
survey, we propose that methods developed for one model can be adapted to the other model.
For example, the feature saliency feature selection technique was originally developed for
GMMs but was later extended to HMMs. Further, this survey finds that the number of feature
selection methods for GMMs outweighs the number of methods for HMMs and that the
proportion of methods for HMMs that require supervised data is larger than the proportion
of GMMmethods that require supervised data. We conclude that further research into unsu-
pervised feature selection methods for HMMs is required and that established methods for
GMMs could be adapted to HMMs.

In this survey, we primarily focus on Gaussian mixture models and HMMs that have
a Gaussian observation distribution. Other distributions, such as the gamma distribution
or the Student’s t-distribution, could be used in place of the Gaussian for both models.
Further, HMMs are oftenmodeledwith discrete observations and non-parametric observation
distributions. Our review of the literature on feature selection techniques for these models
reflects the popularity of the Gaussian distribution. However, we believe that most of the
methods discussed in this review could be easily extended to models with non-Gaussian
distributions.

Feature selection can also be referred to as dimensionality reduction, variable selection,
attribute selection, and variable subset reduction. In this paper, we would like to make a
distinction between dimensionality reduction and feature selection. Dimensionality reduction
is any process that reduces the number of features used in a model and can include methods
that transform features in order to reduce the dimensionality. Feature selection is a specific
form of dimensionality reduction that eliminates feature as inputs into themodel. The primary
difference is that dimensionality reduction can still require the collection of all the data sources
in order to transform and reduce the feature set, while feature selection eliminates the need
to collect the irrelevant data sources. Principal component analysis (PCA) is an example of
dimensionality reduction that we do not consider feature selection.

This paper is organized as follows. Section 2 outlines GMMs and HMMs. Section 3
describes feature selection and general feature selection methods. Section 4 describes the
feature selection methods specific to GMMs, and Sect. 5 describes the feature selection
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Fig. 1 Graphical model of a
GMM
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methods specific to HMMs. Finally, Sect. 6 concludes with a discussion and outlines needed
research areas.

2 Gaussian mixture models and hidden Markov models

In this section, we review the technical aspects of GMMs and HMMs. GMMs are used for
clustering unsupervised data and detect hidden structure among the individual data points.
Clustering algorithms are often divided into two types: distance-based and model-based. The
former method clusters data using a distance metric while the latter fits a predefined model
to the data. GMMs are a model-based clustering approach that assumes each cluster has a
multivariate normal distribution. The cluster assignment is considered a random variable.
Model-based clustering offers the advantage of a framework for assessing the number of
clusters and the significance of each variable in the clustering process (Maugis et al. 2009a).

Similar to GMMs, HMMs are probabilistic models consisting of two sets of correlated
random variables. The first set is a hidden state sequences X , which is modeled as a Markov
chain. The second set consists of the observations or emissions Y , which are modeled with
state-conditional distributions. The emission distribution is often represented by a Gaussian
distribution; but it can take on any parametric or non-parametric distribution and be either
continuous or discrete. These models are widely applied in finance, speech recognition,
medicine, activity recognition, andmanufacturing. In some cases, the observations forHMMs
are modeled as GMMs.

2.1 GMMs

GMMs are parametric models used for clustering data. Given N observations and I mixtures,
let X = {x1, . . . , xN } represent the observation’s cluster or mixture assignment random
variable. Let Y = {y1, . . . , yN } represent themultivariate data where yln is the lth component
of the nth observation. Specifically for GMMs, we assume that each mixture emits the data
from a multivariate GaussianN (yn |µi ,Σi ), where µi is the mixture dependent mean vector
andΣi is themixture dependent covariancematrix.Agraphicalmodel for aGMMisdisplayed
in Fig. 1. The likelihood of observing the data given the model is

P(Y |Λ) =
N∏

n=1

I∑

i=1

πiN (yn |µi ,Σi ), (1)

whereπi = P(x = i) andΛ is the set ofmodel parameters {π1, . . . , πI ,µ1, . . . ,µI ,Σ1, . . . ,

ΣI }. If the covariance matrix is diagonal, which represents the assumption that each feature
is independent, the likelihood can be rewritten as
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P(Y |Λ) =
N∏

n=1

I∑

i=1

πi

L∏

l=1

N (yln |μil , σ
2
il), (2)

where σ 2
il is the variance of the lth feature of the i th mixture.

Let xin indicate if the nth observation belongs to the i th cluster, i.e xin = 1 if xn = i and
xin = 0 otherwise. Using this indicator, the joint probability of the mixture random variable
X and the observations Y can be written as

P(X, Y |Λ) =
N∏

n=1

I∏

i=1

[πiN (yn |µi ,Σi )]xin . (3)

In many cases, the expectation-maximization (EM) algorithm is used to solve for the
parameters in the model (Bilmes 1998). In the E-step, calculate the probability that each
observation belongs to the i th mixture using

P(xn = i |yn,Λ) = πiN (yn |µi ,Σi )∑I
i=1 πiN (yn |µi ,Σi )

. (4)

In the M-step, update the parameter estimates using

πi = 1

N

N∑

n=1

P(xn = i |yn,Λ), (5)

µi =
∑N

n=1 yn P(xn = i |yn,Λ)
∑N

n=1 P(xn = i |yn,Λ)
, (6)

and

Σi =
∑N

n=1 P(xn = i |yn,Λ)(yn − µi )(yn − µi )
T

∑N
n=1 P(xn = i |yn,Λ)

. (7)

There are numerous methods for estimating the parameters of a GMM including varia-
tional Bayesian methods (Corduneanu and Bishop 2001) and Bayesian sampling methods
(Frühwirth-Schnatter 2001; Jasra et al. 2005; Richardson and Green 1997).

2.2 HMMs

HMMs (Rabiner 1989) are parametric models used for representing time series data. Two
sequences of random variables are represented by a joint probability distribution. The hidden
state sequence X = {x1, . . . , xT } is modeled as a Markov chain and follows the Markovian
property that the current state is solely based on the previous state. The Markov chain has
parameters π representing the initial state distribution and ai j representing the transition
probability between state i and j . The transition probabilities are collected into the transition
matrix A. At each time step t , an observable emission Y = {y1, . . . , yT } is generated from a
state dependent distribution. When there are L features, the lth feature is represented by ylt .
For an HMMwith I states, the state dependent distribution is represented by p(yt |xt = i, θ)

where θ represents the parameters of the distribution. The set of all model parameters for
the HMM is represented by Λ = {π, A, θ}. A graphical model for an HMM is displayed in
Fig. 2.
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Fig. 2 Graphical model of an HMM

The joint probability for the state sequence X and the emission sequence Y is given by

P(X, Y |Λ) = πx1 fx1(y1)
T∏

t=2

axt−1,xt fxt (yt ), (8)

where fxt (yt ) is the emission distribution given xt = i . The probability for the emission
sequence can be found by summing Equation (8) over all possible state sequences.

The Baum–Welch algorithm (Bilmes 1998; Rabiner 1989) is the most common algorithm
used for unsupervised parameter estimation and is the EM algorithm applied to HMMs. In
the expectation step, the forward and backward probabilities are calculated

αt (i) = p(y1, y2, . . . , yt , xt = i |Λ), (9)

and

βt (i) = p(yt+1, yt+2, . . . , yT |xt = i,Λ). (10)

These probabilities are used to calculate the posterior probabilities for the state and the
transitions

γt (i) = P(xt = i, |Y,Λ)

= αt (i)βt (i)∑I
i=1 αt (i)βt (i)

,
(11)

and

ξt (i, j) = P(xt = i, xt+1 = j |Y,Λ)

= αt (i)ai j f j (yt+1)βt+1( j)∑I
i=1

∑I
j=1 αt (i)ai j f j (yt+1)βt+1( j)

.
(12)

In the M-step, the Markov chain parameters are updated using

πi = γ1(i), (13)
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and

ai j =
∑T−1

t=1 ξt (i, j)∑T−1
t=1

∑I
j=1 ξt (i, j)

=
∑T−1

t=1 ξt (i, j)∑T−1
t=1 γt (i)

.

(14)

When the emission distribution is assumed to be Gaussian and the features are assumed to
be conditionally independent, the mean μ and standard deviation σ are updated using the
following equations

μil =
∑T

t=1 γt (i)ylt∑T
t=1 γt (i)

, (15)

and

σil =
√√√√

∑T
t=1 γt (i)(ylt − μil)2∑T

t=1 γt (i)
. (16)

Other popular methods for estimating the parameters of an HMM given an observation
sequence include variational Bayes estimation (Chatzis and Kosmopoulos 2011; Ji et al.
2006; McGrory and Titterington 2009; Wei and Li 2011), descent methods (Bagos et al.
2004; Cappé et al. 1998), Bayesian sampling methods such as Markov chain Monte Carlo or
Gibbs sampling (Boys and Henderson 2001; Robert et al. 2000; Rydén 2008; Scott 2002),
and maximum mutual information estimation (Bahl et al. 1986; Merialdo 1988). Online or
incremental learning algorithms for HMMs are surveyed by in Khreich et al. (2012).

The Viterbi algorithm (Rabiner 1989) can be used to predict the most likely state sequence
given an emission sequence. If classes or labels are mapped to the states of an HMM, the
Viterbi algorithm can be used for classification and prediction. Another formulation of a
classification problem using HMM maps a class or label to an individual HMM. In this
formulation, a different HMM is trained for each class. During prediction, the likelihood that
the observed data was generated from each HMM is calculated. The observed sequence is
labeled with the class corresponding to the HMM with the highest likelihood of generating
the observed data.

3 Feature selection literature review

Feature selection is the process of reducing the set of collected featuresL to a subset of relevant
features L′; see Fig. 3 for a visual representation of the feature selection process. Feature
selection is also called variable selection, attribute selection, or feature subset selection.
Feature selection speeds the learning process, improvesmodel interpretation, reduces the risk
of overfitting, and alleviates the effects of the curse of dimensionality. When the feature set is

Fig. 3 Feature selection reduces
the number of collected features
L to a relevant subset of features
L′ L L
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Fig. 4 Two-class example with no relevant features

small, an exhaustive search can be performed. As the number of features grows, this method
becomes impractical, because the number of possible feature subsets grows exponentially.

As an example, suppose that two features can be collected on a two-class problem. Let
the two features be designated by x1 and x2. In Fig. 4, neither feature is relevant. In Fig. 5,
x1 is a relevant feature and x2 is irrelevant. In Fig. 6, both features are relevant, however
only a single feature is needed to distinguish between the two classes. Thus, x1 and x2 are
considered redundant features. Figure 7 shows an example of the two-class problem where
both features are needed to adequately distinguish between classes. A good feature selection
algorithm should be able to identify the single relevant feature in Fig. 5 and select both
features in Fig. 7.

Feature extraction is a separate problem from feature selection. Feature selection iden-
tifies relevant features from a candidate set of features, while feature extraction calculates
new features from a given set. Feature selection does not alter the original features, while
extraction generates new features. Dimensionality reduction is usually applied to extracted
features. Principal component analysis (PCA) (Murphy 2012) is a feature extraction method.
Dimensionality reduction is performed by selecting the first m principal components. This
method differs from feature selection, however, because all input features must still be col-
lected in order to extract the newprincipal components. Conversely, after feature selection has
been performed, the irrelevant features no longer need to be collected. Further, the selected
subset of features can give insight into the process and be interpreted by a domain expert.
However, methods such as PCA reduce the noise in the extracted features, and can provide
more discriminating features than the original raw features. Independent component analysis
(ICA) (Murphy 2012) is another form of feature extraction similar to PCA.

John et al. (1994) and Kohavi and John (1997) outline four definitions for relevant features
that were current in the literature in the mid 1990’s. Using a correlated XOR problem, they
show that different definitions can lead to the selection of different feature subsets, and,
after arguing that definitions of strong and weak relevance are necessary, they provide such.
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Fig. 5 Two-class example with one relevant features

Fig. 6 Two-class example with two relevant redundant features

However, Kohavi and John (1997) go on to show, using an example, that relevant features
are not always included in the optimal feature set and irrelevant features are not always
excluded from the optimal feature set. Blum and Langley (1997) provide definitions of
feature relevance that include a target concept and a measure of complexity of the selected
feature subset. Blum and Langley’s final definition of relevance, which first appeared in
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Fig. 7 Two-class example with two relevant features

Caruana andFreitag (1994), introduces the idea of relevancewith respect to a specific learning
algorithm.

Guyon and Elisseeff (2003) lay out several steps for general feature selection. These are
in the form of questions, and the answers lead to specific actions to be taken or a particular
feature selection method to be used. For example, their fifth question is, “Do you need to
assess features individually?” If the answer is yes, a procedure that ranks features should be
used.

Molina et al. (2002) test and compare 10 feature selection algorithms that require the use
of supervised data. They characterize each algorithm based on search optimization (exploring
the feature space), generation of successors (selecting the next feature to add or subtract from
the proposed feature set), and the evaluation measure. The authors evaluate each algorithm
based on the number of relevant or irrelevant features included in the final feature subset, as
well as the number of redundant features included in the final subset. Their tests demonstrate
that the algorithm that performs the best is highly dependent upon the data, leading to the
conclusion that there is no optimal feature selection algorithm for all data sets.

Feature selection methods can be divided into three groups: filters, wrappers, and embed-
ded methods. Filters assess feature relevance by investigating the feature’s properties. They
address the problems of selecting features and building models independently. Wrappers
assess feature relevance with regard to a specific learning algorithm. In most cases, a model
is built with respect to a subset of features and the model’s performance is evaluated based on
specified criteria. Wrappers then move through the subset space evaluating feature subsets
with regard to the evaluation function. Embedded methods simultaneously select features
and construct models. Figure 8 gives visual displays of each of these methods. There are
numerous feature selection methods that can be applied to any type of model, therefore we
briefly outline and group a selection of popular feature methods that could be applied to
GMMs and HMMs but are not specific to these models.
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Fig. 8 Types of feature selection methods. a The filter F takes as inputs the set of all features L and reduces
it to the relevant subset L′ independent of the model parameters Λ, which are constructed or estimated only
on L′. b The wrapper first selects a subset of features L′ using the a search algorithm S, estimates the model
parameters Λ on L′, and then evaluates L′ the using an evaluation function E. This process continues until a
stopping criterion is met. c The embedded method Em takes the full feature setL and outputs both the reduced
set L′ and the model parameters Λ

3.1 General filters

Filters treat feature selection as a preprocessing step and select features with no regard to
the model, i.e. filters only consider the properties of the collected features and how they
distinguish themselves from one another or how they relate to a target class label. These
methods are generally fast in terms of computation, but can result in feature subsets that do not
yield satisfactory predictive accuracy. Certain types of filters can be applied to unsupervised
data. In addition, filters usually scale well to the number of features. Under certain conditions,
e.g. if supervised data is available, the filters described in this section can be applied to feature
sets before training GMMs or HMMs.

The simplest filtering technique is to select features based on their correlation with the
class or continuous response variable. More complex filters include the FOCUS (Almual-
lim and Dietterich 1991) and Relief (Kira and Rendell 1992) algorithms. Extensions of
Relief (Kononenko 1994; Robnik-Šikonja and Kononenko 2003) can be applied to multi-
class problems and unsupervised data. Feature-similarity feature selection (Mitra et al. 2002)
is an unsupervised filter that groups the k closest features. A single feature from each group
is chosen to represent the group in the reduced feature subset. The idea behind this method
is that features that are similar by some metric are redundant and can be removed with
insignificant change in prediction accuracy. Some filters rank or assign weights to features.
Correlation-based methods (Yu and Liu 2003) rank features based on their association with
a class label. Forman (2003) compares several metrics for ranking features. The evaluation
is specific to text classification, so results may not generalize to all classification problems.
The author concludes that the bi-normal separation metric outperforms other filters on the
chosen data sets.

Bins andDraper (2001) propose using both filters and a traditional wrapper in a three-stage
feature selection method. The first stage removes the irrelevant features using a filter. The
second stage removes the redundant features also using a filter. The first two stages reduce the
number of features to a point where a traditional wrapper can be applied without significant
computational cost. The authors suggest using either forward or backward search depending
on how many features remain after the first two stages.
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3.2 General wrappers

Wrappers test feature subsets given a model and an evaluation function. These methods are
more computationally expensive than filters but take the model into account and often yield
feature subsets with better predictive ability. However, wrappers generally require the use
of supervised data for the evaluation function. In a wrapper approach, data are typically
divided into three groups: training, evaluation, and testing. A model using a subset of the
candidate features is trained on the training set, then evaluated using the evaluation set. The
feature subset is then augmented in some fashion and the process repeated. The feature subset
that optimizes the evaluation function is chosen as the final feature subset and tested on the
withheld testing set. When data are scarce, the evaluation set can be eliminated by evaluating
the feature subset on the training data. However, this can cause a poor generalization error
and increase the likelihood of overfitting to the training data. Cross validation can be used in
the case of small data sets.

Sequential forward search and sequential backward search are two types of exploration
algorithms (John et al. 1994; Kohavi and John 1997). These are considered greedy algo-
rithms, as opposed to an exhaustive search of the feature subsets. Sequential search methods
are often referred to as hill-climbing strategies, because they look for improvement in the
evaluation function. However, a non-exhaustive search cannot guarantee the optimal feature
subset (Cover and Campenhout 1977). Aha and Bankert (1995) compare forward and back-
ward search algorithms to filters. They found that these wrappers, and some of the tested
variants, generally outperform filters on the tested data sets and that backward search does
not significantly outperform forward search as previously claimed by Doak (1992). Another
exploration method, the stepwise search, combines forward and backward sequential search
so that at each step in the algorithm a feature can either be added or removed.When compared
to unidirectional methods and filters, stepwise search algorithms outperform unidirectional
search and some filtering techniques (Caruana and Freitag 1994).

Kohavi and John (1997) propose a best-first-search feature-exploration technique with
compound operators. Compound operators add or remove groups of features, as opposed to
adding or removing a single feature in sequential forward search and sequential backward
search. The branch-and-bound algorithm (Narendra and Fukunaga 1977; Somol et al. 2004)
can yield an optimal feature subset, but requires a monotonic evaluation function that is gen-
erally not practical. Floating-search methods (Pudil et al. 1994a, b) add and remove different
numbers of features to avoid the nested-feature problem. Ng (1998) presents theoretical
bounds on the performance of wrappers and a new search procedure called ORDERED-FS
that only searches over all subsets of the same size to reduce computational cost.

When using wrappers, the choice of an evaluation function greatly affects the outcome of
the method. Dash et al. (2000) compare a consistency measure to distance measures, infor-
mation measures, and dependence measures. The authors argue for a consistency-measure
evaluation function, because it is monotonic and lacks search bias. Obviously, the type of
evaluation function is based on the available data. Functions that require the class label, such
as consistency or accuracy, cannot be implemented in unsupervised learning.

While wrappers can be used to select features for both GMMs and HMMs, there are two
primary drawbacks to these methods both having to do with the unsupervised data. First, the
wrapper will need to use an unsupervised evaluation metric. In unsupervised feature selec-
tion, these metrics often trade off the likelihood the model fits the data with the number of
parameters or features included in the model. These metrics can be inaccurate and uninfor-
mative for feature selection. Second, the computation required for the search procedure is
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amplified due to the fact that unsupervised learning techniques for GMMs and HMMs are
often iterative and computationally expensive.

3.3 General embedded techniques

Embedded techniques simultaneously select features and construct models. Therefore, these
techniques have the wrapper’s advantage of selecting feature subsets with respect to a spe-
cific learning algorithm, and the filter’s advantage of being more computationally efficient
than wrappers. Classification and regression trees (CART) (Murphy 2012) are one example
of an embedded feature selection method. CART recursively divides the feature space to
create a classification model. Irrelevant features will not be selected for inclusion in the tree.
Daelemans et al. (2003) show that jointly selecting features and optimizing model param-
eters in a natural-language-processing context outperforms optimizing the two processes
separately.

While the number of general embedded feature selection techniques discussed in this
section is limited, there are numerous embedded techniques for GMMs and HMMs that will
be discussed in the following sections.

4 Feature selection for GMM literature review

Feature selection methods specific to GMMs are discussed in this section. It begins with an
overview of the research that uses some form of feature selection with GMMs in an applied
setting. Later in the section, filters, wrappers, and embedded techniques specifically designed
for GMMs are outlined. Table 1 lists the feature selection methods for GMMs discussed in
this section.

Ribeiro and Santos-Victor (2005) combine several types of feature selection methods in
an application of feature selection to human activity recognition from video. The authors do
not propose a new feature selection technique but rather test four different methods with the
ultimate goal of finding the best subset for their application. They limit their search by using
methods with a predefined number of features. The four methods are a brute search (testing
all possible combinations of subsets contain the preselected number of features), a lite search
(grouping the individual features with the best predictive ability into a single subset), a lite-
lite search (similar to the lite search but ranking features), and the Relief algorithm. In their
testing, they look for feature subsets of only 1, 2, or 3 features, thus limiting the computation.
They find that the brute searchmethod with 3 features yields the highest recognition accuracy
on the tested data.

In another applied setting, Godino-Llorente et al. (2006) use two feature selectionmethods
to select features derived from mel frequency cepstral coefficients in a voice impairment
assessment tool. The two methods, F-ratio and Fisher’s discriminant ratio, both compare
metrics derived from class assignments. Therefore, observations must be classified using the
learned model or supervised data must be provided to utilize the techniques proposed in this
study. The work of Godino-Llorente, Gomez-Vilda, and Blanco-Velasco is included in this
review to present another application of feature selection when GMMs are used to model
data.

Kerroumet al. (2010) propose a feature selectionmethod for classification that usesGMMs
but is not specifically designed for selecting features for a GMM. This method is a wrapper
that employs mutual information as the evaluation function. GMMs are used to model the
data during feature selection but, in the end, the selected features are fed to a standard
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Table 1 Feature selection methods for Gaussian mixture models

Filters Wrappers Embedded

Krishnan et al. (1996) Dy and Brodley (2004) Pan and Shen (2007)

Raftery and Dean (2006) Pan et al. (2006)*

Maugis et al. (2009a) Wang and Zhu (2008)

Maugis et al. (2009b) Xie et al. (2008b)

Galimberti et al. (2017) Bhattacharya and McNicholas (2014)

Scrucca (2016) Guo et al. (2010)

Marbac and Sedki (2017) Xie et al. (2008a)

Zeng and Cheung (2009) Zhou et al. (2009)

Liu et al. (2002) Xie et al. (2010)

Galimberti et al. (2009)

Maugis and Michel (2011)

Bouveyron and Brunet-Saumard (2014)

Carbonetto et al. (2003)

Pudil et al. (1995)*

Novovicová et al. (1996)*

Figueiredo et al. (2003)

Law et al. (2002)

Law et al. (2004)

Valente and Wellekens (2004)

Constantinopoulos et al. (2006)

Li et al. (2009)

Chang et al. (2005)

Graham and Miller (2006)

Allili et al. (2010)

Tadesse et al. (2005)

Kim et al. (2006)

Swartz et al. (2008)

Vannucci and Stingo (2010)

Vellido (2006)

Vellido et al. (2006)

Vellido and Velazco (2008)

Starred methods require some form of supervised data

classifier such as a support vector machine. More specifically, the mutual information of two
continuous random variables is

I (X, Y ) =
∫

p(x, y) log
p(x, y)

p(x)p(y)
dxdy. (17)

Let X represent the data, and C represent the class. The mutual information between the
input X and the output C is

I (X;C) = H(C) − H(C |X), (18)

where H(C) and H(C |X) are entropy and conditional entropy. If the number of classes is
known, the entropy H(C) is fixed and the information is dependent upon the conditional
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differential entropy. A mixture model is used to model the data in the conditional probability
p(c|x). Let gc be the number of Gaussianmixtures in class c and Nc be the number of classes.
Then

p(c|x) =
∑gc

r=1 πcr f (x |θcr )
∑Nc

k=1

∑gk
r=1 πkr f (x |θkr )

, (19)

where f (x |θ) is a Gaussian distribution, π is the mixture prior probability, and θ is the
set of parameters for the Gaussian distribution. The GMM is used to get a better fit to the
data, but this proposed feature selection method can only be used if the class labels are
provided.

Steinley and Brusco (2008) conducted an empirical study of eight feature selection tech-
niques for clustering including two techniques specific to GMMs (Law et al. 2004; Raftery
andDean 2006). Numerical experiments were only performed on simulated data. The authors
conclude that the feature selection techniques using GMMs did not perform as well as the
other methods on the synthetic data. They also conclude that a major limitation of thesemeth-
ods is that the number of clusters must be known a priori. We feel that an updated empirical
study is needed which includes a wider variety of techniques and numerical experiments
performed on real data sets.

4.1 Filters for GMMs

Krishnan et al. (1996) propose a pruning feature selection technique specific to GMMs based
on the Fisher ratio. We refer to this method as a pruning technique rather than a filtering
technique because it requires the model parameters, where filters are independent of the
model. However, this method does not iterate through the feature space nor simultaneously
estimate model parameters and feature subsets so we consider it closer to a filter than either
a wrapper or an embedded method. This method assumes that each class has a multi-modal
distribution modeled as a GMM. The Fisher ratio between two classes is

Fu
i jk = (μik − μ jk)

2

σ 2
ik + σ 2

jk)
, (20)

where μik and μ jk are the cluster means for the kth feature of classes i and j , and σik and
σ jk are the corresponding standard deviations of the kth feature. This ratio can be extended
to multiple classes and averaged

Fu
k = 1

J (J − 1)

∑J
i=1

∑J
j=1 Pi Pj Fu

i jk∑J
i=1

∑J
j=1 Pi Pj

, (21)

where J is the number of classes, and Pi and Pj represent the prior probability of belonging
to each class. Discriminating features have a higher Fisher ratio, and all features in the data
set can be ranked based on this metric. Krishnan et al. generalize this metric to GMMs and
use it for feature selection.

4.2 Wrappers for GMMs

Dy and Brodley (2004) evaluate a general feature selection criterion for clustering on GMMs.
This method, called feature subset selection using expectation-maximization (FSSEM), was
previously presented in Dy (2000) but not specified to GMMs. FSSEM uses one of two
methods for evaluating features: scatter separability and maximum likelihood. Both of these
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Fig. 9 Graphical representation
of M1 (left) and M2 (right) from
Raftery and Dean (2006)

z

Y (1) Y (2)

Y (3)

(a)

z

Y (1) Y (2)

Y (3)

(b)

criteria contain dimension-based bias. Therefore, the authors propose a normalization to
reduce bias. Dy andBrodley (2004) cite the lack of research on unsupervised feature selection
and attempt to explore wrappers as a method for feature selection for unsupervised learning,
identify issues in the area of unsupervised feature selection, propose ways to address these
issues, point out lessons learned, and give direction to future research. The numerical exper-
iments on both synthetic and real data using GMMs as the clustering algorithm demonstrate
that feature selection outperforms using the entire feature set, one evaluation criteria is not
better than the other, and both criteria still contain bias. The maximum likelihood approach
selects features that yield a high-density clustering while the scatter separability approach
selects features that maximize separability.

Raftery and Dean (2006) formulate the feature selection process for clustering as a com-
parison between competing models. In this method, variables are divided into three groups:
those relevant to clustering, those irrelevant to clustering, and those proposed for inclusion or
exclusion from the set of variables relevant to clustering. At each step, models are compared
using the Bayesian information criterion (BIC). Raferty and Dean define BIC as

BIC = 2 × log(maximized likelihood) − (# of parameters) × log(n), (22)

where n is the number of observations. Let Y (1) represent the set of variables already selected
for clustering, Y (2) be the set of variables being considered for inclusion in the model, and
Y (3) be the set of remaining variables. The proposed feature selection method compares
model M1

P
(
Y (1), Y (2), Y (3)|z

)
= P

(
Y (3)|Y (1), Y (2)

)
P

(
Y (2)|Y (1)

)
P

(
Y (1)|z

)
, (23)

to model M2

P
(
Y (1), Y (2), Y (3)|z

)
= P

(
Y (3)|Y (1), Y (2)

)
P

(
Y (1), Y (2)|z

)
, (24)

where z represents the class memberships. Figure 9 displays a graphical representation ofM1
and M2. A greedy stepwise search through the feature space is performed until convergence.
BIC is an unsupervised evaluation metric which assesses both features in the model and the
number of clusters. Therefore, this technique can both select features and the number of
clusters.

Maugis et al. (2009a) propose a feature selection method for GMMs based on backward
stepwise selection. This method is an extension of the work previously conducted by Raftery
and Dean (2006) as the authors use a similar method for dividing variables into sets of
relevant, irrelevant, and proposed for inclusion or exclusion. However, the method in Maugis
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et al. (2009a) allows for the possibility that irrelevant variables can be independent of the
relevant variables. Further, the authors investigate the more general case where blocks of
variables cannot be split. Like the method in Raftery and Dean (2006), the method proposed
by Maugis et al. can be used to select features and the number of clusters. Maugis, Celeux,
and Martin-Magniette later generalize this technique by assuming that some of the irrelevant
features can be linked to some of the relevant features while other irrelevant features remain
independent of the relevant features (Maugis et al. 2009b). Celeux et al. (2014) present a study
comparing the method proposed in Maugis et al. (2009b) to a regularization method specific
to the K-means algorithm (Witten and Tibshirani 2010). This study concluded that feature
selection improves clustering accuracy and that the model selection method outperformed
the regularization method on simulated data. Galimberti et al. (2017) further generalize this
concept by allowing features to provide information aboutmultiple clustering structures. This
is accomplished by modeling the dependence between subgroups of features as a multiple
regression linear model.

Scrucca (2016) suggests using the evaluation criteria proposed byRaftery andDean (2006)
but a genetic algorithm to search the feature space. A genetic algorithm is composed of several
parts. The genetic coding scheme represents the feature subsets, where inclusion in the subset
is indicated by a binary variable. The population size is an input parameter into the genetic
algorithm and represents the number of models to generate. The fitness function evaluates
the feature subset. In the proposed method, the BIC criteria from Raftery and Dean (2006) is
used as the fitness function. The genetic operators mutate the genetic code with the intention
of improving the fitness function. The genetic algorithm tends to select smaller feature sets
than the stepwise search while maintaining accuracy.

Marbac and Sedki (2017) cast the feature selection problem as a model selection problem
and propose a new information criterion for model evaluation, the maximum integrated
complete likelihood (MICL). This method assumes that an irrelevant feature will have the
same estimates for μ and σ across all clusters. A binary variable is introduce that indicates
the relevance of each feature. Specifically, if ωl = 1 the lth feature is relevant, and if ωl = 0
the lth feature is irrelevant. A modelm is defined by ω and the number of clusters I . Feature
selection is performed by finding the model that maximizes the posterior distribution. If a
uniform prior is assumed over the models, then

m∗ = argmaxm∈MP(Y |m), (25)

where M is the set of possible models, and

P(Y |m) =
∫

Λ

P(Y |m,Λ)P(Λ|m)dΛ. (26)

The integrated complete-data likelihood is

P(Y, X |m) =
∫

Λ

P(Y, X |m,Λ)P(Λ|m)dΛ. (27)

The binary relevance variable ω is incorporated into the modeling process through the prior
distribution on the model parameters P(Λ|m). The MICL evaluation criterion is

MICL(m) = log P(Y, X∗
Λ|m), (28)

where

X∗
m = argmaxX log P(Y, X |m). (29)
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An iterative optimization algorithm alternates between estimating X given Y and m and
maximizing ω given Y and X . We classify this method as a wrapper because of this iterative
process of selecting the feature set and then estimating the cluster assignment. However, it is
generally more computationally efficient than other wrappers because estimating the model
parameters has been integrated out.

Zeng and Cheung (2009) construct two newmetrics for evaluating feature sets. The objec-
tive of the first is to select features that are relevant to clustering. The objective of the second
is to remove redundant features. An iterative process of constructing a clustering model and
performing feature selection is proposed with the objective of determine both the optimal
number of clusters and the relevant non-redundant feature set. The authors build on their
previous work that proposes using the rival penalized EM algorithm to determine the optimal
number of clusters for a GMM (Cheung 2004, 2005). The relevant feature metric utilizes the
ratio of cluster specific variance to total variance

SCOREl = 1

I

I∑

i=1

(
1 − σ 2

il

σ 2
l

)
, (30)

where σl is the total variance of the lth feature. This scoring metric is used to rank features,
and features with a score below a given threshold can be removed. Redundant features are
found using a Markov blanket. Let Ml represent the Markov blanket for the lth feature, F
represent the entire feature set, and Fl represent the lth feature. If the Markov blanket for Fl
can be found in F , the information in Fl is redundant and can be eliminated without affecting
the ability of the model to predict the cluster. We consider this method a wrapper because of
its iterative nature, and its reliance on constructing a model.

Some feature selectionmethods for clusteringfind cluster-specific feature sets. To illustrate
this point, we present the example from Li et al. (2008), a study on localized feature selection
for general clustering. Consider a four cluster problem with four features. Clusters 1 and 2
have two relevant features, designated X1 and X2, and two irrelevant features, designated X3
and X4. Clusters 3 and 4 have X2 and X3 as relevant features and X1 and X4 as irrelevant
features. The model parameters are μC1 = [0.5,−0.5, 0, 0], μC2 = [−0.5,−0.5, 0, 0],
μC3 = [0, 0.5, 0.5, 0], μC4 = [0, 0.5,−0.5, 0], σC1 = σC2 = [0.2, 0.2, 0.6, 0.6], and
σC3 = σC4 = [0.6, 0.2, 0.2, 0.6]. A hundred observations are generated from each cluster
and the simulated results are presented in Fig. 10. Li, Dong, and Hua concluded that a
general clustering algorithm may not be able to adequately cluster this data due to each
cluster having an irrelevant feature. Further, a global feature selection method could find it
difficult to determine a relevant feature subset for all 4 clusters. A localized feature selection
method, which finds a relevant feature subset for each cluster, is needed for this type of
problem.

Liu et al. (2002) develop a cluster-specific feature selection method for document clus-
tering where the features are word occurrences. In this method, a GMM is trained on all
the features using the EM algorithm, and then each document is assigned to a cluster.
Discriminative features are determined using a discriminative feature metric. A word or
feature is considered discriminative if that word has the highest number of occurrences
inside the assigned cluster and a low number of occurrences outside the assigned cluster.
This feature selection algorithms iterates between finding discriminative features and assign-
ing documents to clusters based on those features, therefore we classify the algorithm as a
wrapper.
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Fig. 10 Data generated by model presented in Li et al. (2008)

4.3 Embedded feature selection techniques

In this section, embedded feature selection techniques for GMMs are reviewed. There are
numerous types of embedded methods for GMMs so this section is broken down into several
subsections, each focused on a different type of embedded technique.

4.3.1 Penalized model-based clustering

Pan and Shen (2007) propose a penalized model-based clustering algorithm for feature selec-
tion. This method is specifically designed to address data sets that are “high dimension, low
sample size”. The primary idea behind this feature selection technique is that if the cluster
means for the lth feature is close to 0, then the lth feature is irrelevant. The cluster means
are driven toward 0 by penalizing the cluster means during estimation. Similar methods are
used in regression to penalize coefficients.

The log-likelihood can be found by taking the logarithm of Eq. (1)

log P(Y |Λ) =
N∑

n=1

log

(
I∑

i=1

πiN (yn |µi ,Σi )

)
. (31)

Similarly, when assuming that each feature is independent, the log-likelihood of the joint
probability of X and Y is

log P(X, Y |Λ) =
N∑

n=1

I∑

i=1

xin

[
logπi +

L∑

l=1

logN (yln |μil , σ
2
il)

]
, (32)

where xin = 1 if the nth observation belongs to the i th mixture and 0 otherwise.
Pan and Shen regularize the complete log-likelihood by adding a penalty term

log P(X, Y |Λ) =
N∑

n=1

I∑

i=1

xin

[
logπi +

L∑

l=1

logN (yln |μil , σ
2
il)

]
− λ

I∑

i=1

L∑

l=1

|μil |. (33)
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Equation 33 replaces the conventional complete log-likelihood in the EM algorithm, and BIC
is used for selecting the number of mixtures. In an earlier paper, Pan et al. (2006) developed
a semi-supervised version of this penalized mixture model and applied it to microarray
classification.

Wang and Zhu (2008) build on the work of Pan and Shen by proposing two new penalty
terms that “group” the parameters of each cluster. Let L(Λ) represent the complete log-
likelihood from Eq. (32) and LP (Λ) the penalized form of the complete log-likelihood. The
first novel penalized log-likelihood is called the Adaptive L∞ Penalized Gaussian Mixture
Model (ALP-GMM)

LP (Λ) = L(Λ) − λ

L∑

l=1

max
i

(|μ1l |, . . . , |μI l |). (34)

Weights wi can be added to the penalty to give preference to different variables

LP (Λ) = L(Λ) − λ

L∑

l=1

wi max
i

(|μ1l |, . . . , |μI l |). (35)

The second novel penalty term yields a model named the Adaptive Hierarchically Penal-
ized Gaussian Mixture Model (AHP-GMM). First, the cluster means are reparameterized
μil = γlθil for i = 1, . . . , I and l = 1, . . . , L where γl ≥ 0. The hierarchical penalized
complete log-likelihood is

LP (Λ) = L(Λ) − λγ

L∑

l=1

γl − λθ

I∑

i=1

L∑

l=1

|θil |. (36)

As with the previous penalty term, weights can be added

LP (Λ) = L(Λ) − λγ

L∑

l=1

w
γ

i γl − λθ

I∑

i=1

L∑

l=1

wθ
i |θil |. (37)

The EM algorithm is used to estimate model parameters, however ALP-GMM does not
have a closed form solution for the cluster mean update. Therefore, a quadratic program is
derived. Through tests on simulated data and microarray data, the authors conclude that both
ALP-GMMandAHP-GMMoutperform themethod in Pan and Shen (2007), but ALP-GMM
is more computationally expensive due to the quadratic program.

Xie et al. (2008b) develop vertical and horizontal penalties. The vertical penalty term
assumes that if a feature is irrelevant, the means of all mixtures will be equal to 0. This
results in the following penalized log-likelihood

LP (Λ) = L(Λ) − λ
√
I

L∑

l=1

||μ·l ||, (38)

where ||μ·l || =
√∑

I μ2
il . The horizontal penalty term assumes that features can be divided

into subgroups. Establishing the subgroups often requires some form of prior knowledge.
The subgroups are penalized using the following log-likelihood

LP (Λ) = L(Λ) − λ

I∑

i=1

M∑

m=1

√
Lm ||μm

i ||, (39)
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where there areM subgroups of features and Lm represents the number of features in subgroup
m. These two penalties can be combined into the following log-likelihood

LP (Λ) = L(Λ) − λ

M∑

m=1

√
I Lm ||μm ||. (40)

The vertical, horizontal, and combined penalties are shown to outperform the original penal-
ized method in Pan and Shen (2007) on both synthetic and real data.

Several other penalty methods have been suggested in the literature. Bhattacharya and
McNicholas (2014) propose a LASSO-like penalty term. The log likelihood function which
is maximized during parameter estimation is

LP (Λ) = L(Λ) − nλn

I∑

i=1

πi

L∑

l=1

|μil |, (41)

where λn is dependent upon the observation. The authors use a modified form of the EM
algorithm. Guo et al. (2010) propose a pairwise penalty term with equal covariance across
the clusters

LP (Λ) = L(Λ) − λ
∑

1≤i<i ′≤I

L∑

l=1

|μil − μi ′l |. (42)

The previous penalty methods discussed shrink the cluster means of non-informative features
to 0, while the pairwise penalty shrinks non-informative cluster means towards each other.

In addition to the L1 regularization proposed by Pan and Shen (2007), Xie et al. (2008a)
penalize the variance. They propose two schemes and both penalize the mean and variance
of each mixture. The first penalized log-likelihood is

LP (Λ) = L(Λ) − λ1

I∑

i=1

L∑

l=1

|μil | − λ2

I∑

i=1

L∑

l=1

|σ 2
il − 1|, (43)

and the second is

LP (Λ) = L(Λ) − λ1

I∑

i=1

L∑

l=1

|μil | − λ2

I∑

i=1

L∑

l=1

| log σ 2
il |. (44)

The previously discussed penalized methods all assume a diagonal covariance matrix. In
practice, it is unlikely for this assumption to hold. Zhou et al. (2009) relax the assumption
of a diagonal covariance matrix by penalizing the terms of the precision matrix W . More
specifically, λ2

∑L
l=1

∑L
l ′=1 |Wll ′ | is added to Eq. (33). Xie et al. (2010) build on their prior

work by generalizing to non-diagonal covariance matrices. This generalization leads to a
significant increase in the number of parameters that need to be estimated. Further, there are
computational issues stemming from the requirement that the estimated covariance matrix
be positive definite. To overcome these obstacles, Xie, Pan, and Shen utilize a mixture of
factor analyzers (McLachlan and Peel 2000) and model the covariance matrix using latent
variables. As with the previous penalized methods, the EM algorithm is used for estimating
parameters of the penalized GMM.

The concept of a penalized likelihood can be extended to a mixture of factors (Galimberti
et al. 2009). In this method, it is assumed that the observation vector y is generated by a
linear factor model

y = Λ̃z̃ + μ̃, (45)
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where Λ̃ is a factor loading matrix, z̃ is an R-dimensional latent variable, and μ̃ is a L-
dimensional Gaussian term with a mean of 0 and covariance Ψ . It is also assumed that
the latent variable z̃ is a mixture of Gaussian distributions z̃ ∼ ∑I

i=1 πiN (z̃|μ̃i ,Σi ). The
log-likelihood for y can now be written as

l(y) =
N∑

n=1

log
I∑

i=1

πiN (y|Λ̃μ̃i , Λ̃Σi Λ̃
T + Ψ ). (46)

The penalty term for the mixture of factors shrinks the components of the factor loading
matrix Λ̃ towards zero.

Maugis andMichel (2011) derive a non-asymptotic penalized criterion for model and fea-
ture selection. In their approach, the “best” model, in terms of both the number of clusters and
the relevant feature subset, minimizes the estimation error between the estimated likelihood
given the data and the true but unknown likelihood. The authors consider four collections of
Gaussian mixtures, where each collection is defined by the structure of the variance matrix
for both the relevant and irrelevant sets of features. Onemajor drawback to this method is that
it is purely theoretical. Maugis and Michel acknowledge that these theoretical results are not
immediately usable because they rely upon unknown constants and the mixture parameters
are unbounded.

Bouveyron and Brunet-Saumard (2014) propose a feature selection method for a discrim-
inative latent mixture (DLM) model using penalization to impose sparsity in the projection
matrix. A DLM, as described in Bouveyron and Brunet (2012), models the observations as
a linear combination of an unobserved random vector

Y = UX + ε, (47)

where U is the loading matrix and ε ∼ N (ε|0, Ψ ). The unobserved variable is dependent
upon the cluster, represented by Z , and follows a Gaussian distribution P(X |Z = i) ∼
N (X |µi ,Σi ). The conditional probability of Y given both X and Z also follows a Gaussian
distribution P(Y |X, Z = i) ∼ N (Y |UX, Ψ ). The marginal distribution of Y is

f (y) =
I∑

i=1

πiN (y|mi , Si ), (48)

where mi = Uμi and Si = UΣiUT + Ψ . A modified version of the EM algorithm, which
adds an intermediate F-step to estimate the loading matrix, is derived and used to estimate
model parameters. The discriminative variables are linear combinations of the original vari-
ables making interpretation difficult. Bouveyron and Brunet-Saumard (2014) propose three
methods for penalizing the loading matrix which imposes sparsity and allows for feature
selection. The first method adds an L1 regularization term to the estimation of U in the F-
step, the second method implements a penalized regression criterion, and the third method
implements penalized singular value decomposition.

4.3.2 Bayesian methods

Carbonetto et al. (2003) propose a Bayesian feature weighting method for unsupervised
feature selection for GMMs. In this Bayesian technique, the means and covariance matrices
of the Gaussian distributions are treated as random variables and assigned prior distributions.
The component or cluster means, designated by μc, are assigned a Gaussian prior with the
mean designated by μ∗ and a diagonal covariance matrix designated by T with elements τ 2.
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Fig. 11 Graphical model of Bayesian GMM from Carbonetto et al. (2003)

μ∗ is the samplemean of the observed data, and the τ ’s are estimated using the EM algorithm.
Estimated τ ’s near 0 are assumed to be irrelevant. An inverse Gamma distribution is placed
on each τ . Figure 11 displays a graphical model of this Bayesian GMM. This method could
be viewed as being similar to the penalized likelihood methods of Pan and Shen (2007) and
Wang and Zhu (2008), but instead of shrinking the mean of the cluster to 0, Carbonetto et al.
shrink variance of the of the prior distribution on the cluster means to determine the relevance
of features.

4.3.3 Feature saliency

Feature saliency, which recasts the feature selection problem as a parameter-estimation prob-
lem, is an embedded feature selection technique first developed for GMMs. New parameters,
called feature saliencies, are added to the conditional distribution of the GMM. The emission
probability consists ofmixture-dependent andmixture-independent distributions, and feature
saliencies represent the probability of belonging to the mixture-dependent distribution. The
saliencies can be interpreted as the probability that a feature is relevant. The feature-saliency
selection method is an embedded feature selection technique, because it simultaneously con-
structs a model and performs selection. However, the estimated feature saliency can be used
to rank feature relevance, as is the case with many filtering techniques.

A method that does not estimate feature saliencies but uses a similar idea of mixture-
dependent andmixture-independent distributions was developed by Pudil et al. (1995). In this
model, eachobservation inY is considered to belong to oneofC classesΩ = ω1, ω2, . . . , ωC ,
and the labels for each observation are assumed to be known. The class conditional distri-
bution P(Y |ω) is assumed to be a mixture of distributions f (y|b), where b represents the
distribution’s parameters. The probability density function can be written as

P(Y |ω) =
Iω∑

i=1

πω
i

L∏

l=1

[ f (yl |b0l)1−φl f (yl |bω
il)

φ
l ], (49)

where φl is binary {0, 1}, b0l represents the parameters for the background distribution, and
bω
il are the parameters for the mixture and class dependent distribution. Feature selection is
performed by finding the set of φ’s that minimize the Kullback-Liebler divergence between
the true and postulated class-conditional probability density function. The EM algorithm is
used to estimate model parameters. This method was later refined and specified for a two
class problem in Novovicová et al. (1996).

In the work that would eventually lead to feature saliency, Figueiredo et al. (2003) use the
idea of splitting the likelihood into relevant and irrelevant distributions. In their formulation,
the available features are divided into two subsets yU and yN , which represent the disjoint
“useful” and “non-useful” feature sets. The data likelihood can be written as
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P(y|U ,ΛU ,ΛN ) = P(yN |ΛN )

I∑

i=1

πi P(yU |ΛU
i ), (50)

where ΛN represents the set of model parameters for the “non-useful” feature distribution,
ΛU

i represents the set of model parameters for the i th mixture of the “useful” feature distri-
bution, andU specifies the set of useful features. This feature selection method relies on the
assumption that the non-useful features are independent of the mixture. This can be seen by
deriving the posterior probability that y belongs to the i th mixture. Let P(x = i |y,Λ) = wi ,
then

wi = πi P(yU |ΛU
i )P(yN |ΛN )

∑I
i=1 πi P(yU |ΛU

i )P(yN |ΛN )

= πi P(yU |ΛU
i )

∑I
i=1 πi P(yU |ΛU

i )
,

(51)

where wi can be obtained using the EM algorithm. Let vi (N ) be the expected label using
only the set of useful features, and let Λ̂ be the corresponding model parameters. A measure
of non-usefullness can now be defined by

Υ (N ) = 1

N

N∑

n=1

I∑

i=1

wi,n log
wi,n

vi,n(N )
. (52)

This non-usefullness measure is used in a backward sequential search algorithm to rank the
features. The cutoff point between the useful and non-useful features is determined using
minimum description length

Û = argminU

{
min

ΛU ,ΛN

{− log P(Y |U ,ΛU ,ΛN )} + |ΛU | + |ΛN |
2

log(N )

}
. (53)

In their initial studies of feature saliency and GMMs, Law et al. (2002) and Law et al.
(2004) used the EM algorithm and theminimum-message length (MML) criterion to estimate
model parameters and the number of clusters. The likelihood for the feature saliency GMM
is written as

P(Y |Λ) =
I∑

i=1

πi

L∏

l=1

(ρl p(yl |θil) + (1 − ρl)q(yl |λl)), (54)

where p(·|·) is a mixture-dependent Gaussian distribution with parameters θil = {μil , σil},
q(·|·) is a mixture-independent Gaussian distribution with parameters λl = {μl , σl}, and
ρl is the feature saliency which represents the probability that a feature is relevant. The
MML penalty, which is used to aid in model selection, encourages feature-saliency esti-
mates for irrelevant features to go to zero and helps estimate the number of mixtures by
forcing the probability of sparsely occupied components to zero. Law et al. (2004) propose
a post-processing step in which feature saliencies are optimized to discriminate between
components, after which other parameters of the model are estimated using EM. They also
note that a limitation to this method is the assumption that all the features are independent.

There are several variational Bayesian (VB) approaches for estimating feature saliency
model parameters forGMMs.VB is an approximate learningmethod for latent variablesmod-
els. In a general sense, let Y represent the given data, X represent the hidden variables, andΛ

represent themodel parameters. TheVBapproach assumes that the true posterior distributions
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for the model parameters p(Λ|Y ) and the hidden variable p(X |Y ) can be approximated by
q(Λ|Y ) and q(X |Y ). The objective is to find the approximating distributions that maximize
the upper bound of the marginal likelihood

F(Λ, X) =
∫

q(Λ|Y )q(X |Y ) log
p(X, Y |Λ)

q(X |Y )
dΛdX − D(q(Λ|Y )||p(Λ)), (55)

where p(Λ) is the prior distribution of the parameters and D(·|·) is the Kullback-Leibler
divergence. The learning procedure is similar to the EM algorithm in that it is based on
iteratively updating quantities in two steps

q(X) ∝ expEΛ[log p(X,Y |Λ)], (56)

and

q(Λ) ∝ expEX [log p(X,Y |Λ)] p(Λ). (57)

Valente and Wellekens (2004) and Constantinopoulos et al. (2006) both implement VB
on a feature saliency GMM. Valente and Wellekens treat all model parameters as random
variables and assign them prior distributions, while Constantinopoulos, Titsias, and Likas
only treat some of the model parameters as random variables. Both studies conclude that the
VB approach outperforms the MML approach proposed in Law et al. (2002, 2004).

Li et al. (2009) propose a localized feature saliencymodelwhich assumes that the relevance
of each feature is dependent upon the cluster. A matrix S represents the feature relevance
where sil = 1 indicates that the lth feature is associated with the i th cluster, and sil = 0
otherwise. The feature saliency can nowbe interpreted asρil = P(sil = 1), and the likelihood
is rewritten as

P(Y |Λ) =
I∑

i=1

πi

L∏

l=1

(ρil p(yl |θil) + (1 − ρil)q(yl |λil)). (58)

VB approximation is used to estimate posterior distributions for model parameters. The
numerical experiments demonstrate that the localized feature selection method outperforms
the global method proposed in Constantinopoulos et al. (2006).

Expectation propagation (EP) is another Bayesian inference technique that Chang et al.
2005 apply to a feature saliency GMM model for feature selection. EP is an extension of
assumed density filtering (ADF) (Minka 2001), a sequential method for estimating posterior
distributions. In a general ADF formulation, let Y = {y1, y2, . . . , yN } represent the observed
data and Λ represent the parameters for the model that generated the data. The joint distri-
bution of Y and Λ is given by P(Y,Λ) = P(Λ)

∏N
n=1 p(yn |Λ). ADF assumes that the joint

distribution can be factored into simple terms denoted by tn(Λ). The objective of ADF is to
estimate the approximating distribution q(Λ|h), where h is the set of hyperparameters. EP
is an extension of ADF that incorporates iterative refinements of the approximating distri-
bution. More specifically, EP starts by estimating tn(Λ) by t̃n and iteratively updating the
hyperparameters until convergence. Given t̃n , the approximate posterior can be written as

qnew(Λ|hnew) =
∏

n t̃n(Λ)∫
Λ′

∏
n t̃n(Λ

′)dΛ′ . (59)

Let q\i (Λ|h\i ) represent the approximate posterior without the i th observation

q\i (Λ|h\i ) ∝ qnew(Λ|hnew)

t̃n(Λ)
. (60)
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The contribution of the i th distribution is incorporated into the posterior distribution through

p̂(Λ) = t̃n(Λ)q\i (Λ|h\i )∫
Λ′ t̃n(Λ)q\i (Λ|h\i )dΛ′ . (61)

The approximate posterior q\i (Λ|h\i ) is found by minimizing the KL divergence between
p̂(Λ) and q(Λ). The update for t̃n is

t̃n = Zn
qnew(Λ|hnew)

q\i (Λ|h\i )
, (62)

with Zn = ∫
Λ′ tn(Λ′)q\i (Λ|h\i )dΛ′. When EP is applied to the feature saliency GMM,

Chang, Dasgupta, and Carin found that it outperformed the maximum likelihood formulation
proposed in Law et al. (2004).

Graham and Miller (2006) use the mixture-dependent and mixture-independent model
for model and feature selection on general mixture models. They assume that features are
mixture dependent and write the likelihood as

P(Y |Θ(I )) =
I∑

i=1

πi

L∏

l=1

P(Yl |θi )vi l P(Yl |θs)(1−vil ), (63)

whereΘ(I ) is the set of model parameters for I mixtures, P(Yl |θi ) and P(Yl |θs) are mixture-
dependent and shared distributions of any form with parameter sets θi and θs (the s indicates
the sharedormixture-independent distribution), andvil is a binarymodel parameter indicating
if the feature belongs to the mixture-dependent or shared distribution. The major differences
between this formulation and the feature saliency formulation proposed by Law et al. (2004)
is the lack of a feature saliency parameter and treating vil as a model parameter as opposed
to a random variable. The learning procedure proposed by Graham and Miller (2006) is
composed of two steps. In the first step, BIC is used to estimate the number of mixtures.
In the second step, a modified EM algorithm is performed to estimate model parameters
and select features. The E-step is modified to estimate the expected complete penalized log-
likelihood, where the penalty comes from replacing the complete log-likelihood with BIC
in the expectation. The M-step is modified by splitting it into two sub-steps: (1) estimates a
subset of the model parameters given a fixed vil and (2) finds the optimal configuration of
vil . Graham and Miller derive learning procedures for GMMs and multinomial models.

Allili et al. (2010) adapt the feature saliency model to mixtures of generalized Gaussian
distributions and apply it to image and video segmentation. Their primary contribution is the
assumption that the mixture-independent distribution can be composed of K mixtures. The
updated likelihood is now

P(yn |Λ) =
I∑

i=1

πi

L∏

l=1

(
ρl p(yln |θil) + (1 − ρl)

K∑

k=1

αkl p(yln |ϕkl)

)
, (64)

where p(·|·) is a generalized Gaussian distribution (Allili et al. 2008). As in Law et al.
(2004), the minimum message length criteria and the EM algorithm are used to estimate
model parameters. Similarly, Boutemedjet et al. (2007) adapt feature saliency to mixtures of
general Dirichlet distributions and solve for model parameters using the MML criteria and
the EM algorithm.

Tadesse et al. (2005) propose a Bayesian feature selection method based on the idea
of mixture-dependent and mixture-independent distributions. In this formulation, the fea-
tures are not assumed to be independent but come from multivariate Gaussian distributions.
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Estimation of the model parameters, including the assignment of features to the mixture-
dependent and mixture-independent distributions, is carried out using aMarkov chainMonte
Carlo (MCMC) algorithm. The MCMC algorithm can split and merge mixtures as well as
change the assignment of each feature to the preferred distribution. This method is not tested
against any of the other feature saliency methods outlined in this section, but we speculate
that the computational cost of this MCMC algorithm would not scale well with the number
of features as the possible combinations of feature assignments grows exponentially. This
model is expanded to infinite mixtures of distributions using a Dirichlet process (Kim et al.
2006). Swartz et al. (2008) add a known structure to the Tadessemodel by assigning groups of
observations to specific clsuters. This method is particularly useful for modeling microarray
data. Later, Vannucci and Stingo (2010) outline a Bayesian approach to variable selection
that is similar to feature saliency: A binary random variable is used to represent belonging
to either a component-dependent and component-independent distribution, and priors can be
used to convey biological information to the system. The authors outline both supervised and
unsupervisedmodels, and suggest that Gibbs sampling be used to estimatemodel parameters.
However, only the supervised model is tested and evaluated on data.

Feature saliency has also been expanded to generative topographical mapping (GTM)
(Bishop et al. 1998), a constrained form of the GMM. A GTM is essentially a GMM with
equal mixture weights (πi = I−1 ∀i), a shared covariance matrix across the mixtures, and
Gaussian means that do not move independently. Vellido (2006) uses feature saliency to
select features for a GTM. Vellido et al. (2006) use feature saliency on a GTM that assumes a
Student’s t-distribution instead of the standard Gaussian. The t-distribution allows the model
to be more robust to outliers. This is demonstrated on MRS data. However, the MRS results
suggest that the performance of the feature saliency GTM may be affected by low sample
sizes and noise in the collected data. Vellido and Velazco (2008) investigate these limitations
using synthetic data. They conclude that these limitations are a characteristic of the model
and suggest that future research should test if regularization could be added to improvemodel
performance in high noise environments.

5 Feature selection for HMM literature review

While numerous studies have investigated feature selection in general and GMMs specifi-
cally, research on feature selectionmethods specific for HMMs is lacking. This section begins
by outlining studies addressing feature extraction and dimensionality reduction for HMMs
as opposed to feature selection. These methods include principal component analysis, inde-
pendent component analysis, and feature pruning. Then, we outline studies which compare
different types of general feature selection methods and use HMMs as the predictive model.
Finally, there are subsections for filters, wrappers, and embedded feature selection techniques
with specific application to HMMs. Table 2 lists the feature selection methods for HMMs
discussed in this section.

In most applications of HMMs, features are pre-selected based on domain knowledge
and the feature selection procedure is completely omitted. Xie et al. (2002) use HMMs for
analyzing soccer videos. The objective is to classify if the video is showing a soccer game
that is in progress or a soccer game that is on a break. Features are extracted from the video
that give information on the ratio of grass pixels to non-grass pixels and the motion intensity
which estimates the gross motion in the frame. These features are selected purely on the basis
of domain knowledge and there is no analysis of their impact on the classification ability of the
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Table 2 Feature selection methods for hidden Markov models

Filters Wrappers Embedded

Zhu et al. (2008)* Charlet and Jouvet (1997) Städler and Mukherjee (2013)

Wissel et al. (2013)* Günter and Bunke (2003)* Zhu et al. (2012)

Lv and Nevatia (2006)* Adams et al. (2016)

Olier and Vellido (2008)

Stars indicate methods which require some form of supervised data

HMM.Montero and Sucar (2004) use HMMs for visual human gesture recognition. They use
domain knowledge to select different trajectory-based features, and then they experimentally
evaluate different feature subsets. The final feature subset is chosen based on the experimental
evaluation but they do present a methodology for feature selection. This could be considered
a brute-force search method over subsets of features where the subsets are grouped based on
objective similarity, i.e. all feature generated by a certain extraction function are in the same
feature subset.

A few attempts have beenmade to reduce the likelihood calculation of the HMM, but these
methods are not truly feature selection techniques, as all data streamsmust be collected. Boc-
chieri (1993) proposes to use vector quantization to efficiently compute continuous Gaussian
likelihoods. In this method, the likelihoods of observations that are not classified as outliers
will be calculated using a Gaussian distribution, while the likelihoods of outliers will only be
approximated. Vector quantization is used to determine the the boundary between an outlier
and a non-outlier. Li and Bilmes (2003) and Li and Bilmes (2005) propose a similar idea
where the likelihood for a subset of features is calculated exactly, and the likelihood for the
remaining features is approximated. The authors refer to this method as feature pruning,
and the amount of pruning is determined by the algorithm. Another attempt to reduce the
computation of HMMs was proposed by Gales et al. (1999). In this method, the number of
Gaussian components or number of mixtures is trimmed.

Principal component analysis (PCA) is often used to reduce the size of the feature space
and extract features for HMMs. Bashir et al. (2007) use PCA to extract features from object
trajectories for activity classification using HMMs. Similarly, Liu and Chen (2003) use PCA
to extract features from video for face recognition. Independent component analysis (ICA),
which is similar to PCA, has also been used with HMMs and attempts to identify independent
noise components of a signal. Windridge and Bowden (2005) use ICA to extract features and
then perform feature selection on the extracted features to eliminate the noise components.
However, this method is dependent on the ICA transformation and the feature selection
technique cannot be successfully utilized without ICA. Therefore, we consider the method
proposed byWindridge and Bowden to be a dimensionality reduction technique because ICA
does not eliminate data streams. Zhou and Zhang (2008) use ICA to extract features for video
content analysis using HMMs which they call the ICA Mixture Hidden Markov Model.

Other methods for transforming the original feature set for use with HMMs have also
been studied. Yin et al. (2004) present asymmetrically boosted HMMs that use a form of
AdaBoost (Meyer 2002; Schwenk 1999) to construct a new feature set. Yin et al. (2008) use
segmental boosting, which creates an ensemble of weak learners or HMMs to create a new
feature space. This method is presented as feature selection, however we classify it as feature
extraction because it does not select a subset of relevant features but instead constructs a new
relevant feature set.
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Gales (1999) introduces the idea of semi-tied covariance matrices for HMMs with Gaus-
sian conditional likelihoods. This method does not select features but reduces the number of
parameters in the covariance matrix.

5.1 Feature selection comparison for HMMs

Nouza (1996) compares three feature selection techniques when using HMMs: sequential
forward search (SFS), discriminate feature analysis (DFA), and PCA. The HMM used in this
study assumes that each feature in the conditional likelihood follows a Gaussian mixture dis-
tribution. The PCA feature extraction technique used in this comparison calculates principal
components using eignenvalues and eigenvectors.

DFA evaluates the contribution of each feature to correctly classifying an observation.
Consider the case where the covariance matrix is diagonal and there is only one mixture in
the conditional likelihood. The log-likelihood given model Ψ can be written as

log P(Y |Ψ ) = K −
L∑

l=1

Dl , (65)

where K represents the part of the likelihood that is not dependent on the features, and Dl is

Dl =
T∑

t=1

(ylt − μlxt )
2

2σ 2
lxt

. (66)

The state at each time period xt given the observation sequence is estimated using the Viterbi
algorithm. Now, let Cl = E[Dl ] when Ψ is the correct model, and Wl = E[Dl ] when Ψ

is the incorrect model. The feature significance factor Rl , which is used for evaluating each
feature in DFA, is defined as

Rl = Cl

Wl
. (67)

Features with a higher Rl contribute more to classification and should be considered more
relevant than features with lower values of Rl .

The SFS method implemented in this comparison uses recognition rate as the evaluation
function. The PCA method can be considered an unsupervised feature extraction technique
akin to a filter because it does not require class labels and is performed before training the
HMM. The DFA method is a supervised filtering feature selection technique. The SFS is a
supervised wrapper. This study demonstrates that SFS and DFA both outperform PCA, but
require more computation and supervised data.

Paliwal (1992) compares four feature reduction techniques for use on an HMM-based
speech recognizer. The first method is a filtering feature selection technique that uses the F-
ratio – the between class variance over the pooled within class variance. The second method
constructs an HMM for each feature and then tests the recognition rate of each HMM. The
top d features are selected based on the top d recognition rates of the corresponding single
feature HMMs. The third method extracts features using linear discriminant analysis, and
the fourth method extracts features using PCA. The study concludes that the method that
evaluates features using recognition rate and single feature HMMs outperforms the other
methods. However, a set of features selected based on domain knowledge was shown to
outperform all of the feature reduction techniques in this specific application.
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5.2 Filters for HMMs

Zhu et al. (2008) present a discriminant feature selection method specific to HMMs and
apply the method to estimating the condition of a micro-milling tool. The authors compare
their proposed method to PCA and automatic relevance determination (ARD). ARD is a
Bayesian single layer neural network. First, we describe ARD in a general application. Let
D = {xn, yn} for n = 1, . . . , N be a data set drawn from a random distribution where y is
the output, and x is the input to the neural network. The distribution of y can be written as

P(y|x, D) =
∫

P(y|x, w)P(w|D)dw, (68)

where P(w|D) is the posterior distribution for the weights in the neural network. ARD
assumes that the weights have a Gaussian prior so training simplifies to finding the weights
that minimize the cost function

E(w) = β

2

N∑

n=1

(yn − f (xn;w))2 + α

2

W∑

k=1

w2
k , (69)

where α and β are hyperparameters that control the cost function. These hyperparameters are
reestimated using the evidence framework (MacKay 1992), and the optimal set of hyperpa-
rameters is linked to the relevance of each feature, i.e. a small value for the hyperparameter
corresponds to a large weight and relevance.

For the proposed feature selection method, Zhu, Hong, and Wong adapt Fisher’s linear
discriminant analysis (Duda et al. 2001) to the feature selection problem. Given K classes
and a data set x with N observations and L features, the sample mean and covariance for
each class are represented by μk and Σk . The within-class covariance Σw can be calculated
by

Σw =
K∑

k=1

∑

x∈Dk

(x − μk)(x − μk)
T , (70)

where Dk is the subset of observations for class k. The between-class covariance Σb can be
calculated by

Σb =
K∑

k=1

nk(μk − μ)(μk − μ)T , (71)

where nk is the number of observations in class k, and μ is the overall mean of the data. In
the two class problem, the absolute values of Σw and Σb are proportional to s1 + s2 (the sum
of the variances for each class) and (μ1 + μ2)

2, and the Fisher’s discriminant ratio (FDR)
can be written as

FDR = |μ1 + μ2|2
s1 + s2

. (72)

The multiclass FDR for the lth feature is

FDR(l) =
K∑

i=1

K∑

j �=i

|μil − μ jl |2
sil + s jl

. (73)
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The proposed method modifies the multiclass FDR because it emphasizes class separability
over feature ranking

FDR(l) =
∑K

i=1
∑K

j=1 |μil − μ jl |2
∑K

i=1 sil
. (74)

For feature selection, the FDR is computed for each feature and then ranked in descending
order based upon this calculation. The topm features are selected for inclusion in the relevant
feature subset.

The three feature selectionmethods presented in this study are compared based on classifi-
cation accuracyof theHMMon the tool condition problem.Theproposed feature discriminant
analysis outperforms PCA and ARD.

Wissel et al. (2013) compare HMMs to support vector machines on the task of classify-
ing finger movements. The study concludes that both classifiers can accurately classify the
movements and that separation between the two classifiers relies on the extracted and selected
features. The study specifically states that a wrapper method is not appropriate because the
classifier could influence the feature selection process. A filtering feature selection algorithm
is proposed based on the Davies-Bouldin (DB) index (Davies and Bouldin 1979; Palaniap-
pan andWissel 2011). For an arbitrary clustering problem, let r represent a high-dimensional
vector with L features and Ck the cluster assignment. The DB index for clusters is

Ri j = di + d j

||µi − µ j ||
, (75)

where

di = 1

N

∑

r∈Ck

||r − µi ||, (76)

and

µi = 1

N

∑

r∈Ck

r. (77)

For application toHMMs, the cluster assignment is replaced by the state assignment so this
method requires knowledge of the hidden state. The sequence of observations Y is divided
into three equal segments. The DB index is calculated on each segment and averaged to form
a DB measure for each feature under consideration. The features with the smallest average
DB index are added to the feature set until a desired number of features is reached.

5.3 Wrappers for HMMs

A number of search methods through the feature space are explored by Charlet and Jouvet
(1997) to find the optimal feature subset for HMMs in the speaker verification problem.
Specifically, the four searchmethods in this study and the number of feature subset evaluations
for each of these search methods given L features are

– L-best method: the best feature subset composed of d features is found by selecting the
top d when the features are evaluated separately. This requires 2L evaluations.

– Ascendant selection: sequential forward search by adding a feature to the feature subset.
This requires L(L+1)

2 evaluations.
– Knock-out procedure: sequential backward search by removing a feature from the feature

subset. This requires L(L+1)
2 evaluations.
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– Selection by dynamic programming: use dynamic programming to search the feature
space (Cheung and Eisenstein 1978) and assume the best feature subset is not embedded

in the previous best feature subset. This requires L2(L−1)
2 evaluations.

Charlet and Jouvet develop an evaluation function based on the probability that speaker M
produced the speech signal Y . The probability that X was spoken by M for a given word is

P(Y, x̂ |M) = πx1

T∏

t=2

axt−1,xt fxt (yt ), (78)

where x̂ is the optimal path. The negative log-likelihood of the emission probability is labeled
as the Score(Y ). If the emission probability is assumed to be a Gaussian distribution with a
diagonal covariance matrix, the total Score(Y ) is composed of the sum of the score of the
individual features and the feature independent component K

Score(Y ) =
L∑

l=1

Scorel(Yl) + K . (79)

A subset of features S can be evaluated using this scoring function by

ScoreS(Y ) =
∑

l∈S
Scorel(Y ). (80)

This study concludes that the L-best method performs significantly worse than the other
three search methods. The three remaining search methods, ascending, knock-out, and
dynamic programming, all reduce the error rate in the speaker verification problem.

Günter and Bunke (2003) propose a fast feature selection method for HMMs.We consider
the proposed method a wrapper because it evaluates feature sets using recognition rate.
The novelty of this study is the way recognition rate is calculated. However, there is no
proposed search method through the feature space and all feature subsets are evaluated. The
authors propose two approaches for selecting the final feature subset. The first selects the
feature subset with the highest recognition rate. The second evaluates the feature subsets on
a validation set then selects the best subset of each size to be evaluated on a withheld test
set. The feature subset with the highest recognition rate on the test set is selected as the final
feature subset. This method requires supervised data because recognition rate can only be
calculated using speaker labels.

The calculation of recognition rate is modified under the assumption that two HMMswith
the same topology but different feature subsets often have the same or very similar optimal
paths given an observation sequence. This assumption improves the speed of calculating the
recognition rate because the optimal path must only be calculated once while other methods
using recognition rate require the optimal path to be calculated for each feature subset. This
speed up in calculation allows for an exhaustive search of the the feature subset space.

Lv and Nevatia (2006) use boosting to perform feature selection when using HMMs
to classify human actions. For each feature and each class, a single HMM is trained. The
AdaBoost algorithm is used to learn weights for each feature by increasing the weight for
misclassified observations, which requires supervised data or class labels. While this study
does not use the proposedmethod to select features, the learnedweights could be used to select
features and thus select themost powerful HMMs for the ensemble classifier. Supervised data
is required in order to identify misclassified observations.
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5.4 Embedded methods for HMMs

The idea of penalizing the model to perform feature selection originally proposed for GMMs
can be extended to HMMs. Städler and Mukherjee (2013) propose a penalized estimation
for HMMs, however the focus of this method is not feature selection but producing a sparse
inverse covariance matrix and estimating the number of states. This method could be easily
extended to feature selection by removing the features based on the estimated diagonal
elements of the covariance matrix. The model parameters are estimated using a penalized
negative log-likelihood function

Λ̂I,λ = argminΛI,λ
− l(ΛI,λ) + λpen(ΛI,λ), (81)

where l(ΛI,λ) represents the observed log-likelihood, and pen(ΛI,λ) is the penalty function.
Three penalty functions are tested in this study, but all use L1 constraints to lead to a sparse
inverse covariance matrix. The optimal number of states can be determined using a backward
pruning procedure that minimizes amodel selection criteria such as BIC ormixtureminimum
description length (Figueiredo et al. 1999).

Feature saliency, first developed for feature and model selection for GMMs, has been
adapted toHMMs. Zhu et al. (2012) first adapt feature saliency toHMMs and use a variational
Bayesian (VB) method to jointly estimate model parameters and select features. This method
does not require the number of states – or the number of mixtures if a GMM is used for the
emission distribution – to be known a priori. Let φ represent the binary variable for feature
relevance, where if φl = 1 then the lth feature is relevant and belongs to the state-dependent
distribution, and if φl = 0 the lth feature is irrelevant and belongs to the state-independent
distribution. The emission probability is assumed to be a mixture of Gaussian distributions.
The conditional likelihood can be written as

P(yt |Λi , φ, ε, τ ) =
M∑

m=1

cim

L∏

l=1

[
p(yt |μilm,Σilm)φlt q(yt |εl , τl)1−φlt

]
, (82)

where Λi is the set of model parameters for the state-dependent distribution p(·|·) when in
state i , cim is themixture probability,μ is themeanof p(·|·),Σ is the inverse covariancematrix
(note that in most feature saliency formulations the covariance instead inverse covariance is
used) of p(·|·), and ε and τ are the model parameters for the state-independent distribution
q(·|·).

For the VB method, the set of parameters is divided into a subset of model parameters
and random variables. The random variables require a prior distribution. The distribution for
φ is

P(φ) =
T∏

t=1

L∏

l=1

(ρl)
φlt (1 − ρl)

1−φlt . (83)

The prior on μ is assumed to be Gaussian, the prior on Σ is a Gamma distribution, and
the mixture probability and initial probability for the Markov chain have Dirichlet priors.
In order to select the number of states from an infinite set, a stick-breaking representation
(Paisley and Carin 2009) is used for the transition probabilities
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ai j = Vi j

j−1∏

k=1

(1 − Vik), (84)

Vi j ∼ B(1, αi j ), (85)

and

αi j ∼ G(e, f ). (86)

In this representation, B(1, αi j ) is a beta distribution, and G(e, f ) is a Gamma distribution.
Using this stick-breaking prior, the number of states can be overestimated when the algorithm
is initialized, and then reduced during parameter estimation.

Zhu, He, and Leung propose using the mean field approximation to factor the approximat-
ing distribution.However,VBcan underestimate the variance for the approximate distribution
when using the mean field assumption (Consonni and Marin 2007). Further, Chatzis and
Kosmopoulos (2011) demonstrate that VB gives poor estimates for the number of states and
model parameters when using an HMMwith Gaussian emissions in the presence of outliers.
The feature saliency ρ and the parameters for the state-independent distribution ε and τ are
all considered model parameters.

Adams et al. (2016) further adapt feature saliency to HMMs by allowing for the inclusion
of the cost of collecting each feature. They propose using maximum a posteriori (MAP)
estimation to solve for model parameters. The cost of each feature is conveyed to the feature
selection algorithm through the prior distribution on the feature saliency parameter.

For MAP estimation using the EM algorithm, the Q function is modified to include the
prior distributions G(Λ)

Q(Λ,Λ′) + log(G(Λ)). (87)

The proposed prior on ρ is a truncated exponential distribution with a rate parameter k

ρl ∼ 1

Z
e−klρl , (88)

where Z is the normalizing factor. Figure 12 displays a graphical model for the MAP for-
mulation presented in Adams et al. (2016). The rate parameter is tuned to reflect the cost of
each feature. A beta prior for ρ is also proposed, but is shown to underestimate the value
of relevant features during numerical experimentation. The proposed MAP feature saliency
method is compared to a maximum likelihood method that does not use priors on the model
parameters and theVBmethod in Zhu et al. (2012) on a synthetic data set, a tool wear data set,
and an activity recognition data set. The MAP method removes more features and targets the
more expensive features than the other two methods without a significant drop in accuracy.
Further, this method is extended to hidden semi-Markov models (HSMMs). HSMMs are a
variant of HMMs which model a duration or sojourn time in each state (Yu 2010).

As with GMMs, there is a constrained form of HMMs called the GTM through time
(GTMTT) (Bishop et al. 1997). The constraints take the form of a shared covariance matrix
across states and observationmeans that do not move independently. Olier andVellido (2008)
extend the feature saliency GTM described in Vellido (2006) to a time series setting. The
extension is straight forward, and the EM algorithm is used to solve for model parameters.
The proposed method is validated on several synthetic and real data sets.
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Fig. 12 Graphical model for MAP FSHMM formulation from Adams et al. (2016). Shaded circles represent
hidden variables. Circles are observable variables. Squares are model parameters

6 Discussion and conclusion

This surveyoutlines feature selection techniques specifically designed forGMMsandHMMs.
While there are numerous general feature selection techniqueswhich could be usedwith these
latent variable models, the literature demonstrates that custom methods often outperform the
general methods. The vast majority of general feature selection methods require some form
of supervised data. When applied to GMMs and HMMs, supervised data takes the form of
knowledge about the class or label of each observation or observation sequence, or knowl-
edge about the latent variable. However, GMMs and HMMs are often applied in areas where
this knowledge is either completely unavailable or difficult to acquire. Therefore, unsuper-
vised feature selection methods are often required when performing feature selection on data
modeled using GMMs and HMMs. The GMM and HMM specific feature selection methods
often account for the fact that supervised data is unavailable. Further, the general unsuper-
vised feature selection methods in the literature do not take into account the model structure.
Thus, the specific methods generally outperform the general feature selection methods.

The number of feature selection methods for GMMs is much greater than the number
of methods for HMMs. We discuss both models in this review because they are both latent
variable models and have similar properties. We propose that methods developed for one
model could be easily transferable to the other model and that the benefits of the feature
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selection methods would likewise be transferred. This is illustrated by the feature saliency
method which was developed for GMMs but was later adapted and applied to HMMs.

Feature selection methods are divided into three primary types. This survey demonstrates
that embedded methods, which simultaneously estimate model parameters and select fea-
tures, are preferred when developing feature selection techniques for the GMM and HMM
communities. The unsupervised training algorithms and parameter estimation procedures
for GMMs and HMMs are often iterative and can be computationally expensive. A wrapper
technique, which cycles between selecting a feature subset and constructing a model, can
quickly become unfeasible in this setting. The embedded procedures help alleviate the high
computational cost of feature selection and model training.

The proportion of unsupervised feature selection methods for HMMs is far less than the
proportion of unsupervised methods for GMMs. Future work in feature selection for HMMs
should focus on two areas: (1) transferring proven methods from GMMs to HMMs, and (2)
developing more unsupervised methods.
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