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Abstract The performance of single cue object tracking algorithms may degrade due to
complex nature of visual world and environment challenges. In recent past, multicue object
tracking methods using single or multiple sensors such as vision, thermal, infrared, laser,
radar, audio, and RFID are explored to a great extent. It was acknowledged that combining
multiple orthogonal cues enhance tracking performance over single cue methods. The aim of
this paper is to categorize multicue tracking methods into single-modal and multi-modal and
to list out new trends in this field via investigation of representative work. The categorized
works are also tabulated in order to give detailed overview of latest advancement. The person
tracking datasets are analyzed and their statistical parameters are tabulated. The tracking
performance measures are also categorized depending upon availability of ground truth data.
Our review gauges the gap between reported work and future demands for object tracking.

Keywords Object tracking · Multicue · Data set · Tracking evaluation · Computer vision

1 Introduction

The object tracking aims at analysis of video sequences for localization of object in sub
sequences frames. It is foremost important due to its myriad of applications in field of com-
puter vision such as driver assistance systems, video surveillance, man-machine interaction,
autonomous robot, medical imaging, activity analysis, augmented reality, video indexing,
traffic control and much more. However, object tracking in video is very challenging due to:
dynamic environment conditions, conversions from 3D to 2D world, real time requirements,
full or partial occlusion, clutter background, pose variations, abrupt object motion, appear-
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ance variability, noise in video (snow, fog, dust, fire etc.). In last two decade, a number of
object tracking algorithms were proposed with the aim to cater for one or more of these listed
challenges during tracking. The object tracking methods using cues (color, motion, orien-
tation, spatial energy, shape, texture, infrared, and position, etc.) was extensively explored
and discussed at length (Yilmaz et al. 2006; Yang et al. 2011; Smeulders et al. 2014). But,
tracker based upon single cue can limitedly address tracking challenges. Hence, in last few
years, there is paradigm shift of research work from single cue to multicue tracking methods.
Under multicue object tracking, complementary cues are added in order to cater for different
challenges. The multiple cues are extracted either from single-modal (one sensor) or from
multi-modal (more than one sensor). In literature, it was well argued that cues which are good
at one point of time may degrade at other instance during tracking process. Color cue being
computationally efficient, invariant to scaling and handle partial occlusion cannot provide
spatial information of target. Although, semi overlapping regions were used for embedding
spatial information into color space (Maggio and Cavallaro 2005), single color cue cannot
handle illumination changes, full occlusion, and texture changes of target. HSV color model
is invariant to illumination changes but it cannot handle low saturation videos where hue
channel is affected to large extent with small change in saturation (Hong et al. 2009). Motion
feature can be detected from consequent frames but could not provide shape information of
object. In order to augment motion cue, spatial appearance along with motion was extracted
as spatial-temporal motion energy which is rich in texture information and can handle illumi-
nation changes and background clutters (Cannons et al. 2010). Texture cue representing fine
level details of object can be extracted with low computational power. But, due to changes
in texture from fine to coarse, tracker using only texture cue degrades performance as object
moves away from the camera. Gradient cue being extracted from chromatic contents cater
for tilting and deformation of object but tracker based upon only gradient cue degrade under
heavy clutter environment. Shape cue being one of prominent feature for rigid object fails to
track non rigid object or object whose shape changes with time. In addition, it is also greatly
affected by change in view angle of sensing device. Depth cue extracted from Kinect source
or stereo vision is illumination and color invariant but unable to provide motion informa-
tion and degrade its performance when object lack texture information or under occlusion
(Wang et al. 2014; Munoz-salinas et al. 2008). Apart from vision sensors, thermal sensors
were extensively explored for object tracking. The thermal sensors are based upon thermal
radiation from human superficial blood vessels or from any object thermal profile. Thermal
sensors are insensitive to illumination changes, disguise and pose variation of object. How-
ever, thermal cue is affected by ambient temperature and it is difficult to distinguish thermal
profile of different people in crowd. Thermal sensor has high image noise and low resolution
as compared to vision sensors (Kong et al. 2005). In addition, inherent hallo effect and their
inability to provide texture information limit their usage as singlemodality for object tracking
(Conaire et al. 2008). Audio sensors can faithfully provide direction of moving object and
are very discriminant when present but they are unreliable for object far away from sensors.
Laser scanner has potential advantages such as low computational requirement, easy projec-
tion of laser data to rectangular coordinate system and insensitive to illumination changes
but could not distinguish objects once track of objects is lost under heavy cluttered envi-
ronments (Cui et al. 2008). Radio frequency sensors (i.e. radar, RFID) can provide accurate
range information and locate object behind wall but mostly needs to be compensated with
other modularity with rich information of object. In sum, single cue trackers are in general
less reliable and less robust to environment conditions. The complimentary cues either from
same or different sensors are fused for building robust tracking systems. In human sensory
system, different cues are either suppressed or boosted depending upon their reliability for
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achieving adaptive fusion of data frommultisensory (Murphy 1996). The reliability of visual
cues can be estimated either from correlation among cues or from ambiguity of cues (Jacobs
2002). Hence, in last few years, tracking researchers are motivated to shift their work towards
either development of efficient cues or integration of multicue for robust tracking.

In 2006, review of object tracking techniques was addressed (Yilmaz et al. 2006). The
review considered object representations for classification of object tracking methods. The
object representation was classified into three categories as point correspondence, contour
evolution or geometric models. In addition, object detection methods were briefly discussed.
In similar line, various visual features descriptor for object representation along with visual
trackingmethodswere reviewed (Yang et al. 2011). The feature descriptors for visual tracking
were categorized as color, gradient, texture, spatio-temporal and multiple features. Further,
the visual object tracking techniqueswere classified intoMonteCarlo sampling, integration of
context information and online learning. Sparse coding based visual tracking techniqueswere
reviewed (Zhang et al. 2013c). But review was mainly focused on experimental analysis of
someof representativework for sparse coding based appearancemodeling and target tracking.
In 2014, experimental survey for visual tracking was proposed (Smeulders et al. 2014). In
this survey, algorithms that perform either matching or classification for object tracking were
chosen for experiments.Nineteen trackers forwhich source codewas availablewere evaluated
for both qualitative and quantitative measures on large length of videos under various test
scenarios. Also, survey on human detection techniques was proposed (Walia and Kapoor
2014a). But this review mainly focused on single-modal and multi-modal human detection
methods. In last few years, object tracking work was extensively explored with main focus of
research community on single-modal/multi-modal multicue tracking algorithms. Our survey
mainly categorized and analyzed object trackingmethods based upon single-modal andmulti-
modal multicue tracking.

With more than ten trackers being reported every year and also presence of flurry of work
in literature, we feel time is ripe to summarize multicue tracking techniques as, in best of our
knowledge, no such survey exists which exclusively categorizes multicue tracking methods.
In order to gauge the gap in multi cue tracking work, we have limited our scope of this survey
to object tracking based upon multiple different features extracted from either single-modal
or multi-modal.We hope that our comprehensive survey onmulticue object tracking will give
seminal learning and new directions of research to academician, researchers and computer
vision community. The remaining paper is organized as follows.

The aim of this survey is to characterize and summarize single-modal and multi-modal
multicue techniques and analyse their merits and demerits. The single-modal multicue object
tracking techniques are reviewed and tabulated in Sect. 2. In Sect. 3, multi-modal object
tracking techniques are critically reviewed and tabulated. The different evaluation measures
for tracking alongwith available online database for multicue object tracking are summarized
in Sect. 4. The discussion of reported work is also followed in respective section in order to
list out merit and demerits of work. In Sect. 5, concluding remarks and future directions in
this field of multicue object tracking are sketched.

2 Multicue object tracking

Themulticue object tracking aims at localization of object throughprocessing of data acquired
either from single-modal or from multi-modal sensors. The failure of single cue under dif-
ferent challenging scenarios is compensated by complementary cues. In general, multicue
tracking framework can be illustrated as flow diagram Fig. 1. Where, sensors considered for
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Fig. 1 Flow chart of multicue object tracking

Fig. 2 Features for multicue tracker from sample image for HTS dataset (HTS): a original image, b gray
intensity, c gradient, d optical flow, e texture, f hue channel, g S channel, h Y channel

tracking are either single sensor such as vision, infrared, Kinect etc. or different combination
of sensors such as vision, laser, radar, microphone, infrared, Microsoft Kinect, and RFID.

In general, cues used for object tracking are color, motion, orientation, spatial energy,
shape, texture, infrared, and position, depth, disparity etc.. The different extracted cues from
image taken from HTS dataset (HTS) are shown in Fig. 2. In tracking framework, cues are
further processed using either deterministic or stochastic methods for estimation of object
location. The deterministic methods were focused on minimization of cost function repre-
senting relationship between estimated object and ground truth object and hence reduced the
search space. On the other hand, in stochastic methods, stochastic factors were added during
object search operation. In addition, methods for handling target occlusion and clutters were
included. In general, target model may be updated with new estimated parameters in order
to cater for variation in target shape during tracking process.

In our review work, we have classified multicue object tracking work based upon data
acquisition sources. One group of researchers considered moving or stationary sensor for
data acquisition and tracking was performed by extracting different cues from single sensor.
Another group of researchers used multiple sensors for data acquisition and tracking was
performed by extracting one or more cues from different modularity. The classification of
multicue object tracking work is illustrated in Fig. 3.
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Fig. 3 Classification of multicue object tracking techniques

Being rich source of information, vision or thermal camera were exploited for extracting
multiple complementary cues for video tracking. On the other hand, RFID, radar, laser, audio
sensors provide limited information for vision tracking. However, mostly, this information
aids vision camera for robust object tracking. The stereo vision camera provides disparity
information that was exploited for visual target tracking using multicues. Taking mode of
data acquisition and operation performed as reference, we have classified multi cue object
tracking work and examined these methods.

2.1 Single-modal multicue object tracking

The vision and thermal camera has abundant information contents which were exploited
for deducing number of complementary cues. In this section, we have reviewed tracking
methods based upon different multiple features extracted from single sensory. The section is
concluded with discussion on reviewed techniques. The different cues such as shape, texture,
color, intensity, motion, position and orientation, etc. were extracted from single sensor and
fused for final state estimation. The representativeworks undermulticue tracking using single
sensory are reviewed in turn.

2.1.1 Vision camera

In last decade, vision camera based multicue object tracking techniques were explored to a
great extent. The cues extracted from vision camera were prone to degradation with changes
in environment scenarios. However, orthogonal multiple cues were exploited for robust and
reliable object tracking. In this review, we have categorized multicue object tracking work
using single vision camera into techniques based upon operation performed on captured
video sequences. The details of categorized work are discussed in turn.

Firstly, in general, deterministic methods mainly aimed at minimization of cost function
representing relationship between centroid of tracked object and that of ground truth. The
representation works for multicue tracking under deterministic methods using single sensory
are detailed in turn. Multicue object tracking work gain momentum with the introduction of
head tracking algorithm (Birchfield 1998). The authors used color cue extracted from head
interior and intensity cue extracted from head perimeter for tracking head motion. The local
search decided based upon score of two cues was used for locating person head in subsequent
frames. The proposed algorithm claimed to be robust to head rotation, tilting, movement of
camera and partial occlusion. However, under this work cues score were not fused in adaptive
manner for catering complex motion under variable environment. Democratic integration of
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five cues extracted from vision sensor was presented (Triesch and Malsburg 2001). Under
democratic integration, adaptive mechanism boosts good cues and at the same time sup-
presses discordant cues. The motion, color, shape, position, contrast cues were used for
locating object in subsequent frames. For each cue, saliency map was created by comparing
each feature in current frame with reference frame. The reliability of each cue was esti-
mated based upon its performance over previous frames. The saliency map of each cue was
weighted with reliability factor for estimating overall saliency map and hence prediction of
target position. However, two limitations of democratic integration: (a) incapability to multi
hypothesis tracking, (b) false positive tracking was discussed (Spengler and Schiele 2003).
In order to solve these problems, authors proposed a framework for robust object tracking
using self-adaptions of cues and self-organization of integration method. The final estimated
probability distribution of state was feedback to individual cues as well as integration unit
for their adaptions. New quality measure along with occlusion handler for adaptive multicue
integration using mean shift algorithm was proposed (Hong et al. 2009). Under this work,
color cue along with orthogonal motion cue was extracted for handling low saturation object
under full occlusion. In order to track objects which were lost in previous frames using mean
shift algorithm, authors presented occlusion handler where size of search window changed
if full occlusion was detected. Cue reliability in current frame was determined based upon
its performance in previous frame and overall probability map was estimated as weighted
sum of individual maps. The results were presented on thirteen sets of video sequence with
different level of difficulties and revealed that proposed method can handle occlusion, clut-
ter and low saturation video sequences. The edges along with color cues were exploited in
centroid shifting framework for robust object tracking (Hong et al. 2015). The non-uniform
quantization of color cue was performed for obtaining better image quality. The edges profile
for object region was extracted using canny operator and motion based frame difference. The
shift in edge color co-occurrence centroid was estimated without any iteration. The scaling
of object was catered using edge-edge distance histogram which exploited smoothness of
edges distance in consecutive frames. The proposed algorithm was tested on limited data
set. The author claimed proposed algorithm to be robust to partial occlusion. As edge and
color cues were both illumination dependent, performance of tracking under object rotation
and illumination changes needs to be investigated. In sum, in most of deterministic methods,
current state estimation depends upon estimated parameters from previous state which limit
their ability to track occluded or lost targets.

Secondly, in another line of research, in recent past, multicue tracking is performed by
introducing some stochastic factor during state prediction. The stochastic methods such as
Kalman filter, Particle filter and its variants were preferred over contemporary methods due
to their potential advantages such as fusion of multiple features, handling different level
of uncertainty, and easy up-gradation for multiple object tracking. In order to reach global
optimum location of targeted object, a stochastic factor was intentionally inserted during
object search operation. In general, these techniques were covered under umbrella of Monte
Carlo simulation where state PDF was represented by set of samples. The representation
works for multicue tracking under stochastic methods using single sensory are detailed in
turn. In order to compensate for variation in texture of object during tracking, texture cue
and color cue in particle filter and Gaussian sum particle filter framework were combined
(Brasnett et al. 2005). The color histogram was extracted from RGB color model and tex-
ture feature was recovered using discrete wavelet transform. The individual cue likelihood
score in each frame was estimated by comparing current features with reference features
using Bhattacharyya distance measure. The overall likelihood in the frame was determined
as product of individual likelihoods. Inability of color histogram to provide spatial informa-
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tion, spatial-color mixture of Gaussian for object color and proposed spatial histogram for
object shape was introduced (Wang and David 2006). In this work, shape was represented
by spatial distribution of edges, edge points and gradient intensity along edges. In parti-
cle filter framework, individual similarity measures for color and shape were estimated and
used for finding overall likelihood as product of individual likelihood. However, proposed
techniques (Brasnett et al. 2005; Wang and David 2006) were not using any adaptive fusion
mechanism, tested on limited data set under control environment with no consideration of
resources utilization. In order to efficiently allocate resources among multiple cues, particle
filter and cue processor frameworks for 3D object tracking in video sequences was proposed
(Loy et al. 2002). The authors used depth, skin color and radial symmetry cues for head
tracking using particle filter framework. In multi hypothesis tracking, generated particles
from particle filter were handed over to cue processor which determined cues likelihood and
assigned resources to cues based upon their performance. The individual likelihood score for
active cues were fused as product of their likelihoods for final state estimation. For sample
impoverishment and degeneracy solution in particle filter framework, particle filter based
upon particle swarm optimization for robust object tracking was proposed (Zheng and Meng
2008). The color and Haar histograms of reference object were compared with propagated
particles histograms using Bhattacharya coefficient. The individual likelihood scores were
combined using linear combination of individual likelihood score for final state estimation.
However, no adaptive fusion of cues was considered in proposed work. Color and foreground
cue for multiple objects tracking in particle filter framework was considered (Kumar et al.
2007). Likelihood of each particle was determined through likelihoods product for color cue
and foreground cue. This work was extended for trackingmultiple objects in video sequences
captured through moving camera (Kumar et al. 2008). Further, for non-overlapping cameras,
facial and color information was exploited for person detection (Kumar and Dogancay 2011).
In an attempt towards adaptive fusion at likelihood level, color cue along with shape cue in
modified particle filter framework was considered for tracking objects (Shen et al. 2003). The
inability of color cue to provide shape information of tracked object was compensated by
iincorporating shape cue in their algorithm. The cues were adaptively integrated before poste-
rior state estimation by estimating L2 norm between the centroid of final state estimation and
that of individual cue state estimation. Also, to cater time varying objects, authors introduced
target updation model based upon average likelihood of particles. However, the results were
tested on single video sequence and no quantitative performance metrics were evaluated.
For efficient movement of particles during interferences, Camshift algorithm in particle filter
framework was embedded (Yin et al. 2011). The color and motion probability distribution
maps were extracted and combined map was estimated. The adaptive integration of cues
was performed by proposed combined likelihood estimation where cues weights were in
concurrence with their average similarity coefficient. Due to Brownian motion and Camshift
iteration of particles, authors claimed that effectiveness of particles increased and hence
small numbers of particles were required for tracking object under illumination changes
and background clutters. However, reliability of cues was estimated based upon previous
measurements rather than only current measurements. Difficulties in integrating motion cue
with color cue for hand tracking was discussed and a multi stage framework for tracking
complex motion of hand was proposed (Zhang et al. 2015). The feature points were (1) gen-
erated through color cue, (2) selected through representation, compact and diverse criteria,
(3) tracked using motion cue. The integration of cues was performed in feature point selec-
tion process and tested for hand video sequences. As extension of previous work (Brasnett
et al. 2005), estimation of reliability of each cue based upon current measurement rather than
earlier approach of estimation of cue reliability from previous observations was discussed
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(Brasnett et al. 2007). The authors combined color, texture and edge cues in particle filter
framework. The overall likelihood score was determined as product of individual cue like-
lihoods which were separately weighted by reliability factor. Also, solution for automatic
tuning of noise parameter for cues was presented. However, contribution of all particles was
not considered for deciding entire cue reliability score. Inability of color cue to provide spa-
tial information of object was compensated by orientation cue (Maggio et al. 2007). The
orientation histogram representing shape and edges of object catered for illumination and
clutters variations. In particle filter framework, cues were adaptively weighted by measuring
spatial uncertainty based upon weighted covariance matrix. More uncertainty leads to less
reliability of cues and hence less contribution in overall likelihood estimation. The more
features can be added to proposed model for better robustness in tracking. A new multi fea-
ture re-sampling algorithm was introduced where number of particles for each cues were
re-sampled based upon performance of cue. In order to cater for texture variation during
tracking, adaptive combination of three complementary cues i.e. color, local binary pattern
and histogram of oriented gradient extracted from vision camera was proposed (Dou and
Li 2014). The histogram of oriented gradient along with color cue can faithfully estimate
shape of object. In addition, local binary pattern recover texture features of object and cater
for rotational error. In particle filter framework, individual cue likelihood scores were esti-
mated using Bhattacharya distance. In each frame, the adaptive cue weights were estimated
through measurement of Euclidean distance between estimated target position using indi-
vidual cue and estimated target position using all cues. Further, overall likelihood score was
determined as weighted linear combination of individual cue likelihood scores. Multi-graph
based rankingmethod for fusing HOG,intensity and LBP features in particle filter framework
were introduced (Yang et al. 2015). The candidate objects having highest ranking score was
labeled as tracked object for current frame. Robustness of solution was introduced through
consideration of temporal consistency in video sequences. Evolutionary particle filter frame-
work for adaptively combining color cue with texture cue was considered (Zhang et al.
2013b). The HSV color model was used for creation of color histogram and local binary
pattern was used for extraction of texture histogram. The cues were fused adaptively using
two fusion methodology being decided based on re-sampling requirement in particle filter. In
order to improve accuracy, adaptive genetic algorithm was used for performing re-sampling
and hence to overcome particle degeneracy. However, proposed algorithm was tested on
three self-generated video sequences. Due to its ability to distinguish moving object from
background clutters, object motion energy along with other cues was explored extensively
for object tracking. A combination of color and spatial temporal motion energy for human
tracking using particle filter framework was presented (Zhou et al. 2014). The spatial tempo-
ral motion energy was a three dimensional feature extracted from orientated selective band
pass filter and edge detector. It can effectively handle clutter, and variation in illumination and
shape. The cues adaptive contribution was determined through measurement of Euclidean
distance between centroid estimated using cues and that of final estimation. The reliability
score of cue was estimated by hyperbolic tangent function of mean Euclidean distances over
set of measurements. The cues were adaptively combined using estimated reliability scores.
The applicability of proposed work for far away multiple objects need to be explored. For
multiple people tracking, independent tracker for each of object in cluttered scene was dis-
cussed (Sun and Bentabet 2010). The problem was modeled in DSmT framework where
hyper power set with elements as individual tracker, ignorance and conflict were predefined.
The location and color cue provided confidence for each of elements of hyper power set and
any conflict among cues due to clutter or occlusion was resolved using DSmT fusion. The
individual masses were combined using combination rule and final belief about each particle
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was determined. However, proposed method can only be applicable for resolving conflict
among multiple targets not for single object tracking. Considering independent appearance
and motion cues, multi hypothesis method for multiple objects tracking under closed vicinity
was proposed (Ying et al. 2014). The overall likelihood was determined as weighted sum
of dynamic and appearance confidences where optical flow confidence was deciding factor
under constrained conditions. The authors also implemented dynamic updation of model and
repulsion inertia model for avoiding local minimum traps. However, automatic adjustment
of tracking parameters needs further investigations for scenarios where no data is available
a prior.

Instead of adaptive fusion under single tracking model, switching among three interactive
models for object tracking in video sequences was proposed (Dou and Jianxun 2014). In
particle filter framework, authors considered three object models as: histogram of orientated
gradient (HOG), completed local ternary patterns (CLTP), corrected background weighted
histogram (CBWH). The switching betweenmodelswas decided based uponmodel transition
probability and model likelihood estimated in each frame. The results on three datasets
revealed that proposed interactive multiple model particle filter (IMM_PF) was robust to
clutter, rotation and partial occlusion.

Instead of fusingmultiple cues, fusion ofmultiple likelihoods inmulti featurePSO tracking
algorithm was proposed (Ahmed et al. 2014). The authors performed study on different
similaritymeasures and reported that Bhattacharya coefficientmeasurewas rotation and scale
invariant. On the contrary, similarity index measure (SIM) provided spatial information and
easily computed. The likelihood measures were extracted sequentially and overall likelihood
score was estimated as linear combination of individual scores. The authors claimed that
proposed scheme was invariant to scaling, rotation and zooming. However, only single grey
level cue was used for feature extraction.

In contrast to earlier approaches, feature level fusion for human detection and trackingwas
proposed (Liu et al. 2015). First, point ensemble image (PEI) was extracted from captured
RGB-Ddata. In order to reduce search space, initial elimination of non-human candidateswas
performed using support vector machine trained using two features as histogram of height
difference (HOHD) and joint height and color histogram (JHCH). After detecting plausible
candidates, 3D JHCH was extracted and tracking was performed using Kalman filter where
new similarity measure was used for associating each target with respective track. However,
performance of proposed approach for non-human and maneuverings human needs further
studies. Three cues i.e. gradient, color and local binary pattern for building robust appearance
model was considered (Zeng et al. 2013). The authors claimed that using three independent
cues lead to more discriminative appearance model which was used for updating classifier
and hence estimation of object state. The multi feature joint descriptor (MFJD) based upon
color andHOGwas proposed as representation of object (Li et al. 2014c). The featureweights
were adjusted using contrast and stability scores. The object tracking was performed using
mean shift framework and author claimed that proposed joint feature could handle scale
change and deformation of object.

Instead of using multiple cues in single Bayesian filer, multiple Bayesian filters tracking
framework was introduced (Francesc et al. 2008). For each cue, separate Bayesian filter was
used and integration among different filters was performed at hypothesis correction stage.
The authors assumed dependence among estimation from different filters. The experiments
were performed with proposed four cues tracker i.e. bounding box, fisher color map, color
distribution and contour. The final object state at contour estimation was determined assum-
ing its dependencies with previous filters outputs. However, as reported in Leichter et al.
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(2014), dependencies of cues assumed (Francesc et al. 2008, 2005) were in fact independent
measurement.

In sum, vision camera being extensively used for multicue object tracking due to
their ability to provide rich source of information about targeted object. In this section,
we have classified multicue tracking methods using vision camera into deterministic and
stochastic methods. In addition to this, in order to explore other related domains, meth-
ods considering multiple models, multiple likelihood or cue with multiple features were
reviewed. The multicue tracking methods using single vision camera are also tabulated in
Table 1.

2.1.2 Thermal/IR camera

With the advancement in thermal/infrared camera technologies, thermal/infrared cameras
were considered to be a good alternative for night vision applications. The passive infrared
and thermal cameras were insensitive to illumination changes, disguise and pose variation
of targeted objects. In this section, we review multicue tracking methods using different
multiple features extracted from thermal/infrared cameras (see Table 2). Pedestrian detection
along with tracking in infrared video sequences was presented (Congxia et al. 2007). The
pedestrian detection was performed at two stages: (a) shape cue discriminate pedestrian
from non-pedestrian, (b) appearance cue aids in positioning of pedestrian in frame. The shot
consisting of sequences of frames were segmented and within shot tracking was performed
using graph matching approach. The shape and position cues were used for establishing
associations among detected pedestrians. The weighted contributions of these cues were
used in graphmatching algorithm for final track establishment. The results were presented on
OSU andWVU databases. The authors claimed that proposed framework can perform better
under occlusion without prior knowledge of motion trajectory; however, tracking pedestrians
missed during detection stage needed further investigation. In infrared video, inability of
intensity cue to provide shape information was compensated by fusing edge information
(Wang et al. 2012). The particle filter framework was used for tracking pedestrian in infrared
video sequences. The cue discriminant ability measured based on position and size difference
between reference and target model was introduced. At particle level, overall likelihood
score was estimated as product of weighted likelihood score from both cues. Where weights
were decided from new measure of discriminant ability named as relative discriminative
coefficient. The results were presented on OTCBVS dataset. In similar line, joint grey and
local binary pattern histogramwas proposed for representation of object (Li et al. 2014b). The
extracted joint feature was used in mean shift framework for efficiently object tracking in IR
video sequences. The experiment results were presented on OTCBVS and VIVID database
for tracking dim small objects. The use of evolutionary technique for optimum fusion of
multiple cues was explored (Zhang et al. 2013a). The authors used intensity and gradient
cues for tracking objects in infrared videos. In particle filter framework, particle swarm
optimization was used not only for overcoming particle degeneracy but also for combining
particle weights during particle updation stage. The performance was evaluated on limited
OTCBVS and own infrared datasets.

Although, thermal camera found to be good alternative for night vision application, mul-
ticue tracking using only infrared sensor was limited to targets with thermal radiation profile.
In addition, it was difficult to distinguish target having similar thermal profile under multi-
cue tracking using single thermal/IR sensor. Hence, multicue tracking using infrared/thermal
sensors needs to be augmented in Multi-modal framework where other modularity aids ther-
mal/IR cues for building robust tracking platform.
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2.2 Discussion

In last decade, multicue object tracking using single-modal was extensively explored with the
aim to develop robust and reliable tracking solution. The vision research under single-modal
multicue target tracking was mainly focused towards development of new techniques for
extracting robust features and also towards adaptive fusion of multicues. In general, deter-
ministic methods were more accurate in state estimation than stochastic methods. However,
deterministicmethods performance degraded for lost target or heavily occluded target. On the
other hand, stochastic methods can effectively fuse multiple features, and easily up-gradate
for multiple objects tracking. Although, particle filter established its niche in estimation
of non-Gaussian, non-linear state, it suffers from sample degeneracy and impoverishment
problems for which solutions were proposed (Li et al. 2014a; Walia and Kapoor 2014b, c).
However, most of reviewed papers using particle filter did not discuss problem of sample
impoverishment. Only, orthogonal cues need to be fused so that they can complement each
other during tracking process. The color cue being computational efficient could not provide
shape information of target. For incorporating shape information in color model, spatial his-
togram was proposed (Wang and David 2006). The feature level fusion, histogram of height
difference (HOHD) and joint height and color histogram (JHCH) were also introduced for
augmentation of color cue (Liu et al. 2015). Color cue was also fused with spatial temporal
motion energy for object tracking (Zhou et al. 2014). Similarly in IR sequences, inability of
grey cue to provide shape information was compensated by extracting joint gray and local
binary pattern histogram (Li et al. 2014b). The cue orthogonality was also established by
dynamically selecting same feature from different region of object (Nickel and Stiefelha-
gen 2008). Hence, it needs to further investigate newly developed cues and establish their
complementary nature for development of robust tracking solution. The integration of mul-
ticue was also considered imperative for adaptive multicue tracking system development.
The democratic integration (Triesch and Malsburg 2001) can efficiently boost good cues and
suppress non performing cues but suffer from false positives tracking. In order to estimate
cues contribution for overall likelihood for state estimation, cues reliabilities were evaluated
considering either previous observations or current observation (Brasnett et al. 2007). For
real time implementation of multicue framework, cues resource allocation was decided based
on their reliability (Loy et al. 2002). In addition, switching between different models based
upon cues reliability was presented (Dou and Jianxun 2014). Hence, estimation of cue relia-
bility and adaptive fusion of cues is another line of research that needs further research work.
The infrared/thermal cameras are useful for tracking object for night vision applications. But
single intensity cues needs to be compensated with other features extracted from captured
sequences. In addition, thermal sensors are unable to distinguish objects with similar thermal
profile. For low vision application, vision camera may be compensated with other modularity
for robust tracking.

3 Multi-modal multicue object tracking

The multi-modal multicue tracking solutions are based upon two or more modularities from
which different complementary cues were extracted. In general, vision camera was aided by
other sensors such as laser, audio, radar, RFID, sonar etc. for catering different challenges
of visual world. In this section we reviewed different multi-modal multicue object tracking
methods in turn. The details of different reported work are also summarized (see Table 2).
This section is concluded with discussion on reviewed techniques.

123



Recent advances on multicue object tracking: a survey 17

3.1 Vision+ thermal/IR sensor

The thermal/IR sensor along with vision sensor is required for 24 × 7 targets tracking for
night vision applications where vision sensor alone fails. The passive IR/thermal sensor can
recover objects information during night or bad weather conditions but unable to distinguish
objects with similar thermal profiles. Hence, vision camera along with thermal/IR camera
was exploited for robust 24 × 7 object tracking. For tracking human face using mobile
robot, switching to vision camera after initial detection of human from thermal sequence
was proposed (Treptow et al. 2005). In particle filter framework, efficient detection of human
from thermal sequences aided vision camera for tracking human face. RGB sensor along
with IR sensor for efficiently tracking moving objects was proposed (Kumar et al. 2014).
Under this template based tracking using RGB sensor, false negative and false positive were
overcome through track level fusion of IR sensor data with RGB data. In addition, solution
for temporal and spatial alignment of IR and RGB data was proposed. For catering sudden
turn during motion, arbitration between optical flow and Kalman filter model was proposed
(Motai et al. 2012). In addition, initial target was efficiently detected from infrared camera
and obstacles were overcome using laser sensors. Proposed algorithm was tested on data
captured from mobile robot with three mode of target walking. However, proposed methods
considered switching from thermal to vision camera rather than adaptive fusion. In order
to develop solution with low computational requirement, tracker level fusion for multiple
features extracted from vision and thermal camera was presented (Conaire et al. 2008). In this
work, spectrogramswere used insteadof histogram for feature extraction incorporating spatial
information of bins. The final likelihood score was determined through product of individual
likelihood score. Mean shift framework for estimating new position of object and similarity
measure from different spatiograms was claimed as novel contribution in this direction.
The algorithm was tested on five dataset using different combination of five features i.e.
YUV, edge orientation and thermal brightness. However, no automatic adaptive integration
of features was incorporated and also tracker was evaluated with limited metrics. Pixel level
fusion of color and infrared modularity was considered (Stolkin et al. 2012). In mean shift
algorithm, importance of cues was adaptively adjusted through relearning of background
information in each frame. The proposed framework could be extended for new modularity.
In extension of earlier work (Talha and Stolkin 2012), particle level fusion of color and
infraredmodularitywas proposed (Talha and Stolkin 2014). In particle filter framework, color
and thermal information was adaptively fused through continuous relearning of background
model for each particle. This method is useful for tracking object under heavy occlusion and
rapidly varying background. Context-sensitive integration of cues at two stages in particle
filter framework was considered (Erdem et al. 2012). In this work, color, motion and infrared
brightness cues were extracted from calibrated video recorded using vision and CCD camera.
In each frame, cues reliabilities were determined considering their performance in current
estimation and also past performance. The reliability of cue was used not only for estimation
of final likelihood but also for assigning particles to proposal functions. The algorithm was
tested on three data set and authors claimed that their framework was open for new cues. In
order to adapt to target shape and align images from thermal and vision camera, geometric
fusion for image alignment and two stage background models for accurate tracking was
proposed (Zhao and Sen-ching 2014). As extension of earlier work (Sun and Bentabet 2010),
multiple objects tracking with online conflict resolving, due to occlusion and clutter, from
color and thermal sensor was proposed (Airouche et al. 2012). The author used position cue
as prior knowledge and color and thermal cues as independent measurement from properly
aligned sensors. The thermal cue detected presence of pedestrian and aided by color feature
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which distinguish among pedestrian. The cues were fused in DSmT hybrid model which was
defined using hyper power set. TheDSmhybrid rules were used for combiningmeasurements
from individual cues and conflicts were resolved among cues. However, the algorithm was
tested on single video sequence and also computational requirement increased with increase
in number of tracked object. The Microsoft Kinect camera was also extensively explored for
extracting depth information from video (Han et al. 2013; Kinect Camera). In general, for
video tracking consistency of depth information was assumed in consecutive frames. Two
phase framework for robust object tracking which was invariant to illumination changes and
occlusionwas presented (Wang et al. 2014). In first phase, optical flowwas estimated from two
adjacent frames which gave the approximate position of object. Further, the position of object
was estimated with more precision through patch based search approach using color and
depth information. The object search was divided into four parts. The color histogram of four
parts was compared with reference target template using Bhattacharyya distance. Similarly,
variation in depthmean and variance between target region and individual parts was exploited
for estimating smoothness of depth information in consecutive frames. The experiments were
performed on four video sequences which were captured using Kinect source having inbuilt
color camera, infrared projector and IR camera. Authors claimed that proposed algorithm
was robust to illumination changes due to fusion of depth information. Human tracking
framework for indoor home environment was proposed (Han et al. 2012). Under this, from
RGB-D camera, human presence and identification was carried out using complementary
depth and color cues extracted from RGB-D camera. The tracking was performed through
matching of detected ID with previous assigned human ID using depth and color cues. The
similarity score from two cueswere fused as linear combination of individual score. However,
no adaptive fusion was discussed and both cues were given equal importance for final state
estimation. Framework for estimating importance of depth cues from adaptive weighted map
was proposed (Xu et al. 2014). The depth was considered as prominent cues when object was
far away from background object. On the other hand, when object is close to background
object, color cue dominates over depth cue and contribute more towards final state estimation
in tracking framework based upon level setmethod. In similar line, vision and depth cues from
Kinect source for 3D object tracking using extendedKalman filter was considered (Gedik and
Alatan 2013). Cues adaptive fusion was proposed through variation of measurement noise
variance in accordancewith qualitymeasure of cue.Recently, amobile robot tracking solution
using RGB-DKinect camera, laser and thermal sensor was proposed (Susperregi et al. 2013).
In this work, person leg detection, Kinect vest detection and thermal detection likelihoods
were combined in particle filter asweighted sumof individual likelihood. The results revealed
that weighted combination of modularity’s improved angle and location estimation of person
wearing yellow vest. However, results were presented on indoor environment on limited set.
In sum, thermal/IR camera aids vision camera for tracking applications. Still, data fusion and
calibration of independent source of information remains challenge for vision community.

3.2 Vision+audio sensor

Multi-modal tracking using audio and vision sensors are considered effective means of track-
ing during distributed meeting, automatic scene analysis and effective presentation during
lectures. During lectures, Multi-modal solutions using audio and vision sensors were used
for automatic zooming of object for effective view of presenter (Polycom). The audio sensors
based tracking solutions were focused on person localization and limited to speaking persons.
The vision camera based solutions were limited to object in camera field of view. Hence, in
recent years, researchers were motivated to fuse audio sensors with vision sensors for robust
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object localization and tracking. The problem of fusing data from audio and video sensors
was addressed (Strobel et al. 2001). The authors introduced decentralized Kalman filter for
fusing data from different modularities. The audio sensors estimated posterior range and
bearing information of target using extended Kalman filter. The Cartesian coordinates were
extracted from video sensor and posterior estimation was performed using linear Kalman
filter. The posterior estimates from independent sensors were given to fusion centre which
determine global estimate of object. However, assumption of linear motion needs further
investigation for manoeuvring objects. Using belief theory, a solution for data association
between audio and vision sensor was discussed (Megherbi et al. 2005). The frame of dis-
cernment was assumed to be set of targets in the scene. For each target, three masses were
determined from similarity measure in line with target association to target, not association
to target or ignorance. Similarity measures were estimated using position and video or audio
measurements separately. The masses were further combined using Dempster’s rules and
Pignistic probability was estimated for making final decision about the target. Calibration of
audio and vision sensors was considered a prior and work was mainly focused on data asso-
ciation. In an attempt to automatically calibrate audio and vision sensors, multicue tracking
system using two microphones and vision camera was proposed (Hu et al. 2002). In this
work, object was localized using microphone array where fractional delay was determined
for delay in arrival among microphone array. The direction of arrival estimated using vision
camera was feedback to microphone array for necessary correction of phase distortion. The
solution can automatically calibrate sensors without requirement of prior audio training sam-
ples. In order to increase localization accuracy, triangular array of three microphones along
with vision camera was proposed for object tracking (Lim et al. 2007). The time delay in
arrival of sound was used for estimation of sound likelihoods and standard deviation between
microphones was changed dynamically. The overall likelihood was simple product of color
and sound likelihood. Considering complexity of visual world and inherent property of par-
ticle filter to fuse different independent sources, framework where color cue acts as main cue
and aided by intermittent motion cue or sound cue depending upon application scenario was
presented (Perez et al. 2004). Under this, histograms were extracted for color and motion
cues from video sequences. Also time difference of arrival (TDOA) of audio signals from
pair of microphones placed on line orthogonal to optical centre was exploited for estimat-
ing bearing of object. The generalized cross correlation function used for estimating TDOA
and likelihood was determined using multiple hypotheses. The independent likelihood were
determined and used in partitioned sampling framework where motion or sound cues with
mixture proposal distribution estimate the approximate search region. The estimated search
region aided color cue for efficient estimation of state with minimum number of particles.
Two stage frameworks for tracking object using audio, contour and color cues was proposed
(Chen and Rui 2004). In proposed particle filter based framework, each sensor consisted
of tracker and verifier where tracker estimated proposal for fuser and verifier determined
likelihood score for individual sensor. The contour tracker exploited contour smoothness and
based upon unscented Kalman filter (UKF). The color tracker assumed stability of object
color in interior region and used mean shift algorithm for proposal estimation. Similarly,
audio tracker exploited delay in arrival at two microphones for estimating proposal. These
proposals were given to the fusers which generated combined proposal distribution consid-
ering tracker reliability and sent sampled particles to verifier. The three verifiers estimated
likelihood for each cue and determined final likelihood score which was given to fuser for
final state estimation. The approachwas adaptivewith feedbackmechanism from fuser output
to tracker input. Similarly, multiple audio and vision sensors under reverberant environment
was used (Talantzis et al. 2008). The authors proposed independent tracker for audio and
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vision sensors and fused information for building robust solution. The vision sensor aided
audio tracker for tracking person who stopped talking during tracking process. However,
results were presented on limited set of data and performance for outdoor environment needs
to be investigated for real time application. In order to create efficient log of lecture presen-
tation, a solution using multiple video cameras along with multiple microphone for locating
presenter during his/her presentation was proposed (Nickel et al. 2005). In this work, 3D pro-
jection of image from multi view was performed using particle filter instead of tribulation.
The visual information was extracted using foreground segmentation and detectors for face,
upper body. Similarly, from pair of microphones, TDOA was exploited for estimating audio
observation likelihood. In particle filter, final likelihood was weighted sum of likelihoods
where weights were adjusted in accordance to audio cue performance. However, multiple
persons tracking along with adaptive selection of parameters were not addressed. In order to
track multiple persons in indoor environments, audio sensors measurements at two stages in
particle filter i.e. propagation and observation was considered (Kılıç et al. 2015). In addition,
number of particles and noise variance were made adaptive depending upon tracker perfor-
mance. The authors demonstrated that combining vision data with circular array of audio
sensors measurements enhanced tracking performance over vision sensor based tracking for
occluded active speaker. However, calibration of audio sensors and presence of active speaker
was assumed for tracker proposed. In sum, audio sensors aided vision sensor for developing
robust tracking solution, but most of studies were limited to coherent audio sources. Effect
of coherent and non-coherent audio sources on image feature response was investigated and
studies revealed that non-coherent sources degraded image features response (Chen et al.
2014). Hence, considering real world tracking scenarios, performance of tracking algorithms
needs to be evaluated for both coherent and non-coherent audio sources.

3.3 Vision+ laser sensor

The high scanning rate laser scanners along with vision camera are used for target detection
and tracking for video surveillance applications. The laser scanner has potential advantages
such as low computational requirement, easy projection of laser data to rectangular coordinate
system and insensitive to environment changes. But, it could not distinguish objects during
merger/split, correlated objects or object with lost track under heavy cluttered environment
(Cui et al. 2008; Song et al. 2013). On the other hand, vision data was complex, illumination
dependent but rich in information and easily distinguished objects. Hence, in last decade, reli-
able and robust solutions was proposed for tracking people using laser and vision sensors. For
tracking indoor people, multi-modal framework where independent laser and vision tracker
perform tracking under constrained environment was proposed (Scheutz et al. 2004). In this
work, person face tracking was performed on vision data using face detection module which
confirmed presence of face using eye detection, horizontal projection and height to width
ratio. The leg tracking was performed considering gap between two legs and if not detected
properly information was passed to vision sensor for further processing. The mutual sharing
of information between two trackers overcame failure of laser tracker under occlusion. Using
stationary robot, fusion of data from panoramic vision camera and laser sensor for multiple
people tracking was discussed (Chakravarty and Jarvis 2006). In this work, Laser sensors
were focused on upper part of body rather than legs. If personwas detected by vision and laser
sensor, particle filter based tracker was initialized for detected person. However, results were
presented on limited dataset. For robust tracking of people in outdoor environment, multiple
laser scanners for fast detection of people along with single vision camera was considered
(Cui et al. 2008). In this work, once people were detected by laser scanners, people tracking
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was performed using two independent trackers (a) mean shift algorithm for vision sensor
using color histogram, (b) Kalman filter for laser sensors using people walking model. Also,
authors recognized difficulty in fusing laser sensor with vision sensor at data and feature
level and proposed decision level fusion of independent tracking results. However, swing
feed model for people may change during tracking period. In addition, tracking of objects
such as car, bus where swing was not available needs more research. For tracking multi class
objects such as car, bus, person in outdoor environment, independent object detection in laser
range scanner and vision camera and use of multiple motion models was proposed (Spinello
et al. 2009). In this work, laser range scanner provided structural information of object using
conditional random field where node features were enhanced using Adaboost. The object
appearance features were extracted using modified implicit shape model. The tracking was
performed using extended Kalman filter using Brownian and linear motion model in order
to cater multi class object. Rather than placing laser scanner at feet height, laser scanner
was placed at top of tripod and laser scanner based detection of human body was considered
(Song et al. 2008). Once, vision tracker was initialized with laser detection center, HSV color
histogram was extracted around body region and used for estimation of color likelihood in
proposed probabilistic detection based particle filter (PD-PF). The individual likelihood score
were determined frommeasurement and over all observationwas determined through product
of individual likelihood. Results revealed that occlusion and interaction among human could
be handled by incorporating weighted detection information into proposal distribution. A
probabilistic exemplar models for object appearance were trained independently from laser
sensor and vision camera (Schulz 2006). During tracking, joint exemplar states were sampled
using Rao-Blackwellized particle filter for estimation of state of object. However, approach
used object contour feature which was affected by environment changes and occlusion. In
order to handle object during merger/split or close interaction, a solution where tracking was
performed along with online learning using vision and laser scanner was proposed (Song
et al. 2013). During normal operation (non-correlated), independent laser scanner performed
tracking using particle filter and vision data was used for online training of regression tree
classifier. The intensity and edge orientated histogramswere extracted from randomly located
patches around laser tracker estimated center and used as features for training classifier. Once
target merger/split was detected visual information aided laser tracker for classifying targets
into respective class during split into non correlated objects. Also during correlated object
detection, random patches were sampled around interacting region and subjected to respec-
tive classifier for finding score map being used as observation model for particle filter. The
results were demonstrated on single video for trackingmultiple interacting objects. However,
rotation and scaling of object along with effect of environments on vision camera needs to
be further explored.

3.4 Vision+radio frequency

The radio frequency based sensors provide accurate identification information about object
but needs to be compensated by other sensors for robust tracking solution. Recently, due to
availability of low cost radar, radar sensors were used for tracking object for video surveil-
lance, robots and driver assistance. The radar signal provides radial information of object
along with bearing that can be exploited for locating object on image plane. The radar sig-
nals were less affected by noises such as fog, dust, snow, wind etc. and can detect trapped
objects. For trackingmultiple objects, data association from low cost radar and vision camera
was proposed (Kim and Moongu 2014). In this work, radar giving low resolution bearing
information was compensated by vision camera for multiple object tracking. The measure-
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ments from independent sensors were projected on common plane using homography which
mainly focus on calibration of two sensors. The tracks management and clutter handling
was performed using multiple object integrated probabilistic data association (MIPDA). The
tracking of multiple objects was performed using multiple Kalman filters where data fusion
and tracks updation was performed. Results revealed that combining radial information with
complementary image information enhanced performance over singlemodularity framework.
Data association problem in vehicular networks for awareness of situation to driver or vehi-
cle was discussed (Thomaidis et al. 2013). In this work, long range radar signals captured
from first vehicle were fused with measurements such as yaw rate, position, velocity and
acceleration from second vehicle. Once association between radar and VANETmessage was
established, global tracker using multiple hypothesis algorithms was initialized for estimat-
ing further states. The authors claimed that fusing additional measurement to radar based
perception system enhanced tracking accuracy and robustness. A perception system based
upon 8-Radio Frequency ID (RFID) antennas and vision camera for accurate identification
and tracking of person with passive tag was proposed (Germa et al. 2010). The vision cues,
skin color and face, were fused with RF identification at measurement and important sam-
pling in Icondensation algorithm. The results were presented on single video sequences and
revealed that obstacle avoidance performance with proposed robot control scheme was better
than single modularity. However, performance needs to be investigated for multiple persons
carrying RFID tags in a crowd.

3.5 Stereo vision

Due to its ability to capture object gesture and illumination invariant, stereo vision is exten-
sively explored for 3D object tracking in the real world scenario. The layered sampling (Perez
et al. 2004) and democratic integration (Triesch and Malsburg 2001) were combined in sin-
gle framework using condensation algorithm (Nickel and Stiefelhagen 2008). In this work,
independent trackers were initialized for each targeted object using four cues such as color,
motion, detector and stereo correlation. Apart from selection of orthogonal cues, authors pro-
posed orthogonality by dynamically selecting same feature from different region of object.
First, disparity map was extracted for stereo cue which gave rough approximate location of
target. The estimated position was further refined using other cues for robust tracking in two
stage. The cues were adaptively fused using proposed quality measure based upon position
error. However, experimental results were briefly discussed on single self-generated video
sequences. For mobile platform, 3D multiple people tracking without need of background
model was proposed (Munoz-salinas et al. 2008). In this work, from stereo vision cam-
era, depth information was extracted and its contribution in particle weight assignment was
decided based upon amount of disparity information. First, Adaboost classifier along with
depth information was used for efficient detection of people in the scene. The independent
particle filter tracker was initialized for each detected person and interaction among themwas
determined for handling occlusion due to similar color person. Two ellipses at torso and head
were considered for features extraction. The author proposed estimation of joint color and
depth probability distribution for two portions where standard deviation of depth distribution
was modified in accordance of confidence of disparity measure. Further, gradient probabil-
ity distribution was extracted in order to estimation of matching of ellipsoidal object. The
final observation was product of three probability distributions without considering adaptive
contribution. In similar lien, disparity information from stereo video for 3D object tracking
was exploited (Zoidi et al. 2014). The targeted object was first passed through Kalman filter
for new state prediction. The search region was established around new predicted centre. In
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order to reduce search space, sub sampling was performed by measuring similarity of 2D
color disparity histogram of candidate ROI with that of reference ROI. From reduced search
space, texture cue was extracted and similarity index was calculated for both left and right
channel of video by comparing candidate texture with that of reference model. The final
position of object was determined based upon maximum of average similarity determined
using cosine similarity. The results revealed that stereo tracker perform better than monocu-
lar tracker for slowly deforming articulated objects. In order to automatic tuning of various
tracking and detection parameters, receiver operator characteristics (ROC) usage for close
interaction among different detection modules was discussed (Gavrila and Munder 2007).
In this work, pedestrian detection was performed in various stages such as stereo for coarse
search region generation, shape based detection followed by classification by texture cue and
finally verification by stereo module. The tracking of pedestrian was performed using Hun-
garian method where cost matrix was extracted using two similarity measures as Euclidian
and chamfer distance. The results were presented using proposed mobile protector system.

3.6 Discussion

In recent past, in order to exploit potential advantages of different sensing technology, multi-
modal multicue object tracking has been extensively explored. In general, vision camera was
aided by one of sensing technology for development of robustmulti-modal tracking solutions.
Being invariant to illumination changes, insensitive to pose variation, thermal/IR cameras
could detect object for night vision applications and aided vision camera for continuous
video surveillances. The fusion and synchronization of vision and thermal camera was major
area of research which was addressed differently for robust tracking solution. The tracker
level fusion of vision and thermal camera was addressed (Conaire et al. 2008). The fusion
based on context sensitive reliability was discussed (Erdem et al. 2012). Cues from color and
thermal cameras were fused using DSmT framework for resolving conflict from indepen-
dent measurements, but, model could not handle tracking of single object (Airouche et al.
2012). For tracking single object using vision and thermal camera, DSmT based framework
was proposed considering conflict resolving using proportional conflict redistribution rules,
PCR-5 rules (Walia and Kapoor 2015). The Microsoft Kinect camera having synchronized
infrared and vision camera could provide depth information used for handling occlusion
(Susperregi et al. 2013). The audio sensors can locate person through efficiently extraction
of range and bearing information of target, but, fail to locate silent person/object. Hence,
combining audio sensors with vision sensor found its niche for applications such as dis-
tributed meeting, automatic scene analysis and effective presentation during lectures. Being
insensitive to environment changes and computationally efficient, laser scanners combined
with vision camera for handling occlusion, and merge/split for multicue tracking framework.
The laser scanner were placed either above upper body or at legs positions for extracting dif-
ferent patterns of objects. The patterns such as walking pattern (Scheutz et al. 2004), swing
model (Cui et al. 2008), motion models (Spinello et al. 2009) were extracted using laser
scanner and combined with vision camera for distinguishing objects. In addition, detection
of whole body using laser scanner was considered (Song et al. 2008) which aided vision cam-
era for robust tracking solution. Due to its ability to locate hidden object, RF sensing such as
radar and passive RF tags along with vision camera were explored for multi-modal tracking
solution. However, tracking multiple persons with similar passive RFID tag needs further
investigated. The stereo camera being able to provide disparity information about target was
exploited extensively for 3D multicue object tracking. The depth information extracted from
disparity map was combined with other cues for multicue tracking. In sum, similar to single-
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modal, multi-modal tracking work was mainly focused towards either extraction of efficient
features or fusion of different sensors data in efficient manner. In addition, calibration and
synchronization of different sensors is another domain which needs further research for accu-
rate tracking solution development. Our analyses of single-modal and multi-modal multicue
techniques revealed that technology in this field has matured enough for real applications of
these solutions.

4 Datasets and evaluation metrics for multicue object tracking

The object tracking is challenging task due to complex nature of real world and number
of environments scenarios. In each year, in addition to work reported by different authors,
Performance Evaluation of Tracking and Surveillance (PETS) workshop introduced new
datasets and performance measures for evaluation of tracking algorithms. On the contrary,
most of reported methods were evaluated on limited dataset for specific performance mea-
sures. Hence, in order to give reader a quick overview and new trends and also for sake
of completion of multicue tracking survey, we have briefly summarized various reported
multicue datasets and performance measures for object tracking.

4.1 Datasets for evaluation of multicue object tracking techniques

For evaluation of tracking algorithms, standard datasets are available publically. Someof these
datasets provide ground truth data in the form of separate *.xml file. In addition, algorithms
are tested on synthesis video sequences for catering different test scenarios. The overview of
various datasets for object tracking is summarized in Table 3 and also sample image of each
listed set is included in Fig. 4. The brief description of multicue datasets follows in turn.

(a) TUD-Stadmittee dataset sequences contained 178 images with resolution of 640× 480
(Andriluka et al. 2010). The data was captured using stationary monocular camera. The
dataset hadmultiple persons being self or fully occluded by different objects. The ground
truth data was available which consist of different object ID along with corresponding
coordinates in different frames.

(b) PETS 2014 workshop introduced ARENA dataset which had 22 scenarios categorized
as ‘something is wrong’ 6 video sequences, ‘potentially criminal’ 6 video sequences,
‘criminal behaviour’ 7 video sequences and ‘extra criminal scenarios’ 3 video sequences
(Patino and Ferryman 2014; PETS 2014). The data set was collected at university using
four cameras mounted on vehicle. The aim was to provide benchmark data set for
evaluation of algorithms for behaviour and abnormality analysis in a scene captured
using multiple cameras.

(c) Head tracking sequences (HTS) included various challenges such as occlusion, rotation,
zooming and distractions. The video sequences alongwith ground truth data representing
coordinate of ellipse position were available at HTS. The resolution of bmp images are
128 × 96 pixels.

d) Audio visual people (AVP) dataset consisting of three vision sequences along with two
microphone outputs was available online (MOTINAS project). The dataset consist of
3271 frames of 360×288 pixels size at 25 fps. The two audio channels were at 44.1kHz.
The data was recorded in closed rooms having reverberations. The ground truth data
was also provided in the form of *.xml file. In addition, AV16.3 dataset consisted of
8 annotated sequences captured indoor with three cameras and 2 arrays (8 each) of
microphones (Lathoud et al. 2004).
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Fig. 4 Sample image of datasets: a TUD-Stadmittee (Andriluka et al. 2010), bARENA (PETS 2014), c HTS
(HTS), dAVP (MOTINAS project), eKo-PER (Strigel et al. 2014), f LITIV (Torabi et al. 2012), g INO (INO’s
Video), h OSU (Davis and Sharma 2007), i BEHAVE (Blunsden and Fisher 2010), j CAVIAR (EC CAVIAR),
k OSU (Davis and Keck 2005), l TIV (Zheng et al. 2014), m ASL-TID (Portmann et al. 2014), n BoBoT
(Klein et al. 2010), o BoBoT-D (Klein), p MSA (Ess et al. 2007), q EPFL (Fleuret et al. 2008), r PETS2006
(PETS 2006a, 2006b), s KTP (Munaro et al. 2012), t 3DPes (Baltieri et al. 2011)

(e) Under Ko-FAS, Ko-PER road interaction dataset was generated as benchmark dataset
for evaluation of algorithms (Strigel et al. 2014). The dataset consist of three video
sequences captured using eight monochrome cameras TXG-04 and laser scanner 14
SICK LD–MRS installed at height of 5m above ground level. The sequence 1 included
object label and sequences 2 and 3 had reference data which was useful for evaluation
of multiple object detection and tracking algorithms.

(f) LITIV Dataset included nine video sequences of visible and thermal video sequences
captured under different conditions such zooming, position and occlusion (Torabi et al.
2012). The sequences were having resolutions of 320 × 240, variable frame rate and
length ranging from 11 to 88s. The ground truth data were provided separately for these
sequences.
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(g) INO’s video analytics dataset consisted of video sequences captured using VIRxCam
platform installed in outdoor with different weather conditions (INO’s Video). The
sequences with different resolution and duration were captured from calibrated thermal
and color camera. The ground truth data was provided in form of images with extracted
foreground.

(h) OSU Color-Thermal Database was created in three different locations at Ohio State
University campus (Davis and Sharma 2007). The dataset consisted of 6 video sequences
with 17,089 images captured from thermal and vision camera located on tripod above
ground level. The sequences were captured in outdoor with different level of challenges.
The tracking results were available in the form of *.cvml file.

(i) BEHAVE Interactions dataset (Blunsden and Fisher 2010) consisted of 4 video
sequences captured at two different sites. The sequences capture 10 interaction behavior
as in group, ignore, chase, fight, walk together, run together, approach, split, following,
and meet. However, ground truth data for few video sequence was available online in the
form of *.xml file. In totality, videos had approximately 90,000 frames with resolution
of 640 × 480 at 25 fps.

(j) CAVIAR dataset consisted of 2 sets of video sequences captured at resolution of 384×
288 with 25 fps. Set1: contained 28 video sequences representing six scenarios at INRIA
lab. Set2: contained 26 video sequences, each with two views, representing 26 scenarios
at shopping center Lisbon (EC CAVIAR). The sizes of videos were upto 21MB with
MPEG2 compression. The ground truth data was available in the form of *.xml file.

(k) OSUdataset consisted of 10 thermal video sequences, 284 frames, captured atOhio State
University campus (Davis and Keck 2005). The ground truth (GT) data was provided for
each sequence. The sequences were captured under different environmental conditions
such as cloudy, rainy, fair etc.

(l) TIV dataset included three pedestrian thermal infrared (IR) video sequences at high
resolution of 1024 × 640 and 512 × 512 (Zheng et al. 2014). The data was collected
at variable frame rate with multiple cameras. The annotation of each sequence was
provided along with Matlab code for reading data file.

(m) ASL-TID dataset had nine sequences captured at different outdoor locations (Portmann
et al. 2014). The sequences were captured at fixed rate 20Hz with resolution 324× 256
with handheld FLIR Tau320 camera from elevated location.

(n) BoBoT benchmark dataset contained nine video sequences out of which five had pres-
ence of human (Klein et al. 2010). The sequences were captured at resolution of
320 × 240, 25 frame rate in mpeg2 format. The camera was in motion and scene had
different video challenges such as distractions, occlusion, and rotation.

(o) BoBoT-D dataset included five RGB and depth sequences marked as ‘Milk’, ‘Ball’,
‘Person’, ‘Tank’, and ‘Lunch Box’. The sequences were captured using Kinect sensor
with color 3 channel 8 bit each and depth one channel 16 bit (Klein). The ground truth
data is also available online.

(p) Mobile scene analysis (MSA) dataset consisted of two sequences, 804 frames, and
recorded using pair of cameras mounted on mobile chariots (Ess et al. 2007). The
images with resolution 640 × 480 were captured at rate 13–14 fps using AVT Marlins.
The annotation along with calibration data was included for testing.

(q) Multiple people tracking EPFL dataset was created usingmultiple cameras (Fleuret et al.
2008). The dataset consisted of five video sequences captured at 25 fps with 2–4 camera
mounted at height of 2m above ground. The various challenges such as bad lighting,
occlusion, scaling had been incorporated in these sequences. The ground truth data was
provided for three video sequences.
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(r) PETS series contained different sets of dataset depending upon scenarios and surveil-
lance application domains. PETS2006 (PETS 2006a, 2006b) dataset consisted of 7
(S1–S7) video sequences captured using four cameras. The sequences had resolution of
768 × 576 pixels, 25 fps and JPEG compression. The different levels of difficulty were
marked for each sequence and ground truth along with calibration data was provided.

(s) Kinect tracking precision (KTP) dataset consisted of 4 sequences captured at different
position of mobile robot carrying Microsoft Kinect camera (Munaro et al. 2012). The
images had 640×480 pixel resolutions, 30Hz and in total 8475 frames. The 2D and 3D
ground truth data was provided.

(t) 3DPes dataset contained video sequences in six parts with multiple cameras for surveil-
lance (Baltieri et al. 2011). The eight cameras were installed with different zooming
at different locations at University of Modena and Reggio Emilia. The resolution of
cameras was fixed at 704×576 pixels with 15 frames/s. The sequences captured objects
multiple times in one or more cameras.

In addition, there are datasets for which either public access is not present or cited in a few
of multicue research papers. Additional details about datasets are available (CANTATA). In
literature, it was well acknowledged that publically available datasets were preferred over
self-generated datasets. However, for using public domain dataset, individuals are directed
to read the license agreement/download instruction/reference citation for acknowledgement
of sources. In addition to selection of datasets, performance measures are considered as
critical parameters for evaluation of tracking algorithms. The brief introduction of various
performance measures for multicue object tracking is discussed in following section.

4.2 Evaluation of multicue object tracking techniques

The tracker performance needs to be evaluated both quantitatively and qualitatively over a
length of video sequences. In literature, tracking performance measures considered different
aspects of video with aim to gauge robustness and efficiency of proposed technique. The
aim of tracking performance measures is to estimate either deviation from track or false
positive/false negative during tracking. In our review, we have categorized quantitative per-
formance measures for single and multiple objects tracking depending upon availability of
ground truth (GT) data. The brief introduction of various performancemeasures are examined
in this section in turn:

4.2.1 Performance measure without using ground truth data

Tracking performancemeasure without using GT data exploits abnormality in regular pattern
of motion, appearance, shape etc. (Spampinato et al. 2012; Chau et al. 2009; Erdem et al.
2001b) or uses some prior knowledge of object trajectory (Wu et al. 2010). These measures
are easily computed on real time but prone to errors under different tracking scenarios.
Performancemeasure for evaluation of video segmentation and trackingwithout GT data was
proposed (Erdem et al. 2001b). The spatial difference extracted from color, motion difference
along boundary and temporal difference extracted from color histogram difference were used
for deducing evaluation metrics. The color metrics were determined with the assumptions
that intra frame color boundary coincides with object boundary and also that inter frame
color histogram of object did not change. The motion metric was also determined with the
assumption that motion vector of object does not coincide with background motion vector
at object boundary. The individual metrics were combined with weighted contribution to get
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final score in the range [0, 1]. As an extension of previous work, feedback mechanism for
adjusting the weights assigned to features was considered (Erdem et al. 2001a). However,
proposed technique was investigated for contour tracking. Similarly, appearance and motion
smoothness for extracting performance measure scores was assumed (Wu and Zheng 2004).
In this work, five features such as trajectory complexity, scale, motion smoothness, shape,
and appearance similarity were considered to be consistent/smooth during tracking process.
The individual scores were weighted to get final performance evaluation score. In order to
make performance measure more adaptive and robust to variation in object scale and shape
during tracking, seven features such as temporal length, exit zone, shape ratio, area, color
along with their feature score at each frame were extracted (Chau et al. 2009). The final
performance score of tracker was determined through weighted contribution of individual
feature. Themost of tracking performancemetricswithoutGTwere either application specific
or algorithm specific. In order to test performance irrespective of tracker algorithms, physical
motion reversibility of targetedobjectwas exploited (Wuet al. 2010). The associationbetween
prior distribution at t=0 and posterior distribution of time reversed Markov chain was used
for evaluating performance of tracking algorithm. Also, fast approximation at different time
intervalwas suggested for real time performance evaluation.Automatic exclusion of temporal
state when target was lost and finally estimation of tracker performance when target was
present was proposed (SanMiguel et al. 2012). In this work, tracker accuracy was measured
by finding similarity between estimated target positions and time reversed tracker positions at
each state. In similar lien, online evaluation of tracking algorithms using shape, appearance
and motion features and Bayesian classifier was considered (Spampinato et al. 2012). In
this work, Bayesian classifier classified tested frame features into good or bad tracking. The
classifier was trained through features set extracted from training dataset. The final matching
score was estimated from all features and used for deciding tracker performance metrics. In
sum, performance measure without ground truth could evaluate tracker on real time during
tracking but most of performance measures gave less reliable results due to variation in
features with environment.

4.2.2 Performance measures using ground truth (GT) data

The tracker performance measures using GT are evolved with the start of Performance Eval-
uation of Tracking and Surveillance (PETS) workshop. These measures gave more precise
results and also independent of tracker algorithms. We have further categorized these metrics
based upon how the ground truth data was used for comparison with tracker output.

First in trajectory based approach, ground truth trajectory was compared with estimated
tracker trajectory. Apart from complete trajectory comparison, comparison of some discrete
events in trajectory in order to reduce the effort for ground truth extraction was proposed
(Pingali and Segen 1996). In similar line, establishment of correspondence between ground
truth track and tracker estimated track before estimation of performance metrics was intro-
duced (Senior et al. 2001). In this work, association of ground truth track with estimated
track was established through threshold of Ng × Nt distance matrix. Where, Ng was count
of ground truth tracks and Nt was count of estimated tracks. Distance matrix DT(K1, K2)

between two tracks K1 and K2 was determined using Eqs. (1)–(3).

DT(K1,K2) = 1

N2
12

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑

i: ∃K1(ti)
& ∃K2(ti)

√

p2x(i) + p2v (i)

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(1)
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px(i) = |X1(i) − X2 (i)| (2)

pv (i) = |V1 (i) − V2 (i)| (3)

where N12 is total number of states in two tracks, px (i) and pv (i) were difference in centroid
and velocity of object at time instant ti. Using estimated Ng × Nt distance matrix, associa-
tion between ground truth track and estimated tracks was established. Further, performance
metrics for object tracking such as position error, area error, detection lab, incompleteness
factor and track error rates were determined. Apart from track matching using association
criteria, counting index was used and performance metrics such as object tracking accuracy,
occlusion success rate, tracker detection rate, and tracking success rate, false alarm rate, track
detection rate were considered (Black et al. 2003). Issues of spatial and temporal fragmen-
tation/merging during object tracking were discussed (Brown et al. 2005). In this work, two
stage evaluation of performance was proposed. Apart frommeasuring track false positive and
negative, authors introduced metrics for measurement of fragmentation and merger errors.
Temporal correspondence between GT track and tracker estimated track was measured (Yin
et al. 2007) using Eq. (4).

L(GTm ∩ TTn)

L(GTm ∪ TTn)
> Threshold (4)

Under this work, function L () finds number of frames between GT track (GTm) and
target track (TTn). When the above ratio was greater than threshold value, target track was
associated with ground truth track. After establishment of association, various performance
metrics such as track detection failure (TDF) track fragmentation (TF), latency of system
track (LT), closeness of track (CT), false alarm track(FAT), track matching error (TME), ID
change (IDC), correct detected track (CDT) and track completeness (TC)were determined for
evaluation of tracker. Correspondence between ground truth track and tracker estimated track
through estimation of Euclidean distance between centroid of ground truth bounding box and
estimated bounding box was established (Bashir and Porikli 2006). After establishment of
correspondence, different frame based metrics such as positive prediction, false alarm rate,
tracker detection rate, detection rate etc. were determined based upon counting of number
of true negative, true positive, false negative and false positive frames. In addition, authors
proposed object tracking error (OTE), Eq. (5), asmeasure of average displacement of centroid
of ground truth and estimated bounding box.

OTE = 1

Ngt

⎧
⎨

⎩

∑

n∈Tg∩Tt

√

(Xng − Xnt)2 + (Yng − Ynt)2

⎫
⎬

⎭
(5)

where Xng and Xnt were centroid of object in frame n for ground truth and tracker estimation.
Ngt was total number of frame where correspondence was established. For evaluating perfor-
mance of mobile robot, visual contact rate (VCR) as measure of ratio of number of frames
target was present in robot field of view to total number of frames processed was proposed
(Germa et al. 2010). In (Bernardin and Stiefelhagen 2008; Zhang et al. 2015) CLEAR MOT
matrix and multiple objects tracking accuracy (MOTA) was determined, Eq. (6), by counting
number of false positive, miss detection and mismatches.

MOTA = 1 −
∑T

t=1 (M (t) + FP (t) + MM (t))
∑T

t=1 N(t)
(6)

where at time t, M(t), FP(t), MM(t), and N(t) were number of miss, false positive, mismatch
and object present respectively.
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In order to measure more precise positional accuracy, performance measures considered
area of overlap between ground truth bounding box and tracker estimated bounding box
in subsequence frames. An area based measure of precision, recall, F measure and success
rate was proposed (Kwon and Lee 2009). In this work, If GT bounding box area was AGT

and that of tracker output as ATO. The precision, recall, and F measure were determined
using Eqs. (7)–(9) respectively. The F measure estimate area of overlap between ground
truth bounding box and tracker estimated bounding box at each frame. Maximum value of F
measure (max at 1) indicated best estimation results. Also, author defined success rate based
upon estimated value of F measure at each frame. If F measure value was greater than 0.5,
object was considered to be tracked correctly.

r = AGT ∩ ATO

AGT
(7)

p = AGT ∩ ATO

ATO
(8)

F = 2 r p

r + p
(9)

The success rate was determined as ratio of correctly tracked frame to total number of
frame in video sequences.

The performance metrics based upon statistics of pixels in area of detected object and GT
were introduced (Karasulu and Korukoglu 2011). Under this work, in each frame, pixel based
precision and recall metrics were determined using Eqs. (10)–(11). Where, symbol || gives
number of pixels in the area, SUMGT(k) and SUMTO(k) represent spatial union of bounding
boxes of GT and detected object for kth fame in video sequence.

Ppa =
⎧
⎨

⎩

undefined, if SUMTO(k) = empty

1 −
∣
∣
∣SUMTO(k) ∩SUMGT(k)

∣
∣
∣

SUMTO(k)
, otherwise

(10)

Rpa =
⎧
⎨

⎩

undefined, if SUMGT(k) = empty

1 −
∣
∣
∣SUMGT(k) ∩SUMTO(k)

∣
∣
∣

SUMGT(k)
, otherwise

(11)

These measures for complete video sequences were estimated as weighted average over
Nframe where tracking was performed. Also, the authors introduced F1 measure as perfor-
mancemetric, Eq. (12), which was estimated from individual calculated values of pixel based
precision and recall.

F1 = (1 + β)Ppa × Rpa

β(Ppa + Rpa)
(12)

where parameter β was determined by user depending upon application scenario. In order to
givemore weightage to frames with greater intersection area between ground truth object and
tracker output, an error measure for estimation of tracker accuracy was proposed (Maggio
et al. 2007). The error measure was determined using Eq. (13).

E(k) = 1 − 2 × TP(k)

|ATO(k)| + |AGT(k)| (13)

where in frame k, TP(k) number of pixels matched in both ground truth and tracker output.
|ATO(k)|, |AGT(k)| were cardinality in the area of tracker output and ground truth. The error
was estimated for all frames where target was present. Also, authors proposed estimation of
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standard deviation of error under different run for probalistic tracker. A real time performance
metric for object tracking was presented (Denman et al. 2009). The different object parame-
ters such as position and area were explored for dynamically estimation of object detection
and tracking metrics. For each of these metric, final performance score was determined while
considering contribution of each frame with appropriate learning factor. Apart from quan-
titative measures, various qualitative measures such as ability to handle occlusion, multiple
targets, rotation, scaling, deformation were investigated in different reported work. In sum,
both quantitative and qualitative measures need to be considered for testing robustness and
reliability of proposed algorithms.

4.3 Discussion

The different datasets for object tracking are summarized in Table 3 with listing of various
parameters. The datasets are generated with incorporation of various environment challenges
such as moving camera, clutter, occlusion, illumination changes etc. In general, for vision
camera, tracking research works are published using standard dataset so that results can be
reproduced for further study. But, for other sensing technologies, most of work was reported
on self-generated data for which public access was not available. In addition, multi-modal
synchronization and calibration of independent sensors is imperative for faithful tracking
results. In line with this, experiment analysis was performed (Smeulders et al. 2014). There-
fore, in our opinion newly reported methods need to be thoroughly evaluated on different sets
of video sequences. Also, in our opinion video datasets may be assigned tracking difficulty
levels which may be considered for performance metric. Mostly for vision dataset ground
truth data is provided along with video sequences, but for most of multi-modal datasets
ground truth needs to be extracted. The manual extraction of GT data is cumbersome task
and subjected to human errors. Various challenges in extraction of ground truth data were
investigated (Milan et al. 2013). A number of semi-automatic online tools such as VATIC
(Vondrick et al. 2012) and multi-view annotation tool (Utasi and Benedek 2012), GTVT
(Ambardekar et al. 2009), ViPER-GT (ViPER) etc. are available for extraction of GT. In
another approach, in order to ease extraction of ground truth data, pseudo synthetic video
sequences were generated for testing the robustness of tracking algorithms (Black et al.
2003; Schlogl et al. 2004). For prerecorded video, different challenges and complexities are
intentionally introduced for generation of pseudo synthetic video.

In this review, we briefly categorized performance measures based upon availability of
ground truth data. The performance measures without ground truth can be applied on real
time. Performance metrics using ground truth data are more accurate and invariant to algo-
rithm application domain. The measures based upon track similarity (Pingali and Segen
1996; Senior et al. 2001), object count (Yin et al. 2007; Bashir and Porikli 2006), area based
(Kwon and Lee 2009) or pixel based performance metrics (Karasulu and Korukoglu 2011)
may be considered for tracking performance evaluation. In an attempt to standardize eval-
uation methodology, various online tools such as ETISEO (Nghiem et al. 2007), VIVID
(Collins et al. 2005), Video Analysis and Content Extraction (VACE; Kasturi et al. 2005),
PETS (PETS 2006a, b) etc. are available for evaluation of performance of newly developed
algorithm. Mostly, users need to submit online results and these tools provide complete
performance reports. The CLEAR (CLEAR) performance evaluation workshop was mainly
focused towards bringing VACE and CHIL (CHIL) program together under a common plat-
form. The goal was to generate universal data set along with performance metrics which
will help vision community for pursuing further research. However, most of performance
measures do not consider system level changes in actual real system. Hence, in our view, con-
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sidering overall tracking scenarios, system level performance metric needs to be investigated
in future.

5 Concluding remarks and future direction

In this manuscript, we have reviewed recent advancement in single-modal and multi-modal
multicue object tracking techniques. In general, combining orthogonal complementary cues
not only enhance tracking accuracy over single cue techniques but alsomake algorithmsmore
robust to environment challenges. Vision and thermal camera being rich source of informa-
tion were extensively exploited for extracting different cues which were adaptively fused
in multicue tracking framework. The thermal sensors are considered to be good alternative
for vision sensor but cannot distinguish object with similar thermal profile. The laser, radar,
sonar sensors are limited in extracting fine granularities of visual world. The audio sensors
are good in locating object but unable to track silent person/object. Hence, vision camera
was augmented by different modularity such as thermal, radar, sonar, laser, and RFID sensors
for robust and reliable tracking solution development. The synchronization and calibration
of different modularity is discussed to a limited extent and need further investigation. The
Kinect sensor can give synchronized images from vision and thermal camera. The recent
work on multicue tracking was mainly focused on either development of robust cues or inte-
gration of multiple cues in adaptive manner. Although, number of dataset for single-modal
multicue are available online for testing of single-modal multicue techniques, multi-modal
datasets are limitedly discussed in open literature. Although, it is well established that differ-
ent independent modularity enhance tracking performance in multicue framework, sensors
modularity such as seismic sensors, sonar etc. needs to be explored for tracking distance
object. Considering our analysis of reviewed techniques, we conclude our survey with the
following remarks:

1. Multi-modal and single-modal multicue techniques attained their advancement for real
applications

2. Single-modal and multi-modal multicue methods can handle various tracking challenges
more efficiently than single cue methods

3. Although, It was well established that multi-modal methods improve tracking perfor-
mance, usage of more than two modularity needs more research

4. Calibrated and synchronized dataset for evaluating multi-modal techniques needs further
research

5. Features with multiple cues for incorporating different tracking scenarios have promising
research directions

6. Adaptive integration of cues with online cues conflict resolving solutions can be inves-
tigated

In sum, in this review we have investigated some of key single-modal and multi-modal
multicue object tracking methods. Most recent developments are analyzed and compared in
tabular form. We believe that our review will clear direction of research in ever growing field
of multicue object tracking.
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