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Abstract Wireless sensor networks (WSNs) have received considerable attention for mul-
tiple types of applications. In particular, outlier detection in WSNs has been an area of vast
interest. Outlier detection becomes even more important for the applications involving harsh
environments, however, it has not received extensive treatment in the literature. The iden-
tification of outliers in WSNs can be used for filtration of false data, find faulty nodes and
discover events of interest. This paper presents a survey of the essential characteristics for the
analysis of outlier detection techniques in harsh environments. These characteristics include,
input data type, spatio-temporal and attribute correlations, user specified thresholds, outlier
types(local and global), type of approach(distributed/centralized), outlier identification(event
or error), outlier degree, outlier score, susceptibility to dynamic topology, non-stationarity
and inhomogeneity. Moreover, the prioritization of various characteristics has been discussed
for outlier detection techniques in harsh environments. The paper also gives a brief overview
of the classification strategies for outlier detection techniques in WSNs and discusses the
feasibility of various types of techniques for WSNs deployed in harsh environments.
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1 Introduction

A wireless sensor network (WSN) consists of a large number of sensor nodes distributed
over a large area, with some powerful sink nodes which gather readings of sensor nodes.
The sensor nodes are equipped with a magnitude of capabilities like sensing, processing and
wireless communication. Each node is equipped with a wireless radio transceiver, a small
microcontroller, a power source and many types of sensors such as temperature, humidity,
light, heat, pressure, sound, vibration, etc. Over time, WSNs have been used for a multitude
of applications. Extensive work has been dedicated for various applications of WSNs (Zhang
etal. 2007a; Garca-Hernndez et al. 2004; Mainwaring et al. 2002; Cardell-Olivera et al. 2005;
Ni et al. 2003; Akyildiz et al. 2002; George 2010).

A wide variety of applications of WSNs are related to personal, industrial, business and
military domains, such as environmental monitoring, object tracking, health monitoring, bat-
tlefield observation, industrial safety and control, etc. (Garca-Hernndez et al. 2004; Mainwar-
ing et al. 2002; Cardell-Olivera et al. 2005; Ni et al. 2003; Akyildiz et al. 2002; Dereszynski
and Dietterich 2011; Bahrepour et al. 2010c,b; Phua et al. 2010d; George 2010). For instance,
in Event Detection and Reporting Applications, the networks usually wait for an outlier or
event to occur (Xue et al. 2006), while being inactive for the remaining time. In case of
occurrence of an event, the transmission of information towards the sink should occur with
severe latency requirements. Data Gathering and Periodic Reporting Applications are mostly
used for monitoring the environmental conditions like temperature, pressure, humidity, water
ingress, light concentration, structural integrity and etc. The nodes of such a network collect
some data and broadcast it periodically to the sink, which can perform some computations on
the gathered data. Sink Initiated Querying applications (Garca-Hernndez et al. 2004; Madden
et al. 2002) is another set of WSN applications in which the sink queries a set of sensors
for their measurements. For instance, if an anomalous behavior of a node is reported to the
sink, it can query some specific sensor nodes to gather further information to determine the
source of event. Tracking based Applications are mostly used for military and surveillance
purposes to detect and track a target. The sensor nodes notify the sink promptly whenever a
successful detection occurs.

1.1 Harsh environments

Various applications of WSNs have been studied extensively in literature (Garca-Hernndez
et al. 2004; Mainwaring et al. 2002; Cardell-Olivera et al. 2005; Ni et al. 2003; Akyildiz et al.
2002; Dereszynski and Dietterich 2011; Bahrepour et al. 2010c,b; Phua et al. 2010d). This
article, however, builds on “Event detection & reporting” applications of WSNs in “Harsh
Environments”, an aspect which has not been given extensive treatment in the past. Harsh
environments are defined as “high stress environments which offer severe monitoring and
communication challenges” (Misra et al. 2010). Underground oil, gas, coal, salt mines, forests
and volcanic sites (Garca-Hernndez et al. 2004) are typical examples of such environments.
These environments have to be monitored continuously for stable, safe, secure and reliable
operation. For instance, an underground coal mine should be monitored regularly to ensure
the reliability of mine structure, predict any disastrous conditions and more importantly for
the safety of personnel working inside.

The communication in such environments is characterized by high signal attenuation, elec-
trical interference and multiple reflections or echoes. Further, several environmental factors
like dynamic changes in the underground topology, instability in mine structures, ionized air,
humid and warm conditions, gaseous hazards and noise also affect the communication system,
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as discussed in Tutorial on Wireless Communications and Electronic Tracking (2009),Dario
et al. (2005),Akyildiz et al. (2003). As a consequence of all these factors, communication
systems may suffer from limited bandwidth, intermittent link connectivity, high distortion,
high packet loss rates, unacceptable packet reception ratio, jitter and delay (Misra et al. 2010).
As a safety assurance solution deployed in any harsh environment is highly dependent on
monitoring and communication, so these constraints may pose severe challenges in event
detection applications.

1.2 Difference between outlier and event

An ‘event’, also referred to as a ‘disastrous condition’ or ‘hazardous situation’, from the
perspective of harsh environments, may be characterized by an unexpected change in envi-
ronmental conditions. Fire, unexpected rise in gaseous concentrations, earthquake and etc.
are a few examples of events that may be encountered in harsh environments. ‘Outlier’ is
another term that is closely associated with ‘event’. An ‘ outlier’ is an observation that differs
significantly from the normal set of readings. The definition of Grubbs (1969), quoted in
Barnett and Lewis (1994) states “An outlying observation, or outlier, is one that appears to
deviate markedly from other members of the sample in which it occurs”. Further definitions
can be found in Tan et al. (2006). In the context of WSN we may say: “Those measurements
that significantly deviate from the normal pattern of sensed data” (Chandola et al. 2009).
Figure 1 shows outliers in two dimensional data. An outlier has a low probability that it
originates from the same statistical distribution as the other observations in the data set.

Potential sources of ‘outliers’ in data collected by WSNs include noise and errors, mali-
cious attacks and most importantly events (John 1995; Han and Kamber 2006). Of all these
sources, events can be characterized as the most important sources of outliers in a harsh
environment (Dereszynski and Dietterich 2011; Bezdek et al. 2011). In fact, an ‘event’ can
actually be described as a sequence of ‘outliers or erroneous readings’ in a streaming data set
(Shahid et al. 2012b,a; Shahid and Naqvi 2011). For example, a sensor reading indicating a
high temperature independent of its surrounding sensors is an outlier, whereas, a continuous
stream of high temperature readings (a stream of outliers) on a group of sensors located close
together, indicates the presence of an event.

1.3 How to differentiate between an outlier and event detection scheme

From the discussion in Sect. 1.2 it follows that an event detection scheme should essentially be
derived from an outlier detection scheme (Shahid et al. 2012a; Bahrepour et al. 2009¢; Zhang
et al. 2012) (We note here that although event detection schemes can be derived from outlier
detection schemes, but outliers and events are entirely different entities. Further discussion
on outliers and events can be found in Sect. 3). The main differences between event detection
and outlier detection are summarized in Table 1 (Zhang et al. 2010).

1.4 Motivation for outlier and event detection

Various accidents have occurred in underground mines worldwide in the previous years. Three
accidents occurred in 1891, 1956 and 1958 in different mines within the Springhill coal field
due to fire, explosion and earth quake. A total of 238 human lives were lost in the three
incidents. Arguably the worst ever mine disaster in the world took place on April 26, 1942 in
Benxihu Colliery, located at Benxi, Liaoning. In a very recent accident in November 2009,
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Fig. 1 Outliers in 2D data. The ‘ ‘
points, outside the circle of radius
‘R’ are outliers

Table1 Important differences between outlier & event detection techniques for WSNs in harsh environments

Outlier detection Event detection
1 No a priori knowledge of trigger or semantic Hold the trigger condition or semantic of
of an event certain event issued by the sink node
2 Outliers identified by the comparison of Events identified by the comparison of
sensor measurements with each other sensor measurements with the trigger
conditions or other sensors in the network
3 Need to prevent normal data to be classified Need to prevent erroneous data which
as outlier and thus keeping the detection conform to the event condition or pattern
rate high and false alarm rate low to influence reliability of the detection

atleast 104 miners were killed. The accident was caused by a methane explosion followed by a
coal dust explosion. A methane blast at a Kemerovo coal mine killed 21 miners in 2005. Since
1978, 20 mining accidents have occurred in Poland. Even with the down trend in the fatalities
and accidents, 21,351 people were injured between the year 1991 and 1999. In 1972, 91 peo-
ple lost their lives in Sunshine silver mine at Kellogg Idaho. In 2006, 47 out of 72 miners lost
their lives in coal mining. Majority of these deaths occurred at Kentucky and West Virginia.
As recent as 5th April 2010, 29 valuable lives were claimed in Upper Big Branch mine disas-
ter at Raleigh County, Montcoal, West Virginia. Numerous examples of such accidents can be
found from history which caused severe financial impact and resulted in a great loss of human
lives (http://connekt.seecs.nust.edu.pk/SAHSE.php, http://www.humanite.fr/2006-03-10_
Societe_-Catastrophe-de-Courrieres-une-expression-impropre, http://www.genuki.org.uk/
big/eng/LAN/Haydock/WoodPitExplosion.html, http://www.msha.gov/MSHAINFO/Fact
Sheets/MSHAFCTS8.HTM ). Therefore, outlying data should be analyzed, as it may indi-
cate a system moving towards a state of natural disaster or event. Thus, outlier detection
in harsh environments is essential for event detection, data quality assurance and control
(QA/QCQC), fault detection, intrusion detection (Chen et al. 2006; Luo et al. 2006; Silva et al.
2005; Bhuse and Gupta 2006), focused data collection, (Zoumboulakis and Roussos 2007;
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Krishnamachari and Iyengar 2004; Ding et al. 2005; Ding and Cheng 2009) and adaptive
system monitoring (Misra et al. 2010).

1.5 What is this survey about?

To ensure a high performance of outlier and event detection algorithms on WSNs deployed
for monitoring of harsh environments, these algorithms should satisfy a certain set of char-
acteristics. In general, outlier detection algorithms for WSNs must be energy conserving,
robust to topological changes in the network, pose minimal communication overhead and
use distributed approach or partially distributed approaches. All these characteristics ensure
minimum energy utilization by WSNs. Moreover, they should have a high detection rate and
low false alarm rate. However, the deployment of such a network in harsh environments,
underground mines for instance, requires the algorithms to satisfy an additional set of char-
acteristics. For example, the algorithms should be unsupervised, simple and computationally
efficient, consider multivariate data and spatio-temporal-attribute data correlations, perform
the separation of erroneous measurements and events, and should perform real-time/online
detection of anomalous data.

In this survey paper, we discuss the characteristics that should be possessed by an out-
lier and event detection technique to be feasible for WSNs in harsh environments. This
work is different from other survey papers (Chandola et al. 2009; Hodge and Austin 2004;
Rajasegarar et al. 2008a), in that, it summarizes the analysis criteria of outlier detection
techniques into a single discussion, specifically in the context of harsh environments. Fur-
ther, a summary of the prioritization of various characteristics extremely essential for harsh
environments has been presented in the form of a flow chart. This paper enables the reader
to clearly differentiate between the characteristics that are essential for outlier detection
techniques for simple WSNs (those deployed in non-harsh environments, e.g, in an open
field, room) and those for WSNs deployed in harsh environments. Taxonomy based state-
of-the-art classification scheme of outlier detection schemes for WSNs has been presented
and the suitability of various types of techniques has been determined for harsh environ-
ments based on the discussed characteristics. This paper may also enable a reader to test the
feasibility of any state-of-the-art outlier detection technique, previously presented in the liter-
ature, for harsh environments. Further, this paper may also strongly motivate the researchers
in this field to devote their future research in developing optimal outlier and event detec-
tion algorithms which satisfy the discussed characteristics. Upto the best of our knowledge,
this is the first detailed work in context of outlier detection techniques for WSNs in harsh
environments.

Rest of this paper is organized as following. Section 2 deals with a description of methods
for the analysis of various techniques in harsh environments. Section 3 briefly describes the
state-of-the-art taxonomy based classification criteria for outlier detection techniques used
in WSNs. Section 4 gives a detailed description of the characteristics of outlier detection
techniques for WSNs. Section 5 defines harsh environment, explains the challenges imposed
by harsh environments on outlier detection techniques and discusses various characteristics
of outlier detection techniques for WSNs deployed in harsh environments. Section 6 explains
the relationship between various characteristics presented in Sects. 4 and 5. Section 7 gives
the prioritization of various characteristics to determine the feasibility of outlier detection
technique for harsh environments. Section 8 briefly describes the feasibility of various types
of outlier detection techniques in WSNs (introduced in Sect. 3) for harsh environments.
Section 9 deals with the future work and research possibilities and Sect. 10 concludes the

paper.
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2 Methods for analysis of outlier detection techniques

Before going into the detailed analysis of characteristics essential for outlier detection tech-
niques in harsh environments, we discuss three commonly used methods for evaluation of
these algorithms. These quantitative measures are mostly used by researchers to present the
accuracy of their developed outlier and event detection algorithms.

1. Detection Rate
2. False Alarm Rate / False Positive Rate
3. Receiver Operating Characteristic (ROC) Curve

The effectiveness of any outlier detection technique can be evaluated quantitatively
depending on the number of outliers correctly identified: known as the detection rate and
the fraction of normal data incorrectly considered as outliers: known as false alarm rate.
The receiver operating characteristic (ROC) curve (Lazarevic et al. 2003) represented in the
form of a 2-D graph is usually used to represent the trade-off between detection rate and
false alarm rate. An example ROC curve is shown in Fig. 2. The effectiveness of an outlier
detection technique depends on the capability to maintain a high detection rate while keeping
the false alarm rate low and large area under ROC curve (Ganguly 2008).

3 Classification of outlier detection techniques for WSNs

This section briefly presents the state-of-the-art classification criteria of outlier detection
techniques for WSNs. Various types of techniques presented in this section will then be
discussed in term of their feasibility for harsh environments in Sect. 5, where we will introduce
the characteristics of optimal outlier detection techniques for harsh environments. Thus, based
on the methodology used for outlier detection, the techniques have been classified into the
following four types. A detailed explanation of this classification criteria can be found in
Zhang et al. (2007a). Here we present only a brief analysis of various types.
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3.1 Statistical based techniques

These techniques require an underlying data distribution model for the detection of outliers.
They assume or estimate a statistical (probability distribution) model which captures the
distribution of the data and evaluate data instances with respect to how well they fit the
model. A data instance is declared as an outlier if the probability of the data instance to
be generated by this model is very low, based on the distance measure. These techniques
can further be classified as parametric or non-parametric. Parametric techniques assume
availability of the knowledge about underlying data distribution, i.e., the data is generated
from a known distribution. Distribution parameters are then estimated from the available
data. These techniques are based on either a Gaussian based model or a non-Gaussian model.
Non-parametric techniques do not assume availability of data distribution. They typically
define a distance measure between a new test instance and the statistical model and use
some kind of thresholds on this distance to determine whether the observation is an outlier.
Most widely used approaches in this respect are histogram, kernel density and wavelet based
approaches. Some of the statistical based techniques considered in this paper are Dereszynski
and Dietterich (2011), Zhang et al. (2012), Wu et al. (2007), Yozo et al. (2004), Jun et al.
(2005), Bettencourt et al. (2007), Sheng et al. (2007), Palpanas et al. (2003), Subramaniam
et al. (2006)

3.2 Nearest neighbor based techniques

Nearest neighbor-based approaches had been the most commonly used approaches to analyze
a data instance with respect to its nearest neighbors in the data mining and machine learning
community in the past. They use several well-defined distance notions to compute the distance
(similarity measure) between two data instances. A data instance is declared as an outlier if
itis located far from its neighbors. Euclidean distance is a popular choice for univariate data,
whereas, multivariate continuous attributes are handled by Mahalanobis distance metric.
Some of the nearest neighbor based techniques considered in this paper are presented in
Branch et al. (2006), Zhang et al. (2007b), Zhuang and Chen (2006). These techniques have
not been the focus of research community recently due to the limitations that will be discussed
in the forth-coming sections.

3.3 Clustering based techniques

Grouping similar data instances into clusters with similar behavior is known as clustering.
Clustering algorithms can be either centralized or distributed. In centralized clustering algo-
rithms each node transmits its entire data to the gateway/ central node which then performs
data clustering. This approach is however communication inefficient. In a distributed clus-
tering approach, all the nodes are able to perform clustering of the sensed data vectors and
then send specific parameters of clustered data to the gateway node to reduce communication
overhead. The nodes then use some distance measure from the nearest cluster to identify out-
liers (Bezdek et al. 2011; Rajasegarar et al. 2008a, 2010b, 2012; Moshtaghi et al. 2011a,b,c;
Bezdek et al. 2010; Suthaharan et al. 2010a,b).

3.4 Classification based techniques

Classification based techniques learn a classification model using the set of data instances
during the training phase and then classify the data instance to one of the training classes
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during the testing phase. These techniques can be either supervised or unsupervised. The
one-class unsupervised techniques learn the boundary around normal instances during train-
ing while some anomalous instance may exist and declare any new instance lying outside this
boundary as an outlier. The boundary may be defined as a sphere or quarter-sphere. However
this type of classifier may need to train itself according to the new arriving normal data sets. In
existing outlier detection methodologies for WSNS, classification based approaches are cat-
egorized into support vector machine (SVM) based and Bayesian network based approaches
depending upon the type of classification model that is used (Bahrepour et al. 2010b; Shahid
etal. 2012a,b; Shahid and Naqvi 2011; Luo et al. 2006; Elnahrawy and Nath 2004; Janakiram
et al. 2006; Hill et al. 2007; Zhang et al. 2009a,b; Rajasegarar et al. 2006, 2007, 2008a,b,
2010a).

4 Characteristics of outlier detection techniques for WSNs

This section identifies and discusses several important aspects of state-of-the-art outlier detec-
tion techniques specially developed for WSNs and those presented in Sect. 3. These char-
acteristics can be used as metrics to determine the feasibility of different outlier detection
techniques for non-harsh environments. To be feasible for harsh environments, the outlier
detection techniques should satisfy an additional set of characteristics which will be dis-
cussed in the next section. Following is a detailed description of various characteristics and
their significance for WSNS.

4.1 Energy efficiency

WSNs have been found to be of key importance in monitoring applications. Specifically, the
monitoring of remote and isolated environments has been a primary application of WSNs.
Consider for example the case of a WSN deployed in a forest for fire detection, where a
large number of sensor motes are randomly placed at various locations. Due to the physical
constraints posed by a large forest, the replacement of the batteries of the sensor motes may
present severe problems. Therefore, it is essential that once the WSN has been deployed
in such an environment, the battery life should be made as long as possible by conserving
the amount of energy consumed in computations and communication. Outlier and event
detection techniques for WSNs can be made energy efficient by ensuring the following two
characteristics.

4.1.1 Low computational and communication complexity

Sensor nodes in a WSN have limited power and a major portion of energy is consumed in
communication and computation, so techniques should be computation and communication
efficient. It has been proved that the communication cost of a sensor node is several orders
of magnitude higher than the computation cost (Gupta and Kumar 2000; Shnayder et al.
2004). Over the recent years, significant work has been dedicated to reduce communication
overhead in a WSN by increasing the computations at individual nodes of the network without
compromising the performance. These efforts have led to a significant improvement in the
battery life of WSNs deployed in remote environments. Various outlier and event detection
techniques proposed in the literature require computations at individual nodes of the network
followed by communication between the nodes of the network.
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e Statistical based techniques usually pose low communication and computational com-
plexity as compared to other techniques as they require an underlying data distribution
and simply declare the most remote points as outliers (Dereszynski and Dietterich 2011;
Zhang et al. 2012; Wu et al. 2007; Yozo et al. 2004; Jun et al. 2005; Bettencourt et al.
2007; Sheng et al. 2007; Palpanas et al. 2003; Subramaniam et al. 2006).

e Clustering based techniques have more computational complexity as compared to statis-
tical based techniques as they require the computation of a distance metric for every data
sample. The degree of deviation is used to declare a data sample as an outlier or normal.
However, the communication complexity is comparable to that of statistical based tech-
niques, as only a few cluster parameters need to be broadcasted between various nodes
of the network (Bezdek et al. 2011; Shahid et al. 2012a,b; Zhang et al. 2012; Moshtaghi
et al. 2011a; Bezdek et al. 2010; Rajasegarar et al. 2010a; Giatrakos et al. 2010a,b).

e Classification based techniques pose a computational complexity that is greater than that
of clustering and statistical based techniques. Specifically, the SVM based techniques
require the solution of a quadratic or linear optimization problem at every time instant.
Bayesian based techniques have been reported to pose more computational complexity
because they associate a probability measure between each pair of attributes at every
time instant. Some of the most recent techniques which have resulted in a magnitude of
reduction in communication complexity without a loss of performance are presented in
Shahid et al. (2012a,b); Rajasegarar et al. (2010a); Bahrepour et al. (2009a).

e Nearest neighbor based techniques have the greatest computational complexity as com-
pared to all other state-of-the-art techniques because they require the computation of
multi-variate euclidian distance between each pair of data samples (Branch et al. 2006;
Zhang et al. 2007b; Zhuang and Chen 2006). Their communication complexity is com-
parable to other techniques.

4.1.2 Distributed computations

An outlier and event detection technique for WSNSs requires computations as well as commu-
nication between various nodes of the network, therefore, depending on these two require-
ments, the techniques can be classified as:

e Centralized
e Distributed

In a centralized approach, all the data received at individual nodes is transmitted to central
node. The central node is responsible for processing the entire data received from the network
and determine outliers or events. This technique provides a global perspective of the entire
network to the central node (Sheng et al. 2007), but, it requires excessive multi-hop commu-
nication between various nodes of the network. Since communication cost is several orders
of magnitude higher than the computation cost, so, the centralized approaches to outlier and
event detection are energy inefficient and cannot be used for WSNs (Gupta and Kumar 2000;
Shnayder et al. 2004).

An essential characteristic of outlier and event detection techniques that has been given
primary importance in the recent years is the *distributed nature’ of technique. In a distributed
approach, as the name implies, the outlier or event identification process is divided between
all the nodes of the network. Thus, each node maintains a record of its newly arrived data
and then performs some processing on it to determine the sufficient statistics of gathered
data. The nodes then broadcast this data to a cluster head of the network. The cluster head is
responsible for processing the sufficient statistics received from all the nodes and determine
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global statistics. The global statistics are then broadcasted to all the nodes in the network. The
global statistics give a perspective of the whole network to all nodes of the network. Various
distributed outlier and event detection techniques have been presented in the literature.

e Most of the statistical based techniques proposed in the literature require centralized
computations (Wu et al. 2007; Yozo et al. 2004; Jun et al. 2005; Bettencourt et al. 2007;
Sheng et al. 2007; Palpanas et al. 2003; Subramaniam et al. 2006). A very few state-of-
the-art techniques are distributed (Dereszynski and Dietterich 2011; Zhang et al. 2012).

e More recently, the clustering based techniques have opened a new era of research for
distributed outlier detection techniques. Clustering is used to identify the outliers at
individual nodes of the network. The aggregator nodes in the network then collect data
from the neighboring nodes, broadcasting the cluster parameters upto the sink node. This
process forms a global perspective of the whole network at the sink node which then helps
inidentifying the outliers (Bezdek et al. 2011; Subramaniam et al. 2006; Rajasegarar et al.
2010b, 2012; Moshtaghi et al. 201 1a,b,c; Bezdek et al. 2010; Suthaharan et al. 2010a,b).

e Classification based techniques have also been used to perform distributed computations.
SVM based techniques compute the radius of sphere or quarter-sphere at each node of
the network and classify the data instances lying outside the boundary as outliers (Shahid
et al. 2012a,b; Shahid and Naqvi 2011; Rajasegarar et al. 2006, 2007, 2008a,b, 2010a;
Elnahrawy and Nath 2004; Janakiram et al. 2006; Hill et al. 2007; Zhang et al. 2009a,b).

e Nearest neighbor based techniques perform centralized computations mostly.

Following are a few advantages of distributed approaches:

e These techniques do not require the broadcast of entire data to the central node of the
network, thus, resulting in a significant reduction in the communication complexity and
data traffic in the network.

e These techniques require each node to process its own data and broadcast only a few
parameters of the data to the central node. This reduces the amount of computations to
be performed at the central node.

4.2 Outlier identity

There are three potential outlier sources in WSNs:

1. sensor errors
2. Events
3. Malicious attacks

Outlier detection techniques are meant to identify the outliers and perform further oper-
ations on the determined outliers or simply discard them. This article involves a discussion
about outliers in the context of errors and events only.

4.2.1 Sensor errors

Errors may occur due to various sources, such as a sensor misbehavior or sensor fault. In
a distributed approach, errors are normally characterized by a relatively large probability
of occurrence as compared to events. Various outlier detection techniques should be able to
differentiate between sensor errors, sensor misbehavior and events. The deployment of WSNs
in harsh environments, makes the measurements prone to noise as well. Thus, it is typical
for a noise measurement to be encountered as a sensor measurement. Most of the outlier
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and event detection techniques presented in the literature focus on differentiating between
outliers and events (Bezdek et al. 2011; Shahid et al. 2012a,b; Zhang et al. 2012; Moshtaghi
et al. 2011a; Bezdek et al. 2010; Rajasegarar et al. 2010a), however, the characterization of
outliers as sensor faults, misbehavior or noise has not been dealt. Recently some of the work
has been dedicated to detecting sensor errors (Chen et al. 2006; Sharma et al. 2010), however,
this domain needs to be explored more by the research community.

4.2.2 Events

Some of the measurements may be encountered which are neither errors nor noise, but still
significantly deviate from the normal data set. These observations are called events. Event
detection is the most important characteristics that should be present in a technique if it
is being used for WSNs deployed in an environment with a non-zero probability of event
occurrence. Typical examples of events may include fire, flood, earthquake, volcanic eruption
and etc. Following are a few features that should be possessed by an event detection algorithm.
Significant work has been dedicated for each of these features in the past.

e An event detection technique should identify the event with a high probability, i.e, a high
detection rate and a very low false positive rate.

e It should be able to carry out an analysis of the detected event. Often the WSNs are
deployed in unreachable environments which are being monitored from remote loca-
tions. Once an event is detected, the algorithm should initiate an analysis of the event
to determine the type of event, i.e, the identification of an event as fire, flood, volcanic
eruption, explosion and etc. Significant work has been done in the past which deals with
each of the events independently, for example various algorithms proposed in the liter-
ature focus on fire detection, however, such algorithms cannot detect any other type of
event in the monitored environment (Misra et al. 2010; Bahrepour et al. 2008, 2009c¢,b,
2010c,b,a; Keally et al. 2010; Zoumboulakis and Roussos 2007). A very few algorithms
tend to determine the class or type of event. Significant work has been dedicated for
classifying the intrusion in a WSN, such classification algorithms should also be used for
event type identification in WSNs (Abe 2010q; Liu et al. 2007, 2010; Hao et al. 2009;
Xu 2009; Xu et al. 2007; Aly 2005; Keerthi et al. 2008).

e An event is defined as a sequence of outliers in streaming data, thus, an event detection
strategy may also be derived from an outlier detection technique (Bahrepour et al. 2009c¢).
Some of the algorithms that perform event detection by modifying the outlier detection
algorithms have been presented in Bezdek et al. (2011), Shahid et al. (2012a,b), Zhang
et al. (2012), Rajasegarar et al. (2010a).

e Additionally, an event detection technique should also be able to define an event region
and an event boundary for a complete specification of an event (Xue et al. 2006; Luo
et al. 2006; Krishnamachari and Iyengar 2004; Ding et al. 2005; Ding and Cheng 2009;
Wau et al. 2007; Suthaharan et al. 2010b).

Following are a few methods discussed in the literature for event detection in WSNs.

e Some of the Statistical based techniques incorporate an event detection strategy
(Wu et al. 2007; Bettencourt et al. 2007), whereas most of the techniques do not perform
event detection (Dereszynski and Dietterich 2011; Zhang et al. 2012; Yozo et al. 2004;
Jun et al. 2005; Sheng et al. 2007; Palpanas et al. 2003; Subramaniam et al. 2006).

e Clustering based techniques perform event detection by comparing the cluster parameters
of various nodes in the network. If an outlier is detected at any node, it can invoke
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the decision of all other nodes in the neighborhood. Majority voting can then be used
to determine if the outlier is an event (Bezdek et al. 2011; Subramaniam et al. 2006;
Rajasegararetal. 2010b, 2012; Moshtaghietal. 2011a,b,c; Bezdek et al. 2010; Suthaharan
et al. 2010a,b).

e Classification based techniques also determine the presence or absence of an outlier by
majority voting of a group of nodes in a particular neighborhood (Bahrepour et al. 2010b;
Shahid et al. 2012a,b; Rajasegarar et al. 2008a, 2010a; Zhang et al. 2009a,b).

e Nearest neighbor based techniques do not perform event detection. Some of the nearest
neighbor based outlier detection techniques can be extended to event detection, but they
have high computational complexity.

4.2.3 Outlier handling strategy

A complete outlier and event detection algorithm should be able to perform the following
steps:

1. Outlier labeling: Outlier labeling means the detection of outliers from the data set. Pri-
marily, the algorithm should be able to classify the streaming data samples as normal or
outlier. This is performed by all outlier detection algorithms.

2. Outlier Cause: Once an outlier has been detected, the algorithm should begin a root cause
analysis to determine the source of a outlier, i.e, event, sensor fault or sensor misbehavior.

3. Event Identification: If an event is determined to be the source of outlier, another analysis
should be initiated to determine the type of event. A very few algorithms presented in
the literature are able to perform this complete analysis.

4. Outlier Accommodation: If no root cause for an outlier can be determined, and a retest
can be justified, the potential outlier should be recorded for future evaluation as more
data become available. Removing data points on the basis of statistical analysis without
an assignable cause is not acceptable. Robust or non-parametric statistical methods are
alternate methods for analysis. Robust statistical methods such as weighted least-squares
regression minimize the effect of an outlier observation (Han and Kamber 2006). Robust
outlier detection techniques should be employed when the number of outliers is large, so
that the resulting data distribution is not skewed, however non-robust techniques can be
employed when the number of outliers is small.

Generally, the outlier detection techniques can also be classified based on the number of
outliers they determine. However, the techniques should be able to determine and analyze
multiple outliers in a data set.

1. Single Outliers: Only a few of the earlier techniques identified single outliers, like Grubbs
test. Most of the state-of-the-art outlier detection techniques can identify multiple outliers.

2. Multiple Outliers: Multiple outliers can be identified by most of the techniques. Graph
based techniques enable a visual identification of multiple outliers, similarly threshold
based techniques also enable multiple outlier detection, as all the data points beyond a
particular threshold are considered as outliers.

4.3 In-susceptibility to dynamic changes in network topology
Sensor networks often undergo the deletion process of sensor nodes as a consequence of

which some new nodes should take the charge of dead nodes. This process of addition and
deletion of nodes is known as ‘dynamic change in the network topology’. Outlier and event
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detection techniques should be robust to such changes in the topology. Following are a few
reasons for dynamic changes in the network topology.

e Fora WSN deployed in a remote and huge environment, the battery of some of the sensor
nodes may drain out earlier than the other nodes in the same network. This may lead
to a loss of information towards the sink node if the faulty node lies in the multi-hop
path towards the sink. Such a condition is known as a "network hole’ (Schieferdecker et
al. 2011). In such cases another sensor node should replace the faulty node to route the
information to sink node and perform outlier and event detection.

e A disastrous event may lead to destruction of a few nodes in the network. This situation
may also produce a "network hole’.

The performance of Outlier and event detection algorithms may suffer significantly due
to dynamic changes in the network topology. Thus the techniques should be robust to such
changes in the network. Only a few techniques have been presented in the literature that
are robust to topology changes. Bayesian based techniques are the only examples of such
techniques (Krishnamachari and Iyengar 2004). Statistical, clustering and nearest neighbor
based techniques do not incorporate this feature.

5 Characteristics of outlier detection techniques for WSNs deployed
in harsh environments

Various characteristics were discussed in the previous section for outlier and event detection
techniques in WSNs. These characteristics are only suitable for WSNs deployed in non-harsh
environments, for example, office buildings and homes. WSNs deployed in such environments
are small scale and do not pose severe monitoring and communication challenges. However,
the deployment of WSNs in harsh environments like underground mines, volcanic sights,
forests etc. pose several additional challenges. Thus, outlier and event detection strategies
for such environments should satisfy an additional set of features.

5.1 Constraints posed by harsh environments and their effect on the performance
of outlier and event detection techniques

Harsh environments, as described in Misra et al. (2010), are characterized by severe moni-
toring and communication challenges. Thus the constraints posed by such environments on
a WSN can be divided into two major categories.

1. Communication constraints
2. Environmental monitoring constraints

The first set of constraints are caused due to extreme path loss, signal absorption, spreading,
rapidly changing time-varying channels, large propagation delay, noise and fading charac-
teristics. All these characteristics of a wireless channel in a harsh environment effect the
communication between various nodes in the network. The performance of outlier detection
algorithms is weakly related with communication constraints, as most of the outlier detection
techniques do not require significant communication between the nodes. Thus, the outliers
can be determined via processing on individual nodes of the network. The performance
of event detection algorithms, however, depends on the nature of communication between
the nodes. State-of-the-art outlier detection techniques have reduced the amount of com-
munication between the nodes by orders of magnitude. Thus, instead of entire data, only a
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few parameters related to the measured data are exchanged between the nodes. Hence, the
performance of outlier and event detection algorithms is not significantly affected by the
communication constraints.

The second set of constraints, also known as monitoring constraints, are directly related to
the quality of data measured in a WSN. These constraints are imposed by dynamic changes
in the network topology, instability in mine structure and dynamic changes in the data dis-
tribution of various attributes being measured in a harsh environment. Noise associated with
the raw data samples can be filtered before processing but the dynamic nature of data distri-
butions is the key feature of harsh environments that poses significant challenges for outlier
and event detection techniques. Thus, the monitoring constraints play a key role in testing the
performance of outlier and event detection techniques in such an environment. Due to these
constraints and to ensure a high performance of detection techniques, they should satisfy an
additional set of characteristics when being used for WSNs deployed in harsh environments.

Following discussion presents a list of characteristics which should be satisfied by the
techniques for harsh environments. We note that these characteristics should be satisfied in
addition to those discussed in the previous section for optimal performance. We also note
that the requirement of most of these characteristics arises due to non-stationary nature of
data distributions.

5.2 Ability to process complex data

Sensor data is normally viewed as large sensor streams that are handled by the sensor nodes.
These sensor streams consist of continuous data that is sensed by the sensors. Different outlier
detection techniques can be analyzed in terms of type of input data they can handle.

In addition to the classification of data as univariate and multivariate, data can also be clas-
sified as numeric and symbolic. Numeric data is normally used in quantitative approaches or
graph based approaches, whereas statistical techniques use symbolic data mostly. Numeric
data may be continuous-valued, discrete (ordinal) or categorical (unordered numeric). Sim-
ilarly symbolic data may be either ordered symbolic or unordered symbolic. We describe
several common types of data sets based on the characteristics and attributes of data. They
are divided into simple and complex data sets (Zhang et al. 2007a). In the context of WSNs
deployed in harsh environments, multivariate and streaming data sets may be referred to as
‘Complex data sets’.

5.2.1 Simple data set

The simple data set belongs to a commonly used data set, where the data has no complex
semantics and usually is represented by low dimensional real-valued attributes (Zhang et al.
2007a). Such types of data sets are often encountered in WSNs deployed in non-harsh envi-
ronments.

5.2.2 Multivariate data

Some of the outlier detection algorithms are able to handle only univariate data whereas
some can handle multivariate data as well. A data value is said to be an outlier if its attributes
have anomalous values. If an algorithm is only able to handle univariate data then outlier
detection is simple as it only needs the identification of a single attribute being different
from that attribute of other data. Various algorithms consider only univariate data such as
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Yozo et al. (2004), Jun et al. (2005), Bettencourt et al. (2007). However for accurate deter-
mination of outliers, the underlying technique must consider multivariate data. WSNs are
usually deployed in high stress environments, where different environmental conditions show
correlations between their attributes. If an algorithm is unable to handle multiple attributes
and their correlations, then it may not be suitable for harsh environments. WSNs may also
be deployed in environments where individual attributes do not show any correlation and
hence no outlier identification may result even in the presence of significant outliers. There-
fore multi-variate data handling is important and essential for outlier detection techniques
in harsh environments. However the use of multivariate techniques also increases computa-
tional complexity. Most of the earliest statistical based outlier detection techniques consider
only univariate data, thus making them inefficient for use in harsh environments. A large
number of state-of-the-art techniques can handle multi-variate data. Some examples of such
techniques can be found in Bahrepour et al. (2010b); Bezdek et al. (2011); Shahid et al.
(2012a,b); Rajasegarar et al. (2008a, 2010a,b, 2012); Subramaniam et al. (2006); Moshtaghi
et al. (2011a,b,c); Bezdek et al. (2010); Suthaharan et al. (2010a,b); Zhang et al. (2009a,b);
Yang et al. (2008); Wang et al. (2006); Tax and Duin (1999).

5.2.3 Streaming data set

A data stream is a large data that is arriving continuously in the ordered sequence. Such data
is usually unlimited in size and occur in many real-time applications. For example, a huge
amount of data of the average daily temperature are collected to the base station in wireless
sensor networks continually. As harsh environments are characterized by frequent changes
in the data distributions, so, the outlier and event detection schemes for such environments
should be able to handle streaming data in an online manner. Such a technique would be
able to analyze and handle various changes in the distribution and more frequent outliers
and events resulting due to sudden changes. Only a few state-of-the-art techniques are able
to handle streaming data (Bahrepour et al. 2010b; Shahid et al. 2012a,b; Moshtaghi et al.
2011a,b,c; Rajasegarar et al. 2010a; Zhang et al. 2009a,b).

5.3 Unsupervised data model

A straightforward approach to identify the outliers is to construct the normal profile of the
data and then use the normal data to detect outliers. The observations whose characteristics
differ significantly from normal data are classified as outliers (Rajasegarar et al. 2008a).
Based on the type of data available from sensors, the techniques are classified as Hodge and
Austin (2004):

5.3.1 Unsupervised

This approach assumes that errors or faults are separated from the normal data. It processes
the data as a static distribution, and flags the most remote points as potential outliers, with-
out the need of a pre-defined normality/abnormality model (Hodge and Austin 2004). It
requires that all data be available before processing. Once the system possesses a sufficiently
large database with good coverage, it can then compare new items with the existing data.
This approach also involves Diagnosis/labeling and accommodation. Diagnostic approach
highlights the outlying points. Once detected, the system may remove these outlier points
from future processing of the data distribution. If the outlier points are not removed then
they can be accommodated within the data set. Accommodation incorporates the outliers
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into the distribution model and provides a classification method that is robust to outliers.
These robust approaches can withstand outliers in the data and generally form a boundary
of normality around the majority of the data to represent the normal behavior. In contrast,
non-robust classifier methods produce representations which are skewed (Hodge and Austin
2004). A certain measure criteria, for example distance based approaches, is used to measure
the outlier (Hodge and Austin 2004). Various clustering based techniques presented in the
literature form unsupervised data model to determine outliers and events (Bezdek et al. 2011;
Rajasegarar et al. 2008a, 2010b, 2012; Subramaniam et al. 2006; Moshtaghi et al. 2011a,b,c;
Bezdek et al. 2010; Suthaharan et al. 2010a,b).

5.3.2 Supervised

These techniques require the modeling of both normality and abnormality and require pre-
labeled data. The normal points could be classified into a single class or subdivided into dis-
tinct classes according to the requirements of system to provide a simple normal/abnormal
classification (Hodge and Austin 2004). This approach cannot be used for on-line classi-
fication, where the classifier learns the classification model with the arrival of every new
data sample and then classifies new data samples against the learned model. Statistical based
techniques are mostly supervised (Dereszynski and Dietterich 2011; Zhang et al. 2012; Wu
et al. 2007; Yozo et al. 2004; Jun et al. 2005; Bettencourt et al. 2007; Sheng et al. 2007;
Palpanas et al. 2003; Subramaniam et al. 2006).

5.3.3 Semi-supervised

This approach models only normality or abnormality (Hodge and Austin 2004; Rousseeuw
and Leroy 1996). It is also known as novelty detection or novelty recognition. It is known as
semi-supervised, as the normal/abnormal class is taught, but the algorithm learns to recognize
the other class. It is suitable for dynamic data, as it only learns one class which provides
the model of normality or abnormality. It can learn the model incrementally as new data
arrives, tuning the model to improve the fit, as each new exemplar becomes available. These
techniques aim to define a boundary of the normal or abnormal class. This boundary may
be hard, where a point lies wholly within or wholly outside the boundary, or soft, where the
boundary is graduated depending on the underlying detection algorithm (Hodge and Austin
2004). A soft bounded algorithm can estimate the degree of ‘outlierness’. A few classification
based techniques are good examples of semi-supervised techniques (Bahrepour et al. 2010bj;
Shahid et al. 2012a,b; Rajasegarar et al. 2010a; Zhang et al. 2009a,b).

Harsh environments are typically characterized by temporally varying and unknown data
distributions. Since a normal or abnormality model of the data is difficult to obtain in a harsh
environment and unsupervised techniques adapt themselves to changing data distributions
and identify the remote points as outliers, hence, an outlier detection technique for harsh envi-
ronments should be unsupervised. Figure 3 presents a summary of supervised, unsupervised
and semi-supervised approaches for outlier detection.

5.4 Data correlations

Following types of dependencies may exist between the data at each node:

1. Dependencies among the attributes of sensor node.
2. Dependency of sensor node readings on its history.
3. Dependency of sensor node reading on its neighboring nodes.
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5.4.1 Attribute correlations

The dependency between various attributes of a harsh environment is called attribute cor-
relations. In a harsh environment such as an underground mine, pressure, temperature and
humidity may be correlated. For example, a sudden rise in temperature may be characterized
by a sudden fall in humidity. Thus in this case the temperature and humidity attributes have a
negative correlation. Attribute correlations play an important role in outlier and event detec-
tion in WSNs and have been reported to increase the outlier detection rates significantly as
compared to the techniques which are devoid of such correlations (Shahid et al. 2012a). Var-
ious methods have been proposed to incorporate attribute correlations in an outlier detection
technique. Some of the methods are described below.

e Classification based techniques, which classify the data samples from a sensor node
as an outlier or normal based on a semi-supervised data model can be divided into
Support Vector Machine (SVM) and Bayesian based techniques. SVM based techniques
incorporate attribute correlations by formulating a SVM problem across various attributes
of measured data (Shahid et al. 2012a,b; Shahid and Naqvi 2011), whereas, bayesian
based approaches do so by assigning various probability measures to the covariance
between the attributes (Krishnamachari and Iyengar 2004; Ozdemir and Xiao 2011;
Hassan 2011).

e Clustering based techniques, which detect outliers by forming clusters of normal data,
incorporate attribute correlations by using a specific distance measure known as ‘Maha-
lanobis distance’ (Bezdek et al. 2011; Rajasegarar et al. 2008a, 2010b, 2012; Moshtaghi
et al. 2011a,b,c; Bezdek et al. 2010; Suthaharan et al. 2010a,b). This distance measure
determines the deviation of individual data samples from the cluster center by taking into
account the covariance matrix of multi-variate data.

e Statistical and nearest neighbor based techniques do not incorporate attribute correlations.

5.4.2 Temporal correlations

In addition to the attribute correlations between various attributes of measured dataina WSN,
the measured data at current time instant is also dependent on the historical measurements.
Such a dependency is known as “Temporal Correlation’ in various attributes of the streaming
data. We note that temporal correlations are independent of attribute correlations. Thus,
various attributes of a multi-variate data may show varying temporal correlations. Since
harsh environments are characterized by frequent changes in data distributions with time, so
temporal correlations play an important role in outlier detection. Almost all of the outlier
detection techniques proposed in literature for WSNs possess this property. Multiple methods
have been adopted to incorporate temporal correlations. Some of them have been discussed
below.

e Simple statistical based techniques use temporal correlations to determine the presence
or absence of an outlier. A sudden change in the data distribution reduces the temporal
correlations and this helps in outlier detection in streaming data (Ross et al. 2009).

e Classification based techniques, such as SVM based techniques incorporate temporal
correlations by enclosing the data collected from WSN in a geometric figure such as a
sphere or a quarter-sphere in such a way that outlying points remain outside the geometry
(Bahrepour et al. 2010b; Shahid et al. 2012a,b; Shahid and Naqvi 2011; Yozo et al. 2004;
Rajasegarar et al. 2008b, 2010a; Zhang et al. 2009a,b; Yang et al. 2008; Wang et al. 2006;
Tax and Duin 1999; Gomez-Verdejo et al. 2011).
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Fig. 3 Summary of the classification of outlier detection techniques into supervised, unsupervised and semi-

supervised approaches. Unsupervised approaches are used for harsh environments, however, some semi-
supervised techniques can also be used

@ Springer



Characteristics and classification of outlier detection 211

e Clustering based techniques incorporate temporal correlations by enclosing the most
recent samples of collected data in a cluster. The cluster parameters such as mean and
covariance are then updated with the arrival of every new data sample (Bezdek et al.
2011; Rajasegarar et al. 2010b, 2012; Moshtaghi et al. 2011a,b,c; Bezdek et al. 2010;
Suthaharan et al. 2010a,b).

e Nearest neighbor based techniques do not incorporate temporal correlations.

5.4.3 Spatial correlations

The dependency between the data at various nodes is called spatial correlation, which implies
that the data values at a particular node are related to the data samples of the neighboring
nodes. Existence of spatial correlations implies that the readings from sensor nodes that
are geographically close to each other are expected to be largely correlated. Some of the
state-of-the-art event detection techniques utilize spatial correlations between the data of all
nodes in a neighborhood. Capturing spatial correlations provides a global picture of the entire
neighborhood or region and also helps to distinguish between errors and events (Zhang et al.
2007a). Following is a list of few methods that have been used in literature to incorporate
spatial correlations.

e Statistical based techniques perform a comparison of various statistical measures between
the nodes in a particular neighborhood (Dereszynski and Dietterich 2011; Zhang et al.
2012).

e Recently, the classification based techniques, specifically the SVM based techniques
have been used for event detection in WSNs. These techniques use spatial correlations to
differentiate between outliers and events. The underlying assumption for event detection
is that an event is characterized as a sequence of outliers on a node (Shahid et al. 2012a,b;
Shahid and Naqvi 2011; Rajasegarar et al. 2008b, 2010a; Zhang et al. 2009a,b; Yang et al.
2008. The detection of an outlier on a particular node is followed by a consensus of all
other nodes in a neighborhood. The decision of consensus then determines the presence
or absence of an event in that region. The consensus can be based on a number of metrics.
Some of the techniques simply use a majority voting scheme; i.e, if an outlier is detected
on more than half of the nodes in the network then it is declared to be an event (Shahid
and Naqvi 2011). Some other techniques use a more intelligent measure, for instance, the
quarter-sphere based techniques compare the radii of quarter-spheres of various nodes.
An event is present in the region if the median deviation of data samples at all nodes is
greater than the median radius.

e Clustering based techniques incorporate spatial correlations by using different cluster
merging strategies. Each node of the region transmits its cluster parameters to the central
node. The central node then uses various merging strategies to merge these clusters
(Rajasegarar et al. 2012; Moshtaghi et al. 2011a,c). The merged cluster parameters are
then transmitted back to all nodes of the region.

e Nearest neighbor based techniques do not incorporate spatial correlations.

5.4.4 Spatio-temporal-attribute correlations

As discussed above, temporal and attribute correlations play an important role in the detec-
tion of outliers at a particular node of the network, whereas, spatial correlations are helpful
in determining the presence of an event in the region. An optimal outlier and event detection
technique for harsh environment should incorporate all three types of data dependencies.
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These dependencies when considered together are known as spatio-temporal-attribute corre-
lations. A technique meant for outlier detection in harsh environments should exploit these
dependencies in the following manner.

e Initially the technique should use temporal-attribute correlations to identify the outlier
at a particular node of the network. Attribute correlations play an essential role in outlier
detection and significant performance enhancement has been reported in Shahid et al.
(2012a).

e Once an outlier has been determined at a particular node of the network, it should invoke
a spatial consensus to determine the presence of outliers at other nodes. This process
exploits spatial correlations between geographically separated nodes of the network to
determine the presence of an event.

5.5 In-susceptibility to non-stationary data

An outlier detection algorithm should be able to work in an inhomogeneous environ-
ment, i.e, an environment in which the data distribution depicts spatio-temporal varia-
tions. Thus, the algorithms should also be robust to non-stationarity in an environment.
Different types of non-stationarities might be shown by the data distribution in a harsh
environment.

5.5.1 In-susceptibility to temporal non-stationarity OR in-homogeneity

Changes in the data distribution with time is known as temporal non-stationarity or in-
homogeneity. This type of non-stationarity can be explained by the example of a WSN
deployed in a desert. Such a WSN will report high values of temperature during day time
followed by a sudden drop in the temperature after sunset. An outlier or event detection tech-
nique that is susceptible to temporal changes in the data may declare the drop in temperature
as an outlier. Thus, the incorporation of this characteristic is essential for WSNs in harsh
environments. Various methods have been used in literature to incorporate this characteristic
in outlier and event detection techniques.

e Statistical based techniques are a special type of outlier and event detection tech-
niques which determine various statistics related to the measured data samples and
then use these statistics to determine outlier and events. These techniques incorpo-
rate temporal changes by updating the sufficient statistics with the arrival of every
new data sample. Some examples of the statistics used by these techniques include,
linear sum, linear sum of squares, mean, covariance and etc. Parametric statistical
based techniques update the parameters, such as mean and standard deviation of the
estimated distributions with every new data sample. A very few statistical based tech-
niques incorporate temporal non-stationarity. One example is the technique proposed in
Bettencourt et al. (2007).

e Classification based techniques are also unsupervised and non-parametric. Hence, they
update their estimated normal data boundary with the arrival of every new data sample
and incorporate temporal non-stationarity of data (Bahrepour et al. 2010b; Shahid et al.
2012a,b; Rajasegarar et al. 2008a, 2010a; Zhang et al. 2009a,b).

e Clustering based techniques also incorporate temporal non-stationarity as they do not
require any underlying data distribution and are unsupervised. The cluster parameters
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are updated with the arrival of every new data sample (Bezdek et al. 2011; Subramaniam
et al. 2006; Rajasegarar et al. 2010b, 2012; Moshtaghi et al. 2011a,b,c; Bezdek et al.
2010; Suthaharan et al. 2010a,b).

e Nearest neighbor based techniques do not incorporate this feature.

5.5.2 In-susceptibility to spatial non-stationarity OR in-homogeneity

Spatial non-stationarity of data arises due to varying nature of data distributions being mea-
sured at geographically separated nodes in the network. For example, a sensor node of the
network may be exposed to sunlight, whereas another node of the same network may be
deployed in water. This characteristic effects the performance of event detection. A spatially
changing data distribution should not point to an event until an actual event has occurred.
Various methods have been used in literature to incorporate this characteristic in outlier and
event detection techniques.

e Statistical and nearest neighbor based techniques do not incorporate this characteristic
and cannot be used for event detection.

e Classification based techniques incorporate this characteristic by using a spatial consen-
sus of all nodes in the neighborhood before declaring an outlier as an event (Bahrepour
etal. 2010b; Shahid et al. 2012a,b; Rajasegarar et al. 2008a, 2010a; Zhang et al. 2009a,b).

e Clustering based techniques also incorporate this characteristic by using various cluster
merging strategies. The clusters to be merged belong to spatially separated nodes of the
network. Some of the state-of-the-art cluster merging strategies have been presented in
Bezdek et al. (2011); Moshtaghi et al. (2011a,b,c)

5.6 Online data processing

The temporal and spatial variation of data distribution in a harsh environment implies that
outlier detection should be performed as soon as the new data arrives. Online processing of
streaming data also ensures the exploitation of temporal and attribute correlations which assist
in improving the outlier detection performance. Supervised techniques first need to learn the
data model, therefore it is difficult to make them online. However, unsupervised techniques
learn the data distribution model as new data arrives, so outlier detection can be performed
along with the newly sensed data. Semi-supervised techniques can also be extended to online
techniques once they have learned the normality/abnormality model. The built model can then
be updated as new data arrives. Various state-of-the-art techniques incorporate incorporate
online processing of data.

e Statistical based techniques update the statistical measures associated with the data at
every time instant based on the temporal correlations.

e Classification based techniques, for instance, the SVM based techniques update the radius
of sphere or quarter-sphere with the arrival of every new data sample (Shahid et al.
2012a,b; Shahid and Naqvi 2011; Rajasegarar et al. 2008b, 2010a; Zhang et al. 2009a,b;
Yang et al. 2008).

e Clustering based techniques update the cluster parameters like means and covariance
with the arrival of every new data sample. Thus the temporal-attribute correlations are
taken into account at each time instant (Rajasegarar et al. 2012; Moshtaghi et al. 201 1a,c).
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5.7 Independence from user-specified thresholds

Various types of user dependent data may have to be input to algorithm. The non-stationary
nature of data associated with WSNs deployed in harsh environments imposes the condition
of adaptive thresholds. Manual thresholds for various algorithms may not be suitable for
dynamically changing data distributions. Various types of thresholds may have to be input,
some of which are explained below.

e Distance Thresholds: Some of the algorithms depend on the user defined parameters for
correct identification of outliers. Distance based algorithms defined by certain distance
notions (Knorr and Ng 1998) are a typical example, as most of them depend on a user
specified threshold, in terms of distance value to identify outliers.

e Clustering based thresholds: The clustering based algorithms require a certain deviation
threshold. This type of threshold is used to compare the mahalanobis distance of the newly
arrived data sample with the deviation criteria. Any data sample beyond the deviation is
declared as an outlier (Rajasegarar et al. 2012; Moshtaghi et al. 2011a,c).

e Classification based parameters: The classification based algorithms also require some
user defined parameters, for instance, a user defined regularization parameter is required
in SVM based algorithms. This parameter is used to set an upper bound on the number
of outliers identified by the technique (Shahid et al. 2012a,b; Shahid and Naqvi 2011;
Rajasegarar et al. 2008b, 2010a; Zhang et al. 2009a,b; Yang et al. 2008) .

e Nearest Neighbor Thresholds: The parameter k& (number of nearest neighbors) for var-
ious nearest neighbor based algorithms may have to be specified. These techniques do
not incorporate a lot of characteristics of optimal outlier detection techniques for harsh
environments, therefore, they have not been considered recently in the literature.

Some of the formal and earlier methods of outlier detection such as Grubbs test and
tietjen moore test (Akyildiz et al. 2002) require the specification of fixed number of ‘outliers
to be detected’, whereas Ramaswamy et al. (2000) requires the specification of an upper
bound on the suspected number of outliers. In general, user specified thresholds tend to
reduce the accuracy of algorithm, since a fixed threshold may not be sufficient to identify
all outliers. Some algorithms require adaptive thresholds depending on the type of input
data. For example, if an algorithm uses multivariate data, then a single threshold may not be
applicable for all the attributes.

5.8 Local & global outlier detection

Compared to a centralized approach where all the outliers are determined at the central node,
outlier detection in a distributed approach can be done at the network nodes individually as
well as at the sink node. This is the concept of multi-level outlier detection (Zhang et al. 2010).
In multilevel outlier detection each node can determine the outliers locally using the sensed
data stream. Moreover the central node or the sink node can also perform outlier detection via
a global estimation model. Depending upon the type of outliers, outlier detection techniques
can be classified as local or global. A simple classification of different types of outliers is
given below.

5.8.1 Local outliers OR first order outliers

The existence of these types of outliers mean that some of the observations at a sensor node
are anomalous with respect to the rest of data, as shown in Fig. 4a. The Local Outliers are also
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Fig. 4 a First order outliers. Some of the measurements are anomalous with respect to others. In the plot,
squares represent the abnormal measurements. b First order epoch outliers (Type-4 local outliers). ¢ Second
order external outliers. All measurements of a sensor node are anomalous with respect to neighboring nodes.
d Third order external outliers. A subset/subtree of nodes is anomalous with respect to neighboring nodes in
the network (Zhang 2010)

known as First Order Outliers. The First order outliers are further classified into following
categories: Type 1 or Incidental absolute errors/outliers are isolated (one-time spike) or very
short sequence of extreme high or low values. For example a temperature of 0 degrees in a
desert during the day time. These outliers can be identified by using a pre-defined threshold.
Type 2 or Clustered Absolute Outliers are a continuous sequence of Type 1 outliers. Type
3 or Random Errors/outliers are indicated by observations not falling within the threshold
of the normal data. These random errors last for a very short period of time. Type 4 or
Long-Term Errors/outliers are a continuous sequence of Type 3 outliers (Zhang 2010; Ch
et al. 2007). Type 4 outliers are also called First Order Epoch Outliers as shown in Fig. 4b.
Here a subset of data measurements (the squares) over some contiguous time in the window
differs from the general trend at the node. This could be the result of a temporary change in
sensor environment (Rajasegarar et al. 2010b; Ch et al. 2007; Bezdek et al. 2010). Figure 5
shows various types of local outliers that may be encountered in a data set collected from
a WSN.

Techniques for the detection of local outliers reduce the communication overhead since
the data stream used to determine the outliers does not have to be communicated to the sink
node. There are various versions of local outlier detection techniques

1. Individual Approach: Some of the techniques solely consider the determination of local

outliers only, without any communication between the neighboring nodes, they, however,
do consider temporal correlations (Palpanas et al. 2003).
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Fig. 5 Various types of outliers in a data set Zhang (2010)

2. Aggregation Approach:

(a) Some techniques determine local outliers in collaboration with the neighboring nodes,
like Chintalapudi and Govindan (2003). This approach requires only a small com-
munication overhead as only a small amount of information has to be communicated
to the neighboring nodes.

(b) Some techniques consider temporal correlations as well as spatial correlation, like
Yozo et al. (2004), Jun et al. (2005). This approach increases the accuracy and robust-
ness of outlier detection technique (Zhang et al. 2010).

5.8.2 Global outliers OR higher order outliers

There are two different types of global outliers (Zhang 2010; Rajasegarar et al. 2010b;
Suthaharan et al. 2010a; Bezdek et al. 2010). First, all of the data at a sensor node may
be anomalous with respect to neighboring nodes. These types of outliers are called second
order external outliers. In this case, a sensor node will be identified as an anomalous node
as shown in Fig. 4c. Second, a set or a subtree of sensor nodes in the network may be
anomalous, as shown in Fig. 4d. These are known as third order external outliers (Zhang
2010). Second and third order outliers are collectively known as Higher order (HO) external
outliers (Rajasegarar et al. 2010b). Identification of global outliers can be performed at
different levels in a hierarchical network, depending upon the network architecture. There
are three approaches to global outlier identification.

1. Centralized approach: In a centralized approach, all the received data or the important
parameters of data distribution are transmitted to central node that determines the global
outliers. This technique provides a global perspective of the entire network to the central
node (Sheng et al. 2007).

2. Individual approach: In some of the model based techniques, the central node, after
determining the global distribution model, communicates the estimate of model to the
individual nodes of the network, so that each node can determine the outliers (Rajasegarar
et al. 2007).
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3. Aggregation/distributed approach: In a distributed approach, clustering is used to identify
outliers. The aggregators in the network collect data from the neighboring nodes, form a
data distribution model and then identify outliers (Subramaniam et al. 2006).

The distributed approach is communication efficient as compared to the centralized
approach, as the sensor nodes have limited energy and a significant fraction of available
sensor power is used for communication between sensor nodes (Gupta and Kumar 2000;
Shnayder et al. 2004).

5.9 Degree of outlierness

In WSNss, outliers are measured in two scales. (1) scalar and (2) outlier score (Ganguly 2008).
Outlier score identifies degree to which the sensor reading deviates from the normal data.

1. Scalar: This outlier scale classifies a data measurement either as normal data or anom-
alous. This is a simple zero-one classification of data. This method neither differentiates
between outliers, nor provides a ranked list of outliers. Such a decision about any data
sample is also known as a ‘hard decision’. Various methods proposed in the literature
provide such decision about the data samples. Some of the classification and clustering
based algorithms which provide a hard decision are presented in Shahid et al. (2012a,b),
Shahid and Naqvi (2011), Rajasegarar et al. (2008b, 2010a, 2012), Moshtaghi et al.
(2011a,c), Zhang et al. (2009a,b), Yang et al. (2008).

2. Outlier Score: These types of techniques not only classify a sensor reading as outlier or
normal data, but also associate a score with the outlier. This score defines the degree of
outlierness of the sensor measurement. This type of decision is known as ‘soft decision’.
Thus an analyst can pick the top k outliers based on the outlier score. Many techniques
such as distance based and k-nearest neighbors associate an outlier score with data points.
These techniques depend upon a threshold to identify outliers. However the threshold
is user defined and not easy to choose. The optimal solution in WSNss is to constantly
modify the threshold with the streaming data. The ‘hard decision’ based algorithms can
be modified to give a ‘soft decision’ by associating suitable probability measures with
the deviations of data samples.

A soft decision based algorithm can be used to obtain information about the degree of
deviation of newly arrived data samples from normal data. This information can be helpful
in generating warning alarms in a harsh environment so that appropriate actions can be taken
to prevent the disaster scenario.

5.10 Summary of the characteristics

From the above discussion of the characteristics of outlier detection techniques for WSNss,
we can conclude that an outlier detection technique meant for harsh environments should be
unsupervised, distributed, online, threshold independent, computation and communication
efficient and insusceptible to spatial and temporal non-stationarity and in-homogeneity. More-
over it should consider spatio-temporal and attribute correlations of a multivariate streaming
data set and perform efficient analysis to detect and identify local/global outliers and events,
with a remarkably high detection rate and a low false positive rate. Table 2 gives a summary
of important characteristics of outlier detection techniques in WSNs for harsh environments.
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Table 2 Description of important characteristics of outlier detection techniques for WSNs in harsh environ-

ments
Characteristics Description

1 Unsupervised No requirement of normality/abnormality
model

2 Multivariate data Ability to deal with multiple attributes

3 Streaming data Ability to deal with continuously arriving
data

4 Spatial correlations Consider the correlations between data of
sensors in locality

5 Temporal correlations Consider the time correlations of data

6 Attribute correlations Consider the correlations between various
attributes

7 Threshold independence Does not require the specification of any
thresholds, like, distance,nearest neighbor,
number of outliers, etc.

8 Local outliers detection Ability to detect the outliers locally at each
node

9 Global outliers detection Ability to detect global outliers of the
network

10 Multiple outliers detection No specification of an upper bound the
number of outliers that can be detected

11 Distributed approach Ability to detect the outliers without
transmission of entire data to central node

12 Event detection Ability to detect events of interest in the
network

13 Event Identification Ability to identify the type of event
occurring in the network

14 Low computational complexity No involvement of intensive computations

15 Low communication complexity Minimum possible communication in between
the nodes

16 Online approach Ability to operate on streaming data

17 In-susceptibility to Spatial Non-stationarity In-susceptibility to spatial changes in the
data distribution

18 In-susceptibility to temporal non-stationarity In-susceptibility to changing data
distributions over time

19 In-susceptibility to in-homogeneity In-susceptibility to non-homogeneous
distributions at different nodes

20 In-susceptibility to dynamic topology In-susceptibility to dynamic changes in the

network topology

6 Relationship between various characteristics of outlier detection techniques

for harsh environments

Various characteristics of outlier and event detection techniques for WSNs deployed in harsh
environments (discussed in Sects. 4, 5) are related to each other. A summary of relationship
between various characteristics is summarized below and also given in Table 3.

e An outlier and event detection technique for harsh environments should be unsupervised,
i.e, it should not consider any labeled input—output data for training phase. The property
of being unsupervised ensures that the technique does not require a training phase. Since
the training phase is not required, so, the data can be processed in an online manner. The
online processing property of the technique further makes it feasible for streaming data.

a
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Table 3 Relationship between various characteristics of outlier detection techniques for WSNs in harsh
environments

Unsupervised Online processing of data
Temporal correlations
Streaming data
In-susceptibility to temporal non-stationarity
Multi-variate data Attribute correlations
Distributed computations Low communication complexity
Energy efficiency
Local outlier detection
Global outlier detection
Spatial correlations
In-susceptibility to spatial non-stationarity
Event detection
Independence from user defined thresholds In-susceptibility to temporal non-stationarity

The online processing also introduces the possibility of exploiting temporal correlations
of the streaming data, as the statistical parameters related to the data can be updated with
the arrival of every new data sample. Thus, the technique can be made in-susceptible to
temporal non-stationarity of the data.

e The consideration of multi-variate data introduces the possibility of incorporating
attribute correlations. The attribute correlations enhance the outlier and event detection
algorithms significantly.

e Distributed computations at each node of the network reduce the communication over-
head significantly and also make an outlier detection technique robust to the communi-
cation constraints posed by harsh environments. This also reduces the probability of a
sensor measurement being corrupted by noise. Distributed computations at all the nodes
of the network also assist in local outlier detection in the network. The information about
local outliers can then be broadcasted to the central node to determine global outliers
and events in the whole network. The broadcast of information between various nodes
of the network can introduce the possibility of exploiting spatial correlations which can
further assist in the event detection process. This also helps in making the technique
in-susceptible to spatial non-stationarity.

e The independence of an outlier or event detection technique from user-defined thresholds
means that it can adapt its thresholds with dynamically changing data distributions. This
property ensures the in-susceptibility of the technique to temporal non-stationarity.

7 Prioritization of characteristics of outlier detection techniques for WSNs
in harsh environments

The discussion in the previous section on characteristics of outlier detection techniques for
harsh environments depicts that some of the characteristics are more essential for a technique
to be feasible for harsh environments as compared to others. On the basis of the discussion
carried out in the previous sections we propose a prioritization of characteristics of outlier
detection techniques for suitability in harsh environments which is shown in Fig. 6. As evident
from the figure, some of the characteristics like multivariate data, spatio-temporal and attribute
correlation, Insusceptibility to temporal and spatial non-stationarity and dynamic topology
changes and event identification are essential characteristics of outlier detection techniques
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Fig. 6 Prioritization of the characteristics of outlier detection techniques for harsh environments

for harsh environments, whereas the characteristics like distributed and online approach and
complexity play a secondary role to the suitability of outlier detection techniques for harsh

environments.

The most important characteristic of an outlier and event detection technique for harsh
environments is the consideration of multi-variate data. WSNs deployed in harsh environ-
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ments usually measure multiple attributes, therefore, the technique for such environments
should operate on multiple attributes. A technique that operates on only one of the attributes
may not be able to detect outliers spread among various attributes. Thus we propose ‘multi-
variate’ data consideration to be the most important characteristic for outlier detection in
harsh environments.

The next essential characteristic for an outlier detection technique is harsh environ-
ments is the consideration of relation between various attributes, data samples at different
time instants and the data of spatially separated nodes in the network. These associations
are known as attribute, temporal and spatial correlations. Attribute and temporal correla-
tions are extremely essential for local outlier detection at individual nodes of the network,
whereas spatial correlations are essential for global outlier and event detection in harsh
environments.

The consideration of spatio-temporal-attribute correlations makes it possible for an outlier
detection technique to become robust to temporal and spatial non-stationarities. Further, it
is also important to make outlier detection techniques in-susceptible to the changes in the
network topology which may be caused by instability of mine structure.

If an outlier detection technique considers multi-variate data, spatio-temporal-attribute
correlations and in-susceptibility to non-stationarity and dynamicity, it should be able to
detect events in the environment. Therefore, event detection is the next important character-
istic that should be possessed by a technique meant for harsh environments. Further, event
type identification should also be performed by the technique along with event detection to
determine the set of attributes involved in the event.

The unsupervised nature of a technique is the next important property that should be
considered for harsh environments. Although, this property holds significant importance as
it ensures that data can be processed in an online manner and temporal-attribute correlations
can be exploited but some of the semi-supervised techniques, such as a few SVM based
techniques have been reported to provide a high outlier and event detection performance.
Semi-supervised techniques form a model of normality or abnormality and do not necessarily
require a training phase like unsupervised techniques. Therefore, this property cannot be
prioritized over previously mentioned characteristics.

As shown in Fig. 6 the consideration of multi-variate data, spatio-temporal-attribute
correlations, in-susceptibility to temporal and spatial non-stationarity, event detection and
unsupervised nature are a few characteristics which are very important for outlier detection
techniques in harsh environments. Any technique that does not satisfy any of these charac-
teristics is unsuitable for harsh environments.

Distributed computations play an important role in local and global outlier and event
detection in harsh environments. However, this characteristic has been given a low prior-
ity as compared to others because this feature helps in reducing communication complex-
ity of technique. As described in Sect. 5, local and global outliers can also be computed
using centralized approaches. Thus, this feature does not directly affect the performance
of a technique. Further, as evident from Fig. 6, any centralized (non-distributed) tech-
nique can also be used for outlier and event detection in harsh environments with suitable
modifications.

Online data processing is also an important feature for WSNs deployed in harsh environ-
ments. However, this property has been given a low priority as batch data processing tech-
niques may also be able to exploit temporal and spatial correlations and non-stationarities.
A typical example of batch processing technique that possesses most of the characteristics
for harsh environments is proposed in Rajasegarar et al. (2008b). Thus, if a technique is
not online, it can still be used for outlier and event detection with modifications. Similarly,
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computational and communication complexity do not affect the performance of outlier and
event detection techniques. Any technique with a high complexity can be used for harsh
environments with modifications.

An outlier detection technique that possesses all of the above mentioned characteristics is
feasible for deployment in harsh environments without any modification. This is also shown
in Fig. 6.

8 Feasibility of state-of-the-art techniques for harsh environments

State-of-the-art outlier detection techniques for WSNs have been classified into statistical
based, clustering based, nearest neighbor based and classification based techniques. In this
section we discuss the feasibility of these techniques for harsh environments based on the
characteristics discussed in the previous section. Sections 4 and 5 incorporated a brief discus-
sion on various types of outlier detection techniques for each of the mentioned characteristics.
Thus, from the discussion carried out in the previous sections we can draw following con-
clusions about the feasibility of these techniques.

8.1 Feasibility of statistical & nearest neighbor based techniques

Statistical based approaches depend upon the data distribution model and can effectively
identify outliers if a correct probability distribution model is acquired. Moreover, after con-
structing the model, the actual data on which the model is based on is not required. But in real
life scenarios, we do not have information about the type and distribution of sensing data, thus,
these techniques are not suitable for real time systems, especially for harsh environments.
Non-parametric techniques are appealing due to the fact that they do not make any assump-
tion about the distribution characteristics, however threshold dependence of these techniques
makes them inefficient. Further, only a few techniques have been proposed recently which
incorporate temporal non-stationarities and online data processing strategies. The attribute
correlations, which paly a vital role in outlier and event detection have not yet been intro-
duced in these techniques. Due to certain limitations and absence of a few characteristics
in these techniques (explained in Sects. 4 , 5) they cannot be considered suitable for outlier
and event detection for WSNs deployed in harsh environment. Future research should focus
on incorporating attribute correlations and event detection strategies in these techniques to
make them feasible for harsh environments.

Nearest neighbor based approaches do not make any assumption about the data distribution
and can generalize many notions from statistical based approaches. These techniques suffer
from the choice of input parameters. Moreover it is difficult and computationally expensive
to make distance calculations in multivariate data sets. Hence these techniques lack scala-
bility. Optimized versions of nearest neighbor based and distance based approaches can be
used for outlier detection in harsh environments because they can make the computations
efficient. Moreover, from the discussion carried out in Sects. 4, 5, these techniques do not
incorporate spatio-temporal-attribute correlations, insusceptibility to non-stationarity, online
data processing and various other characteristics that are essential for techniques meant for
harsh environments. Recent research on outlier detection techniques for WSNs has not been
focussed on these techniques. Thus, nearest neighbor based techniques are unsuitable for
harsh environments.
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8.2 Clustering & classification based techniques

Clustering based techniques have opened a new era of research in unsupervised outlier and
event detection techniques for WSNs in harsh environments. These technique are compu-
tationally efficient, require less communication, incorporate data non-stationarities, exploit
spatio-temporal-attribute coorrelations to detect local and global outliers as well as events
in a region. These techniques can also perform online processing on the streaming sensor
data. Similarly, classification based techniques are also unsupervised or semi-supervised and
possess a number of characteristics discussed in Sects. 4, 5. On the basis of discussion carried
out in Sect. 5, it can be concluded that these techniques are the most feasible techniques for
outlier and event detection in WSNs deployed in harsh environments.

9 Open research areas

The discussions carried out in this paper concludes that clustering and classification based
techniques are most suitable for outlier detection in WSNs deployed in harsh environments,
whereas statistical and nearest neighbor are infeasible. The clustering and classification based
techniques, although suitable for our applications, still carry a lot of research potential.

e Both the clustering and classification based techniques have not been studied for event
type identification. This involves the identification of key attributes involved in an event,
so that a manual analysis does not have to be performed. Clustering based techniques
provide more scope in this context and various computationally efficient modifications
can be incorporated in them. Specifically, the ‘mahalanobis distance’ measure used in
these techniques can play a vital role in this process.

e The mahalanobis distance measure used in clustering based techniques for outlier detec-
tion can only be used for multi-variate normal data sets. Suitable distance measures
should be formulated for these techniques which can incorporate deviation measures for
data sets beyond normal distributions (Ekstrém 2011).

e Clustering and classification based techniques do not provide a soft decision for outliers
in a data set, i.e, they do not provide a ranked list of outliers based on the degree of
deviation. These techniques can easily be modified for this purpose by associating a
certain probability measure with the deviation of outliers from normal data.

e Clustering based techniques have been mostly explored for outlier detection. However,
their use for event detection is limited and can be focussed on by future researchers. These
techniques should be modified to incorporate robust event detection strategies which can
clearly differentiate between an event and a change in data distribution.

e Although significant work has been focussed in recent years to reduce the computational
complexity of classification based techniques but future research should focus more in
this domain. Certain techniques need to be developed which can detect outliers and events
in an online manner without solving complex optimization problems at each time instant.
A simpler method for this is to introduce suitable distance or deviation measures based
on kernel functions used for classification (Somorjai et al. 2011).

10 Conclusion

In this paper we presented various characteristics of state-of-the-art outlier detection
techniques for WSNSs, essential for operation in harsh environments. We have developed a
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mechanism to identify what features an outlier detection algorithm must incorporate in such
environments. Some of these characteristics include input data type, spatio-temporal and
attribute correlations, outlier types(local and global), type of approach (distributed or central-
ized), outlier identification (event or error), outlier degree, susceptibility to dynamic topology,
non-stationarity and inhomogeneity etc. To the best of our knowledge, these aspects, in the
domain of harsh environments have never been discussed before. Flow charts summarizing
all the discussions on the characteristics, including the prioritization of various characteristics
of outlier detection techniques for WSNs, in harsh environments has also been presented.
Moreover, the feasibility of various types of outlier detection techniques have been discussed
for harsh environments.
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