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Abstract The harmony search (HS) algorithm is a relatively new population-based meta-
heuristic optimization algorithm. It imitates the music improvisation process where musi-
cians improvise their instruments’ pitch by searching for a perfect state of harmony. Since the
emergence of this algorithm in 2001, it attracted many researchers from various fields espe-
cially those working on solving optimization problems. Consequently, this algorithm guided
researchers to improve on its performance to be in line with the requirements of the applica-
tions being developed. These improvements primarily cover two aspects: (1) improvements
in terms of parameters setting, and (2) improvements in terms of hybridizing HS compo-
nents with other metaheuristic algorithms. This paper presents an overview of these aspects,
with a goal of providing useful references to fundamental concepts accessible to the broad
community of optimization practitioners.

Keywords Harmony search ·Metaheuristic optimization

1 Introduction

Optimization is the process of selecting the best element from some sets of available alter-
natives under certain constraints (if any). This process can be solved by minimizing or
maximizing the objective or cost function of the problem. In each iteration of the optimi-
zation process, choosing the values (e.g. real or integer variables) from within an allowed
set is done systematically until the minimum or maximum result is reached or when the
stopping criterion is met. Optimization techniques are used on a daily basis for industrial
planning, resource allocation, econometrics problems, scheduling, decision making,

O. M. Alia (B) · R. Mandava
Computer Vision Research Group, School of Computer Sciences, University Sains Malaysia, 11800 USM,
Penang, Malaysia
e-mail: sm_alia@yahoo.com

R. Mandava
e-mail: mandava@cs.usm.my

123



50 O. M. Alia, R. Mandava

engineering, computer science applications. Research in the optimization field is very active
and new optimization methods are being developed regularly.

Formally, optimization problem can be formulated as follows (Blum and Roli 2003):

minimize\maximize f (s) , s ∈ S (1)

f is considered as an objective function, S �→ �n is called a search (or a solution) space, as
each solution in this set s ∈ S satisfy all the given constraints and can be a candidate solution.
si o f s = (s1, s2, . . . , sn) are called decision variables, and they can be either continous, or
discrete or both. n here is the number of decision variables. Where each decision variable
has it’s own domain D1, . . . , Dn .

Based on the solution set S, the optimization problems can be categorized into several
groups such as continuous and discrete or combinatorial and variational (Velho et al. 2008).
Whereas, another categorization can be given based on the properties of the objective function
such as linear, quadratic, convex (or convex), sparse, or separable. Another categorization
can be also given based on the existence or absent of the problem constraints. These classi-
fications are very important since they can specify the natural of the proposed optimization
algorithm (Velho et al. 2008).

As such, various techniques have been come into sight for tackling different kinds of
optimization problems. In the broadest sense, these techniques can be classified into exact
and approximate algorithms (Stutzle 1998). Exact algorithms such as branch & bound and
dynamic programming are guaranteed to find an optimal solution in bounded time (Weise
2009; Stutzle 1998). However, for the optimization problems that fall under the NP-hard
category, exact methods require exponential computational time, which is impractical for
practical purposes/applications (Stutzle 1998; Garey and Johnson 1979). Due to this, atten-
tion in the past four-decades has been given to approximate methods. Although this did not
guarantee optimal solutions, such methods allow significant reduction in computational time
(Stutzle 1998).

Metaheuristic algorithms are well known approximate algorithms which can solve opti-
mization problems with satisfying results (Blum and Roli 2003, 2008). Metaheuristic came
forth to overcome the major drawback of the well known approximate algorithms, local
search algorithms (also known as iterative improved local search) and its improved version
iterative local search algorithms, that may stop at a very poor quality local optima. As well
as the other drawback of iterative local search algorithm which is the increase of algorithm’s
computational complexity when the problem’s dimensionality increases (i.e. the number of
local minima may increase exponentially).

Metaheuristics are general heuristic methods which are applicable to a wide range of
different optimization problems. Metaheuristic algorithms can be defined as “high level
strategies for exploring search spaces by using different methods” Blum and Roli (2003) or
“the collection of ideas of how to use the search history to generate new solutions and how to
extract the necessary information from the generated solutions.” Yagiura and Ibaraki (2001).

The main goal of metaheuristic algorithms is to avoid the disadvantages of iterative
improvement and, in particular, the local optima problem. This is achieved by either allowing
worsening moves or generating new starting solutions for the local search in a more intelligent
way than just providing random initial solutions.

Metaheuristic algorithms have many features such as its simplicity, robustness and flex-
ibility that make them very attractive research area (Yagiura and Ibaraki 2001). Many of
them are inspired by natural phenomena. Examples are particle swarm optimization, simu-
lated annealing, genetic algorithms and harmony search. These algorithms are intelligently
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inspired by natural phenomena to provide efficient solution techniques to yield high quality
solutions in a reasonable time.

Furthermore, many classifications of metaheuristic algorithms can be found in the lit-
erature such as Nature-inspired versus non-nature inspired, Population-based versus local
search-based (i.e. trajectory methods), Dynamic versus static objective function, One versus
various neighborhood structures, and Memory usage versus memory-less methods (Blum
and Roli 2003). Among them, population-based versus local search-based is considered the
most used and can describe the metaheuristic algorithms very well (Tsai 2009; Blum and
Roli 2003).

The metaheuristic population-based algorithms deal in every iteration of the algorithm
with a set (i.e., a population) of solutions rather than with a single solution as in local search-
based algorithms. As they deal with a population of solutions, population-based algorithms
provide a natural, intrinsic way for the exploration of the search space. Yet, the final perfor-
mance depends strongly on the way the population is manipulated.

During the last decades a lot of population-based metaheuristic algorithms were pro-
posed. One population-based category is the evolutionary based algorithms including Genetic
Programming, Evolutionary Programming, Evolutionary Strategies, Genetic Algorithms,
Differential Evolution, Harmony Search algorithm, etc. Other category is the swarm based
algorithms including Ant Colony Optimization, Particle Swarm Optimization, Bees Algo-
rithms, Honey Bee Mating Optimization, etc.

The harmony search algorithm (Geem et al. 2001) is one of the most recently devel-
oped optimization algorithm and at a same time, it is one the most efficient algorithm in the
field of combinatorial optimization (Geem 2009c). Since the emergence of this algorithm
in 2001 by Geem et al., it attracted many researchers from various fields especially those
working on solving optimization problems (Ingram and Zhang 2009). Consequently, this
algorithm guided researchers to improve on its performance to be in line with the require-
ments of the applications being developed. These improvements primarily cover two aspects:
(1) improvements in terms of parameters setting, and (2) improvements in terms of hybridiz-
ing HS components with other metaheuristic algorithms. This paper presents an overview of
these aspects, with a goal of providing useful references to fundamental concepts accessible
to the broad community of optimization practitioners.

This paper is organized as follows: Sect. 2 overview the harmony search algorithm with
its basic concepts and Sect. 3 describe the harmony search characteristics. Section 4 provides
the reader with most relative HS’s modifications and improvements. In Sect. 5 we conclude
this work.

2 Harmony search algorithm

Harmony search (HS) Geem et al. (2001) is a relatively new population-based metaheuristic
optimization algorithm, that imitates the music improvisation process where the musicians
improvise their instruments’ pitch by searching for a perfect state of harmony. It was able
to attract many researchers to develop HS-based solutions for many optimization problems
such as music composition (Geem and Choi 2007), Sudoku puzzle solving (Geem 2007b),
tour planning (Geem et al. 2005a), web page clustering (Forsati et al. 2008; Mahdavi and
Abolhassani 2009), structural design (Lee et al. 2004; Geem 2009d), water network design
(Geem 2009a), vehicle routing (Geem et al. 2005b), dam scheduling (Geem 2007b), ground
water modeling (Ayvaz 2007, 2009), soil stability analysis (Cheng et al. 2008), ecologi-
cal conservation (Geem and Williams 2008), energy system dispatch (Vasebi et al. 2007),
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Fig. 1 Analogy between improvisation and optimization, obtained from Geem (2010)

heat exchanger design (Fesanghary et al. 2009), transportation energy modeling (Ceylan
et al. 2008), satellite heat pipe design (Geem and Hwangbo 2006), medical physics (Panchal
2009), medical image (Alia et al. 2009b, 2010), timetabling (Al-Betar et al. 2008, 2010a),
RNA structure prediction (Mohsen et al. 2010), image segmentation (Alia et al. 2009a,c),
etc. HS imitates the natural phenomenon of musicians’ behavior when they cooperate the
pitches of their instruments together to achieve a fantastic harmony as measured by aesthetic
standards. This musicians’ prolonged and intense process led them to the perfect state. It is
a very successful metaheuristic algorithm that can explore the search space of a given data
in parallel optimization environment, where each solution (harmony) vector is generated by
intelligently exploring and exploiting a search space (Geem 2009a). It has many features that
make it as a preferable technique not only as standalone algorithm but also to be combined
with other metaheuristic algorithms.

Harmony search as mentioned mimic the improvisation process of musicians’ with an
intelligent way as can be seen in Fig. 1. The analogy between improvisation and optimiza-
tion is likely as follows Geem (2010):

1. Each musician corresponds to each decision variable;
2. Musical instrument’s pitch range corresponds to the decision variable’s value range;
3. Musical harmony at a certain time corresponds to the solution vector at a certain iteration;
4. Audience’s aesthetics corresponds to the objective function.

Just like musical harmony is improved time after time, solution vector is improved itera-
tion by iteration. In general, HS has five steps and they are described as in Geem et al. (2005a)
as follow:

The optimization problem is defined as follow:

minimize\maximize f (a) ,

subject to ai ∈ Ai , i = 1, 2, . . . , N
(2)

where f (a) is an objective function; a is the set of each decision variable (ai );Ai is the set
of possible range of values for each decision variable, Lai ≤ Ai ≥ U ai ; and N is the number
of decision variables.
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Then, the parameters of the HS are initialized. These parameters are:

1. Harmony Memory Size (HMS) (i.e. number of solution vectors in harmony memory);
2. Harmony Memory Considering Rate (HMCR), where HMCR ∈ [0, 1] ;
3. Pitch Adjusting Rate (PAR), where PAR ∈ [0, 1];
4. Stopping Criteria (i.e. number of improvisation (NI));

More explanation of these parameters is in the next steps.

2.1 Initialize harmony memory

The harmony memory (HM) is a matrix of solutions with a size of HMS, where each harmony
memory vector represents one solution as can be seen in Eq. 3. In this step, the solutions
are randomly constructed and rearranged in a reversed order to HM, based on their objective
function values such as f (a1) ≤ f (a2) · · · ≤ f (aHMS).

HM =

⎡
⎢⎢⎢⎣

a1
1 a1

2 . . . a1
N f (a1)

a2
1 a2

2 . . . a2
N f (a2)

...
... . . .

...
...

aHMS
1 aHMS

2 . . . aHMS
N f (aHMS)

⎤
⎥⎥⎥⎦ (3)

2.2 Improvise new harmony

This step is the essence of the HS algorithm and the cornerstone that has been building this
algorithm. In this step, the HS generates (improvises) a new harmony vector, a′ = (a′1,
a′2, a′3, . . . , a′N ). It is based on three operators: memory consideration; pitch adjustment; or
random consideration. In the memory consideration, the values of the new harmony vector
are randomly inherited from the historical values stored in HM with a probability of HMCR.
Therefore, the value of decision variable (a′1) is chosen from (a1

1, a2
1 , a3

1, . . . , aHMS
1 ) that is

stored in HM. The next decision variable (a′2) is chosen from (a1
2, a2

2 , a3
2, . . . , aHMS

2 ), and
the other decision variables, (a′3, a′4, a′5, . . .), are chosen consecutively in the same manner
with the probability of HMCR ∈ [0, 1]. The usage of HM is similar to the step where the
musician uses his or her memory to generate an excellent tune. This cumulative step ensures
that good harmonies are considered as the elements of new harmony vectors.

Out of that, where the other decision variable values are not chosen from HM, according
to the HMCR probability test, they are randomly chosen according to their possible range,
a′i ∈ Ai . This case is referred to as random consideration (with a probability of (1−HMCR)),
which increases the diversity of the solutions and drives the system further to explore various
diverse solutions so that global optimality can be attained.

The following equation summarized these two steps i.e. memory consideration and random
consideration.

a′i ←
{

a′i ∈
{
a1

i , a2
i , a3

i , . . . , aHMS
i

}
w.p. HMCR

a′i ∈ Ai w.p. (1− HMCR)
(4)

Furthermore, the additional search for good solutions in the search space is achieved
through tuning each decision variable in the new harmony vector, a′ = (a′1, a′2, a′3, . . . , a′N ),
inherited from HM using PAR operator. These decision variables (a′i ) are examined and to
be tuned with the probability of PAR ∈ [0, 1] as in Eq. 5.

a′i ←
{

Adjusting Pitch w.p. PAR
Doing Nothing w.p. (1− PAR)

(5)
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Fig. 2 Pseudo code of the HS algorithm

If a generated random number rnd ∈ [0, 1] within the probability of PAR then, the new
decision variable (a′i ) will be adjusted based on the following equation:

(a′i ) = (a′i )± rand() ∗ bw (6)

Here, bw is an arbitrary distance bandwidth used to improve the performance of HS and
(rand()) is a function that generates a random number ∈ [0, 1]. Actually, bw determines
the amount of movement or changes that may have occurred to the components of the new
vector. The value of bw is based on the optimization problem itself i.e. continuous or discrete.
In general, the way that the parameter (PAR) modifies the components of the new harmony
vector is an analogy to the musicians’ behavior when they slightly change their tone frequen-
cies in order to get much better harmonies. Consequently, it explores more solutions in the
search space and improves the searching abilities.

All of these operators are well illustrated using pseudo code as in Fig. 2.

2.3 Update the harmony memory

In order to update HM with the new generated vector a′ = (a′1, a′2, a′3, . . . , a′N ), the objective
function is calculated for each new harmony vector f (a′). If the objective function value for
the new vector is better than the worst harmony vector stored in HM, then the worst harmony
vector is replaced by the new vector. Otherwise, this new vector is ignored.

a′ ∈ HM ∧ aworst /∈ HM (7)
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However, for the diversity of harmonies in HM, other harmonies (in terms of least-similar-
ity) can be considered. Also, the maximum number of identical harmonies in HM can be
considered in order to prevent premature HM.

2.4 Check the stopping criterion

The iteration process in steps 3&4 is terminated when the maximum number of improvisa-
tions (NI) is reached. Finally, the best harmony memory vector is selected and is considered
to be the best solution to the problem under investigation.

3 Harmony search characteristics

Harmony search algorithm has several characteristics that make it one of the most impor-
tant metaheuristic algorithms (Geem et al. 2001). HS possesses several characteristics that
distinguish it from other metaheuristics such as (1) the generation of a new vector after con-
sidering all the existing vectors, rather than considering only two vectors as in GA (parents);
(2) independent consideration each of decision variable in a vector; (3) the consideration
of continuous decision variable values without any loss of precision; (4) it does not require
decimal-binary conversions or a fixed number (2n) of decision variable values as in GA; and
(5) it does not require any starting values of the decision variables nor does it require complex
derivatives as in gradient-based methods.

The other important strengths of HS are their improvisation operators, memory consid-
eration; pitch adjustment; and random consideration, that play a major rule in achieving
the desired balance between the two major extremes for any optimization algorithm, Inten-
sification and diversification (Yang 2009b). Essentially, both pitch adjustment and random
consideration are the key components of achieving the desired diversification in HS. In
random consideration, the new vector’s components are generated at random mode, has the
same level of efficiency as in other algorithms that handle randomization, where this property
allows HS to explore new regions that may not have been visited in the search space. While,
the pitch adjustment adds a new way for HS to enhance its diversification ability by tuning
the new vector’s component within a given bandwidth. A small random amount is added to
or subtracted from an existing component stored in HM. This operator, pitch adjustment, is a
fine-tuning process of local solutions that ensures that good local solutions are retained, while
it adds a new room for exploring new solutions. Further to that, pitch adjustment operator can
also be considered as a mechanism to support the intensification of HS through controlling
the probability of PAR. The intensification in the HS algorithm is represented by the third HS
operator, memory consideration. A high harmony acceptance rate means that good solutions
from the history/memory are more likely to be selected or inherited. This is equivalent to a
certain degree of elitism. Obviously, if the acceptance rate is too low, solutions will converge
more slowly.

Finally, the structure of the HS algorithm is relatively easy. This advantage makes it very
flexible to combine HS with other metaheuristic algorithms as can be seen in Sect. 4.

4 Variants of harmony search

Harmony search algorithm got the attention of many researchers to solve many optimization
problems such as engineering and computer science problems. Consequently, the interest in
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this algorithm led the researchers to improve and develop its performance in line with the
requirements of problems that are solved. These improvements primarily cover two aspects:
(1) improvement of HS in term of parameters setting, and (2) improvements in term of hybrid-
izing of HS components with other metaheuristic algorithms. This section will highlight these
developments and improvements to this algorithm in the ten years of this algorithm’s age. The
first part introduces the improvement of HS in term of parameters setting, while the second
part introduces the development of HS in term of hybridizing of HS with other metaheuristic
algorithms.

4.1 Variants based on parameters setting

The proper selection of HS parameter values is considered as one of the challenging task not
only for HS algorithm but also for other metaheuristic algorithms. This difficulty is a result
of different reasons, and the most important one is the absence of general rules governing this
aspect. Actually, setting these values is problem dependant and therefore the experimental
trials are the only guide to the best values. However, this matter guides the research into new
variants of HS. These variants are based on adding some extra components or concepts to
make part of these parameters dynamically adapted.

In this context, a very well known improvement to HS is done by Mahdavi and his col-
leagues that is named under Improved Harmony Search (IHS) (Mahdavi et al. 2007). Their
proposed algorithm includes dynamic adaptation for both pitch adjustment rate (PAR) and
bandwidth (bw) values. The PAR value is linearly increased in each iteration of HS by using
the following equation:

PAR(gn) = PARmin + (PARmax − PARmin)

NI
× gn (8)

where PAR(gn) is the PAR value for each generation, PARmin and PARmax are the minimum
pitch adjusting rate and maximum pitch adjusting rate respectively. NI is the maximum num-
ber of iterations (improvisation) and gn is the generation number. The bandwidth (bw) value
is exponentially decreased in each iteration of HS by using the following equation:

bw(gn) = bwmin + bwmax − bwmin

NI
× gn, (9)

where bw(gn) is the bandwidth value for each generation, bwmax is the maximum bandwidth,
bwmin is the minimum bandwidth and gn is the generation number.

Another important improvement done by Omran and Mahdavi Omran and Mahdavi (2008)
and named as Global-best harmony search (GHS). Their work was inspired by PSO concepts,
the global best particle that is the fittest particle in term of objective function among other
particles in the swarm. The authors proposed GHS to overcome the expected limitation of IHS
as they reported. The limitation is the difficulty of determining the lower and upper bound of
automatic bandwidth (bw) proposed by Mahdavi et al. Mahdavi et al. (2007). Therefore, they
incorporate the PSO concept, global best particle, by replacing the bw parameter altogether
and adding a randomly selected decision variables from the best harmony vector in HM as
illustrated in Fig. 3.

Wang and Huang (2010) proposed a new variation of HS algorithm that focuses on the
dynamic selection of bw and PAR parameters. Actually, they totally replaced bw parameter
with a new concept that is based on using the maximal and minimal values in HM. This can
be done through using the following equations:
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Fig. 3 Pseudo code to illustrate (GHS)

tr iali +
[
max

(
HMi

)
− tr iali

]
× ran [0, 1) (10)

tr iali −
[
tr iali −min

(
HMi

)]
× ran [0, 1) (11)

where ran[0, 1) is a generated random number ranged from 0 to less than 1, tr iali is the
i th variable selected from HM, and max(HMi ), min(HMi ) are the highest and lowest values
of the i th variable in the HM respectively. Wang and Huang used the same modification
proposed by Mahdavi et al. (2007) to dynamically adapt PAR values during the search pro-
cess, but this time in the opposite manner (decreasing the values of PAR). Finally they also
modified the HM initialization step by using low-discrepancy sequences (Lecot 1989).

Mukhopadhyay et al. (2008) suggested that bw will be the standard deviation of the current
population when HMCR is close to 1.

bw(gn) = σ(xi ) =
√

var(xi ) (12)

Chakraborty et al. (2009) proposed a new improvement to HS through inspiring the Differ-
ential Evolution (DE) mutation operator. Their proposed algorithm, named (DHS), replaces
the pitch adjustment operation in classical HS with a mutation strategy borrowed from the
DE (DE/rand/1/bin class) algorithm. This step was accomplished through the mutation of the
target vector with the difference of two randomly selected HM members as shown in Eq. 13.
It is worth mentioning here that the target vector is the new generated vector considering the
memory selection step (with the probability of HMCR), and randomness (with the probability
of 1 − HMCR). And the PAR operation is totally removed, thus, all new generated vector
will be mutated according to the following equation:

xi
′ = xi

′ + F(xr1 − xr2) (13)

Hasancebi et al. (2009) and Saka and Hasancebi (2009) proposed a new adaptation for
HS by making both HMCR and PAR change dynamically during the improvisation process
of HS. This step is to make the selection of these parameter values problem independent,
therefore, improves the performance of HS in finding an optimal solutions. Initially HMCR,
PAR values are respectively set to HMCR(0) and PAR(0) in the initialization step of HM, then
the dynamic calculating of these parameters is adapted as follows:

(HMCR)K =
(

1+ 1− (HMCR)′

(HMCR)′
· e−γ ·N (0,1)

)−1

(14)

(PAR)K =
(

1+ 1− (PAR)′

(PAR)′
· e−γ ·N (0,1)

)−1

(15)

where (HMCR)K and (PAR)K are the sampled values of the adapted parameters for a new
harmony vector. N (0, 1) is a normally distributed random number, γ is the learning rate of
adapted parameters, which is recommended to be selected within a range of ∈ [0.25, 0.50].
(HMCR)′, (PAR)′ which are the average values of improvisation parameters within the
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harmony memory matrix, obtained by averaging the corresponding values of all the solution
vectors within the HM matrix, that are,

(HMCR)′ =
∑HMS

i=1 HMCRi

HMS
(16)

(PAR)′ =
∑HMS

i=1 PARi

HMS
(17)

In general, these new set of values for (HMCR)K and (PAR)K are calculated based on proba-
bilistic selecting from around average values of these parameters observed within the current
harmony memory matrix.

Degertekin (2008) proposed a new HM initialization technique that generated two times
of HMS initial harmonies but placed only the best HMS of these into the initial HM.

Kattan et al. (2010) used HS as a new training technique for feed-forward artificial neural
networks (ANN). They modified the standard stopping criteria that is based on counting the
number of improvisation steps to best-to-worst (BtW) harmony ratio in the current harmony
memory. Therefore they modified the existing improved version of HS (Mahdavi et al. 2007)
to suit the new stopping criterion. These Modification would be more suitable for ANN train-
ing since parameters and termination would depend on the quality of the attained solution as
reported by the authors.

A multiple PAR strategy was also proposed in the literature. Geem et al. in 2005a proposed
a Multi-pitch Adjusting Rate (multiple PAR) for Generalized Orienteering Problem. They
proposed three PAR’s that are the rates of moving to nearest, second nearest, and third nearest
cities, respectively.

Al-Betar et al. (2010a) also proposed a Multi-pitch Adjusting Rate strategy for enhancing
the performance of HS in solving course timetabling problem. They proposed eight proce-
dures instead of using one PAR value, each of which is controlled by its PAR value range.
Each pitch adjustment procedure is responsible for a particular local change in the new har-
mony. Furthermore, the acceptance rule for each pitch adjustment procedure is changed to
accept the adjustment that leads to a better or equal objective function.

Geem (2006) used fixed parameter values, such as HMS, HMCR, PAR, and NI, while bw
was set to a range from 1 to 10% of the total value data range.

Furthermore, some researchers have proposed adaptive parameter theories that enable HS
to automatically acquire the best parameter values at each iteration (Geem 2009d).

A summarization of what has been mentioned is described in the following Table 1.

4.2 Variants based on hybridization of HS with other metaheuristic

In this section, the hybridization of HS with other Metaheuristic is introduced. This hybrid-
ization can be categorized into two approaches; the first approach is the integration of some
components of other metaheuristic algorithms into HS structure, while the second approach
is in the opposite direction, where the integration of some HS components is integrated into
other metaheuristic algorithm structure (Ingram and Zhang 2009). In general, such hybrid-
ization process is introduced to improve the search abilities of these optimization algorithms
(Blum and Roli 2008; Grosan and Abraham 2007). In both cases, the origin of the ability of
HS algorithm to be integrated with other metaheuristic return to the relative ease and flexible
structure of HS as reported in Yang (2009a).
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Table 1 Variants of HS based on parameters setting improvements

Algorithm name Modified
parameters

Description References

IHS PAR, bw Dynamic setting during the
improvisation process, where
the PAR value is linearly
increased and the bandwidth
(bw) value is exponentially
decreased

Mahdavi et al. (2007)

GHS bw The PSO concept, global best
particle, is incorporated by
replacing the bw parameter
altogether and adding a
randomly selected decision
variables from the best
harmony vector in HM

Omran and Mahdavi (2008)

HS-variant PAR, bw,
HM
initiali-
zation

Dynamic selection of bw and
PAR parameters. bw is totally
replaced by maximal and
minimal values in HM. The
PAR value is linearly
decreased. The initialization of
HM is performed using
low-discrepancy sequences

Wang and Huang (2010)

HS-variant bw bw will be the standard deviation
of the current population when
HMCR is close to 1

Mukhopadhyay et al. (2008)

DHS PAR A replacement of the PAR
operator with a mutation
strategy borrowed from the DE
is proposed

Chakraborty et al. (2009)

HS-variant HMCR, PAR Dynamic setting of PAR and
HMCR is occurred during the
improvisation process through
using the sampling of control
parameters strategy

Hasancebi et al. (2009), Saka and
Hasancebi (2009)

HS-variant HM Generating two times of HMS
initial harmonies but placed
only the best HMS of these into
the initial HM

Degertekin (2008)

HS-variant Stopping
criterion

The stopping criterion is replaced
by best-to-worst (BtW)
harmony ratio in the current
harmony memory

Kattan et al. (2010)

HS-variant PAR A Multi-pitch Adjusting Rate
strategy is proposed

Geem et al. (2005a), Al-Betar
et al. (2010a)

HS-variant bw bw set to a range from 1 to 10%
of the total value data range

Geem (2006)

4.2.1 Hybridizing HS with other metaheuristic components

In the first approach, where other metaheuristic components or concepts are integrated into
HS, different approaches have been proposed during the last few years.

Taherinejad (2009) modified HS by inspiring the SA’s way of cooling (accepting some
bad solutions in the early stage of research). By having this concept, the author modified the
dynamic version of PAR (Mahdavi et al. 2007) parameter as follows:

123



60 O. M. Alia, R. Mandava

PAR(gn) = PARmax − (PARmax − PARmin)

NI
× gn (18)

This modification changed the direction of linearly adaptation of PAR from an increasing
manner as in Mahdavi et al. (2007) to a decreasing manner. So both PAR and bandwidth (bw)
values are updated in the same direction (decreasing manner). This as reported by the author,
helps the HS to explore a maximum search space, therefore improving the HS performance.

The integration of HS with concepts from PSO is reported in the previous section (Omran
and Mahdavi 2008), where the authors proposed to use the PSO concept, global best particle,
by replacing the bw parameter altogether and adding a randomly selected decision variables
from the best harmony vector in HM. On the same hand, Geem (2009a) used the same con-
cept of pbest in PSO to improve the selection process in harmony memory consideration
operator (HMCR), where the new mechanism select the new decision variable from the best
harmony vector stored in HM not randomly as in standard HS.

DNew
i ← DBest

i (19)

where DBest
i is the value of the i th decision variable in the best solution vector (DBest

1 ,

DBest
2 , . . . , DBest

n ) found.
In the same context, Al-Betar et al. (2010b) investigated the performance of HS algorithm

in solving the examination timetabling problem with three selection mechanisms in mem-
ory consideration operator. They proposed to evaluate the random selection mechanism as
in standard HS, global-best memory consideration as in Geem (2009a) and Roulette-Wheel
memory consideration which uses the survival for the fittest principle.

Santos Coelho and de Andrade Bernert (2009) modified HS by integrating a component
from Dispersed particle swarm optimization (DPSO) (Cai et al. 2008). Actually, a dynamic
PAR is introduced in their work by modifying PAR equation through using a new perfor-
mance differences index (grade) proposed in Cai et al. (2008). Therefore, the PAR equation
became as follows:

PAR(t) = PARmin + (PARmax − PARmin) · grade, (20)

The grade as in Cai et al. (2008) is modified according to the following equation:

grade = (Fmax(t)− mean(F))

(Fmax(t)− Fmin(t))
, (21)

where Fmax(t) and Fmin(t) are the maximum and minimum objective function values
in generation t, respectively; mean(F) is the mean of objective function value of all vectors
in HM.

Wang et al. (2009) improved the performance (convergence speed) of HS by integrating
the Clonal Selection Algorithm (CSA) (Dasgupta 2006; Wang et al. 2004) into HS. Actually,
they update all harmony memory vectors by calling CSA, where they were considered as
individual antibodies and they can evolve in the population of the CSA. This operation is con-
sidered as a fine tuning mechanism for HS. Even though this approach moderately increases
the computational complexity of the original HS method, but it improved the convergence
capability of HS to deal with the prematurity problem.

Lee and Zomaya proposed a parallel metaheuristic framework in which HS is considered
as the key component of it Lee and Zomaya (2009). In this framework, they used three meta-
heuristics, GA, SA, and Artificial Immune System (AIS) (Dasgupta 2006) to enhance the
solutions stored in HM as an extra step to speed up the convergence, and at the same time to
prevent the HS from getting stuck in the local optimal problem.
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Fig. 4 Improvisation step in NGHS Zou et al. (2010)

Zou et al. (2010) modified HS by inspiring the swarm intelligence of particle swarm to
make it as a global optimization algorithm (NGHS) that can solve complex reliability prob-
lems. Their proposed algorithm is based on adding new two important operations: position
updating and genetic mutation with a small probability. The position update operator mimics
the PSO concept of global best particle in swarm, therefore, the worst harmony of HM is
moved to the global best harmony rapidly in each iteration. This step may affect the diversity
of HS and consequently a premature convergence problem may appear. This encourages the
authors to propose the second operator which is a genetic mutation with a small probability
to overcome this problem. The NGHS and the HS are different in three aspects as follows:

1. Harmony memory considering rate (HMCR) and pitch adjusting rate (PAR) are excluded
from the NGHS, and genetic mutation probability (Pm) is included in the NGHS;

2. The improvisation step of the HS is modified to be as in Fig. 4;
3. The worst HM vector is replaced with the new generated vector even if it was the worst.

Fesanghary et al. (2008) proposed a new framework that combined HS with nonlinear
programming methods: Sequential Quadratic Programming (SQP) (Boggs and Tolle 2008)
to solve engineering optimization problems. Their algorithm introduced SQP in HS as a
new local search component. This step is to support the exploitation mechanism of HS.
SQP is introduced (called) a few times to improve the quality of the new improvised vector
through the improvisation process of HS. This is controlled with the probability Pc which is
experimentally set to be (0.1). Also as a final step and after HS met the stopping criterion,
SQP is introduced to the best vector, in term of objective function, stored in HM as a final
improvement step.

Alia et al. (2009c) proposed a new dynamic fuzzy clustering algorithm for image
segmentation problems, called Dynamic Clustering Harmony Search (DCHS). DCHS is
able to automatically determine the appropriate number of clusters, as well as the appropri-
ate locations of cluster centers. In order to do that, a variable length of a harmony memory
vector is proposed, where each vector can encode different number of clusters. The same
authors in Alia et al. (2010) improved the performance of DCHS by proposing a new operator
called ‘empty operator’ to support the selection mechanism of number of cluster. Also they
hybridized their algorithm with fuzzy c-means algorithm (FCM) to improve the quality of
the segmentation results.

Alia et al. (2009a) proposed a new image segmentation algorithm that is based on com-
bining HS with FCM in one framework. A model of HS was proposed, where the decision
variables of the harmony vector is the fuzzy memberships of image pixels to a predefined
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number of clusters rather than centroids of clusters. Their algorithm introduced FCM in HS
as a new local search component. This step is to support the exploitation mechanism of HS
and speedup the convergence property of HS. FCM is introduced (called) a few times to
improve the quality of the new improvised vector through the improvisation process of HS.

In Mahdavi et al. (2008), Forsati et al. (2008), the authors improved the performance of
HS for web documents clustering by the integration of k-means algorithm as a local search
component. This is done by calling k-means algorithm a few times with the best vector stored
in HM as initial cluster centers, then k-means perform the clustering and the returned vector
is added to HM if it has a better fitness values than those in HM.

Malaki et al. (2008) developed a hybrid IHS-FCM clustering algorithms, which were
tested on a∼58,000 element NASA radiator data set. In their proposed algorithm, they used
the modified version of HS that was proposed by Mahdavi et al. (2007) (IHS), further to
that; they integrated it with FCM algorithm to improve its performance. FCM actually is
integrated in two ways, where in the first way, FCM is integrated into IHS as a local search
component to increase the convergence speed same as what has been done in Mahdavi et al.
(2008). This way named as (FHSClust). In the second way, FCM is used as a further final
clustering step to enhance the partitioning results, where it is initialized by the best solution
vector improvised in FHSClust.

Ayvaz et al. (2009) inspired the work of Fesanghary and his colleagues, HS-SQP (Fesang-
hary et al. 2008), explained earlier to propose the same framework but with spreadsheet
‘Solver’ instead of SQP to improve the results of the HS algorithm in solving continuous
engineering optimization problems.

Jang et al. (2008) are the same like other researchers in this domain that introduced some
local search based algorithms into the global search optimization algorithm to improve its per-
formance and increase its convergence speed. In this context, the authors proposed a hybrid
framework that combined HS with Nelder-Mead Simplex Algorithm (NM-SA) (Nelder and
Mead 1965) as a local search component to improve the quality of stored harmony memory
vectors in HM.

Yildiz (2008), Yildiz and Ozturk (2010) proposed a new framework that combine HS with
Taguchi method to improve the performance of HS. His proposed method is based on two-
stages which are (1) Taguchi’s robust design approach (Taguchi 1990) to find appropriate
interval levels of design parameters to be used as an initialization step for harmony memory,
(2) HS to generate optimal multi-objective solutions using refined intervals from the previous
stage. This hybridization step is also introduced to reduce the effects of noise factors in the
optimization process.

Gao et al. (2008, 2009) proposed two modification to HS to deal with the uni-modal and
multi-modal optimization problems. The first modification is directed to increase the con-
vergence speed of HS through integrating it with DE technique. DE is used to fine tune the
vectors stored in HM. Actually, HM vectors become as DE population, then the evolving
process is performed as the usual DE procedure. The second modification of HS is proposed
to handle the multi-modal problems. A new harmony memory updating strategy is proposed
such that any new harmony vector must meet the following criteria to be stored in HM:

1. it is better than the worst harmony in HM, and
2. there are less than a critical number of similar harmonies already in HM, and
3. its fitness is better than the average fitness of the similar harmonies;

A summarization of what has been mentioned in hybridizing of HS with other metaheu-
ristic components is described in the following Table 2.
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Table 2 Variants of HS based on hybridizing improvements

Type of Description References
hybridization

HS+SA It is used to modify the PAR parameter using the
cooling strategy of SA

Taherinejad (2009)

HS+PSO The PSO concept, global best particle, is
incorporated by replacing the bw parameter
altogether and adding a randomly selected
decision variables from the best harmony
vector in HM

Omran and Mahdavi (2008),

HS+PSO The PSO concept, global best particle, is used to
improve the selection process in harmony
memory consideration operator (HMCR)

Geem (2009a)

HS+DPSO DPSO component is introduced to dynamically
update the value of PAR parameter

Santos Coelho and de Andrade
Bernert (2009)

HS+GA Roulette-Wheel memory consideration which
uses the survival for the fittest principle is used
to improve the selection process in HMCR

Al-Betar et al. (2010b)

HS+CSA The CSA is used to fine tune all HM vectors and
improve the convergence capability of HS

Wang et al. (2009)

HS+GA+SA+AIS It is used to enhance the solutions stored in HM,
to speed up the convergence, and to prevent
the HS from getting stuck in the local optimal
problem

Lee and Zomaya (2009)

HS+PSO+GA It is used to make HS as a global optimization
algorithm by adding two operations: position
updating and genetic mutation

Zou et al. (2010)

HS+SQP SQP is used to support the exploitation
mechanism of HS

Fesanghary et al. (2008)

HS+FCM FCM is integrated in HS to improve its
convergence speed and fine tune the clustering
quality

Alia et al. (2009a,c, 2010)

HS+K-means k-means is used as a local search component in
HS

Mahdavi et al. (2008), Forsati
et al. (2008)

IHS+FCM FCM is integrated into IHS to improve its local
search ability and fine tuning the clustering
result as a final step

Malaki et al. (2008)

HS+Solver Solver is used to support the exploitation
mechanism of HS

Ayvaz et al. (2009)

HS+NM-SA It is used to improve the local search ability of
HS

Jang et al. (2008)

HS+Taguchi It is used to improve the initialization step for
harmony memory and to reduce the effects of
noise factors

Yildiz (2008), Yildiz and Ozturk
(2010)

HS+DE DE is used to fine tune the HM vectors and for
multi-modal problems they proposed a new
harmony memory updating strategy

Gao et al. (2008, 2009)

4.2.2 Hybridizing HS as components in other metaheuristic

The second approach of HS hybridization as mentioned earlier is the integration of HS
concepts or components into other metaheuristic algorithms to improve their performance.

In Li et al. (2007), the authors improved the performance of PSO which is used in the
designing of optimal pin connected structures by handling the particles, which fly outside
the variables’ boundary. This improvement is based on the use of the HM concept, where
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one of the main characteristics of HM is storing the feasible vectors, which all are in the
feasible space. This concept (HM) is integrated into PSO algorithm to overcome the draw-
back of using pbest concept of PSO, since the selecting technique used in generating pbest
swarm allows the new generated vector to violate the variables’ boundary, therefore, the new
generated vector may fly into infeasible regions.

Kaveh and Talatahari (2009) proposed a new framework that is based on a modified ver-
sion of PSO named as particle swarm optimization with passive congregation (PSOPC) (He
et al. 2004), ant colony optimization (Dorigo et al. 2006) and harmony search scheme. This
framework used PSOPC as a based framework and as a global search technique, also used
the idea of the ant colony approach as a local search for updating the positions of the particles
by applied pheromone-guided mechanism. Furthermore,in term of using HM concept, HS is
used in this framework to control the variable constraints same as reported in Li et al. (2007).
This combination of metaheuristic algorithms is to enhance the performance of PSO in its
strategies, exploration and exploitation.

Qinghua et al. (2006) proposed a new hybrid optimization algorithm that combined three
metaheuristic algorithms, a modified genetic algorithm, a simplex algorithm and a tabu search.
The modified version of genetic algorithm is based on mimicking the musical process of
searching for a perfect state of harmony, which increases the robustness of GA.

Another version of improving the performance of GA by using HS is found in Li et al.
(2008). Their proposed modification mimics the HS improvisation way, where the new gen-
erated vector is selected from all vectors stored in the HM, which is contrary to GA way of
generating new vectors (parents).

In order to improve the performance of the evolutionary algorithm, Nadi et al. (2010)
proposed a new technique that maintains the right balance between the exploration and
exploitation of the evolutionary algorithm in the search process. The proposed approach that
named as an adaptive parameter controlling approach is based on controlling the parameter
values of the algorithm through the search process using harmony search algorithm. During
the search process, harmony search directs the search from the current state to a desired
state by determining suitable parameter values such that the balance between exploration
and exploitation is suitable for that state transition.

Moeinzadeh et al. (2009) used HS to improve the accuracy of Linear Discriminate Analysis
(LDA) (Fisher 1936; Duda et al. 2000) classification algorithm. HS is used as a preprocessing
technique to overcome the LDA’s problem which is the distribution of each class, where the
case that each class has Gaussian distribution and also all classes have the same within-class
covariance, while having different means is rarely in real world problems. For that, HS is used
to compute a transformation (projection) matrix with the aim of decreasing the within-class
covariance and increasing the between-class covariance. HM is initialized by representation
of the transformation matrix as a float numerical vector, where each component of this vec-
tor ∈ [−1, 1]. Furthermore, the quality of each solution vector is measured by JC I (W ) the
Class-Independent LDA (CI-LDA) transformation matrix that represents the fitness function
in HS.

Finally, the application of HS into multi-objective optimization problem appears to have
been tackled in 2006 Geem and Hwangbo (2006) for the design and operation of a heat pipe
on a satellite, in 2009 Geem (2009b) for completing a project with minimal time as well as
minimal cost is a critical factor for scheduling a project and in Geem (2009e) for the design
of water distribution networks which include pumps.

A summarization of what has been mentioned in hybridizing of other metaheuristics with
some HS components or concepts is described in the following Table 3.
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Table 3 Hybridizing of HS components and concepts in other metaheuristics

Type of hybridization Description References

PSO+HS The (HM) concept in HS is integrated into
PSO algorithm to prevent the pbest concept
of PSO to violate the variables’ boundary

Li et al. (2007)

PSOPC+ACO+HS HM concept is used to control the variable
constraints in PSOPC

Kaveh and Talatahari (2009)

GA+Simplex+TS+HS The HS concept of searching is used to
improve the performance of GA

Qinghua et al. (2006)

GA+HS The concept of selecting the decision
variables from all vectors stored in the HM
is mimicked to improve the GA selection
mechanism

Li et al. (2008)

GA+HS HS is used to maintain a balance between the
exploration and exploitation concepts in
GA

Nadi et al. (2010)

LDA+HS HS is used as a preprocessing technique to
overcome the LDA’s problem

Moeinzadeh et al. (2009)

5 Conclusion

As an important tool for optimization domain, metaheuristic harmony search algorithm
exploring the search space of the given data in both intensification and diversification parallel
optimization environment and provides a near-optimal solution within a reasonable time. It
has many features that make it as a preferable technique not only as standalone algorithm
but also to be combined with other metaheuristic algorithms.

Even the standard HS has been successfully implemented in various applications, how-
ever, many modification and improvements to this algorithm have been also reported in the
literature by many research in various domains. Each of them is tightly related to some aspects
of this algorithm such as parameters setting, balancing of intensification and diversification
of HS and finally hybridizing it with other metaheuristic components.

In this paper, we turn the attention to this algorithm and survey most of the modifications
proposed in the literature. Though we have already seen many examples of successful appli-
cations of harmony search, there still remain many open problems due to the existence of
many inherent uncertain factors. These problems have already attracted and will continue to
attract intensive efforts from broad disciplines.
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