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Abstract Collaborative web search utilises past search histories in a community of
like-minded users to improve the quality of search results. Search results that have been
selected by community members for past queries are promoted in response to similar queries
that occur in the future. The I-SPY system is one example of such a collaborative approach to
search. As is the case with all open systems, however, it is difficult to establish the integrity
of those who access a system and thus the potential for malicious attack exists. In this paper
we investigate the robustness of the I-SPY system to attack. In particular, we consider attack
scenarios whereby malicious agents seek to promote particular result pages within a com-
munity. In addition, we analyse robustness in the context of community homogeneity, and
we show that this key characteristic of communities has implications for system robustness.

Keywords Collaborative web search · Personalisation · Malicious attack · Robustness

1 Introduction

Traditional search engines operate in a “one-size-fits-all” manner and return the same search
results for the same query, irrespective of the interests and needs of those individuals using
the service. The rationale for collaborative web search (CWS) lies in the query repetition
and selection regularity that exists in the searches of communities of like-minded users.
The I-SPY system described by Smyth et al. (2004) is one example of such a collaborative
approach to search. I-SPY is a meta-search framework where submitted queries are first
passed to base-level search engines (e.g. Google, Yahoo! etc.). The result lists obtained are
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then adapted and re-ranked by I-SPY according to the heuristic that results which have been
selected for similar queries in the past are also likely to be relevant for other community
members. In Smyth et al. (2004, 2005), the benefits of this collaborative approach to search
has been established.

The relatively uniform interests and needs that exist in community domains can also, how-
ever, be exploited by malicious agents seeking to manipulate search output. For example,
users may seek to promote their own work to other community members in order to enhance
their reputation or to achieve financial gain. The lack of robustness exhibited by collabo-
rative recommender systems against attack has been highlighted by Lam and Riedl (2004),
Mobasher et al. (2005) and O’Mahony et al. (2005). It has been shown that attacks on these
systems are capable of significantly biasing the recommendations that are made for target
items. All collaborative systems are vulnerable given the manner in which they operate, i.e.
they depend on user supplied input in order to filter information or to make suggestions.
Since it is practically impossible to assess the integrity of those who use a system, there is
no guarantee that the data inserted into a system’s database is an accurate reflection of true
user preferences and therefore the possibility of biased data being deliberately inserted into
system databases exists.

In this paper we examine the robustness of the I-SPY system against attack. We intro-
duce attack models that are designed to associate target result pages with the query-space
of particular communities, with the objective of promoting such pages in the result lists of
future search sessions initiated by community members. In addition, we analyse the robust-
ness of collaborative search in terms of community homogeneity. This is a key characteristic
of communities and depends on such factors as the maturity of communities, user partic-
ipation levels and community focus. Some communities will naturally have a tight focus
(e.g. communities catering for such niche-interests as military history, model aviation etc.)
while others will have a broader focus. By definition, all communities strive for a certain
degree of speciality in order to satisfy members’ interests and needs and it is clearly impor-
tant to gain an understanding of the relationship between community focus and robustness
against attack.

The paper is organised as follows. Section 2 presents an overview of the I-SPY system
architecture. Attack models are described in Sect. 3 and an empirical analysis of these models
is provided in Sect. 4. Related work dealing with the robustness of other collaborative systems
is discussed in Sect. 5. Finally, conclusions and scope for future work are presented in Sect. 6.

2 Collaborative web search

In this section, we provide a brief overview of the I-SPY system architecture and illustrate
system functionality by showing example output for a particular community of users. For a
more comprehensive description of I-SPY, which is outside the scope of this work, please
refer to Coyle and Smyth (2007) and Smyth et al. (2003, 2004).

2.1 Collaborative web search architecture

The collaborative search technique implemented in the I-SPY system is conceived of as a
form of meta-search. Each new user query, qT , is submitted to a set of underlying search
engines and their results are combined to form a meta-search result-list, RM . I-SPY then
processes RM to produce a new result-list, RT , which reflects the learned preferences of a
community of like-minded users. This is achieved by recording the page selections made for
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past search queries, thereby enabling such pages to be promoted when similar queries are
submitted in future.

Briefly, the I-SPY algorithm proceeds as follows. The key data structure used in the system
is the community hit-matrix, H , where Hi j represents the number of times that page p j has
been selected as a result for query qi . Thus, the rows of H correspond to the (unique) queries
submitted by community members and maintain an account of all page selections made for
each query. Note that no record is maintained of which user selected which page; in effect,
the hit-matrix serves as an anonymous account of community preferences.

When a new query, qT , is submitted to the system, I-SPY computes the similarity between
qT and all queries, qi , in the hit-matrix. Query similarity is computed using the Jaccard index
(Eq. 1), which measures the term overlap between queries. I-SPY then selects a subset of
the most similar queries to qT to form a set of candidate queries. In this paper, we consider
two query selection strategies. In the first strategy, we select those queries whose similarity
to qT exceeds a particular threshold; we refer to this approach as threshold selection. The
second strategy is a nearest-neighbour approach and involves selecting the k queries from
the hit-matrix with the highest (non-zero) similarity to qT ; we refer to this strategy as best-k
selection.

Sim(qT , qi ) = |qT ∩ qi |
|qT ∪ qi | (1)

The pages associated with selected candidate queries are called promotion candidates.
These pages are assumed to be relevant to the new query because they have been relevant for
similar queries, and for the same community of searchers, in the past. The next step in the
I-SPY algorithm is to compute the relevance of each of the promotion candidates to the new
query, qT .

The relevance of page p j to query qi is calculated as the relative number of times that
p j has been selected for qi (Eq. 2). Further, the relevance of p j to qT is a combination of
Relevance(p j , qi ) for all candidate qi ’s (q1, . . . , qn) deemed similar to qT , as shown in Eq. 3,
where Exists(p j , qi ) = 1 if Hi j > 0, and 0 otherwise. Each Relevance(p j , qi ) is weighted
by Sim(qT , qi ) to discount the relevance of results from less similar queries.

Relevance(p j , qi ) = Hi j
∑

∀ j Hi j
(2)

W Rel(p j , qT , q1, . . . , qn) =
∑

i=1...n Relevance(p j , qi ) × Sim(qT , qi )
∑

i=1...n Exists(p j , qi ) × Sim(qT , qi )
(3)

This weighted relevance metric is used to rank-order the promotion candidates. These
ranked pages are then listed ahead of the remaining meta-search results, which are themselves
ranked according to a standard meta-search scoring metric, to give RT .

2.2 An example session

Figure 1 shows the results of a typical search for the query “michael jordan” using the
Google search engine. As can be seen, the first three results all relate to Michael Jordan, the
renowned American basketball player, which is not surprising given the high profile of this
particular individual.

Searchers from academic backgrounds, however, may be more interested in another
Michael Jordan—the professor at the University of California, Berkeley. This is the funda-
mental issue with with the “one-size-fits-all” manner of operation, in that the same results are
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Fig. 1 The Google result page for the “michael jordan” query

Fig. 2 The I-SPY result page for the “michael jordan” query

presented for queries irrespective of the interests and tastes of those conducting the search.
The benefit of collaborative Web search is that it allows results to be re-ranked based on
community context. The output of the I-SPY system for a computer-science based
community (a test community established at the School of Computer Science and Infor-
matics, University College Dublin, Ireland) for the same query is shown in Fig. 2. As can be
seen, the Web page of the professor is now ranked first (it is currently ranked 8th on Google).
This re-ranking was made possible by analysing the past query-result patterns of community
members, and thus the top-3 listed results refer to the professor, while the 4th result relates
to the former basketball star. This example illustrates the power of collaborative Web search,
where useful re-orderings of search results can be achieved in order to suit the particular
needs and tastes of community users.
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3 Attack models

We assume that the objective of attacks is to promote a single target page within a particular
I-SPY community. For example, consider the author of a Web page related to the Java
programming language, who seeks to promote his page above others for all relevant search
sessions. In order to ensure successful promotions in the context of the I-SPY system, the
key requirement for attackers is to associate the target page in the system’s hit-matrix with
queries that are representative of community search activity. We refer to such queries as
attack queries.

To illustrate the attack process, consider an attack that seeks to promote a particular
target page, pT . Since I-SPY updates the community hit-matrix following all search activity
(i.e. query–result page selections), attackers can insert any number of attack queries into the
system by simply selecting pT from the result-lists returned from multiple search sessions.
Each search session can involve different combinations of query terms,1 thereby permitting
the target page to be associated with a diverse range of queries within the hit-matrix.

By definition, given the focused nature of typical communities, the selection of suitable
terms with which to form attack queries should not pose a significant challenge. For example,
queries formed using terms such as php, mysql, C++ etc. would be good candidates in the case
of a technology-related community. By using such popular or frequently occurring terms,
high similarities (Eq. 1) between new search queries submitted by community members and
attack queries can be achieved, thereby increasing the weighted relevance and ranking (Eq. 3)
of the associated target page in the search results.

Note that the effort involved in implementing attacks is unlikely to be high, since the
insertion of queries into the I-SPY system can be readily automated, thereby enabling a large
number of such insertions using many combinations of query terms to be made. Further, the
fact that I-SPY maintains an anonymous database of community preferences is beneficial for
attackers since checks on individual user activity are consequently not possible. Thus, in this
paper, we consider attack cost solely as a function of the number of queries that are inserted
in the course of an attack, and the number of terms that are present in each.

We propose two attack models which are described in the following sections. Initially, we
assume that full knowledge concerning the distribution of query term usage in a community
is known to attackers. In Sect. 4, we also analyse the effectiveness of attacks when full query
term distribution knowledge is not available to attackers, by simulating varying degrees of
such knowledge on the part of attackers.

3.1 Promote-always attack

This attack model seeks to promote a particular target page for all searches submitted by
community members, irrespective of the actual search terms that are used. We define attack
query size, or the number of terms included in attack queries, as l. In order to ensure maximal
coverage of the community query-space, the most frequently used search terms are selected
for attack queries. If multiple attack queries are inserted, each consists of a different com-
bination of query terms. The first attack query consists of those l terms with the highest
combined frequency of occurrence, the second attack query consists of those l terms with
the second-highest combined frequency of occurrence, etc.

1 We assume that the target page, pT , contains all attack query terms so that pT is indexed by such terms by
the underlying search engines.
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Fig. 3 A sample community hit-matrix showing genuine and attack queries. where the target page (pT ) has
been selected for each of the attack queries

3.2 Term-specific attack

The objective of this attack is to promote a particular target page when a specific term is used
in search queries. Attack queries are comprised of the specific term in question, along with
combinations of l −1 other terms which are selected so as to optimally cover the query-space
as described above.

3.3 Example attacks

To illustrate the approach adopted in these attacks, consider the hit-matrix shown for a
particular community in Fig. 3. Queries q1 to qm represent genuine user queries and the
result selections for one particular query, qi = {java, xml, object}, are shown. For this query,
we can see that page pi has been selected on one occasion and page p j has been selected on
three occasions.

Consider a promote-always attack which involves the creation of n = 3 attack queries of
size l = 2. In the approach adopted in this paper, we first compute the number of different
terms that are required to create the desired attack. In this case, we need 3 terms since
nCl = 3C2 = 3. Suppose that java, oracle and linux were the three most frequently occurring
query terms (in descending order) in this particular community. Thus, the attack queries
would consist of the following combinations of these terms: {java, oracle}, {java, linux}
and {oracle, linux}. These attack queries are also shown in the figure, where for each, only
one page—the target page (pT )—has been selected.

In the case of a term-specific attack, where, for example, the attacker wished to promote
the target page for all queries containing the term mysql, the following approach is employed.
Assuming, as before, that java, oracle and linux were the three most frequently occurring
query terms in the community and that 3 attack queries of size l = 2 were to be created, the
attack queries this time would be {mysql, java}, {mysql, oracle} and {mysql, linux}.

When a new query, qT , is submitted to the system, I-SPY first computes the similarity
between qT and all queries contained in the hit-matrix. Since attack queries are comprised of
the most frequently occurring community terms, the likelihood of term overlap (i.e. similarity)
between these queries and qT is relatively high. Recall from Sect. 2.1 that the most similar
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queries to qT are selected as candidate queries; if at least one attack query is included in the
candidate set, then the target page will be promoted by the system in response to qT (the
exact ranking of each promoted page is governed by Eq. 3).

4 Evaluation

We begin by providing details on the configuration parameters used in the I-SPY system, the
evaluation dataset and the experimental methodology and metrics that were used to evaluate
system robustness.

4.1 I-SPY configuration

I-SPY was configured to display a maximum of 10 search results on each results screen,
of which at most 3 were promoted results. For example, if the system was able to make 5
promotions for a particular search query, the top-3 promotions would be displayed at the top
of the first screen and the remaining 2 would be displayed at the top of the second screen.

The following parameters were used for I-SPY’s query selection strategies (Sect. 2.1). In
the case of the threshold selection strategy, a query-similarity threshold of th = 0.5 was used.
The motivation for this relatively high threshold value is to avoid spurious matches between
unrelated queries; for example the queries {jaguar, automobiles} and {jaguar, wildlife} have
a similarity of 0.33 but are clearly unrelated. This particular threshold value of 0.5 was found
to provide good performance by Smyth et al. (2005).

For best-k selection, we experiment with retrieving various numbers of the most related
queries. Following the example of Smyth and Balfe (2006), we consider the following values
of k: 1, 5, 10, 15 and 20.

4.2 Dataset

The dataset used in our evaluations was obtained from a trial of the I-SPY system which
took place over an extended period among the 50 staff members of a local software company.
I-SPY was configured to draw on Google and HotBot as a source of search results. A new
community hit-matrix was created for participants, which was trained on search log data
prior to the start of the trial.

The dataset consists of 4,744 queries, of which 2,256 were unique, and associated result
pages (URL’s), of which 3,587 were unique. The total number of unique query terms in the
dataset was 2,673.

4.3 Metrics and methodology

For both attack models, the objective was to promote a new target page which was not
already present in the community hit-matrix. Consequently, no promotions were possible
for the target page pre-attack. We evaluate the effectiveness of attacks using the hit ratio
metric proposed by Mobasher et al. (2005), which measures the percentage of times that a
target page appears in top-N promotions. Since I-SPY includes at most 3 promotions on each
results page (Sect. 4.1), we present hit ratio results for N = 3, 6, 9 and 12, which measures
the percentage of times that the target page was promoted to the 1st, 2nd, 3rd or 4th page of
search results, respectively. (Of course, from an attacker’s perspective, the promotion of the
target page to the first screen of search results (top-3) represents the greatest attack success).
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Fig. 4 Hit ratios achieved for the
term-specific attack model versus
attack query size. The cumulative
distribution function (CDF) of
genuine query sizes is also shown
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The following experimental methodology was employed. For the promote-always attack,
test and training sets consisting of randomly selected percentage of queries and associated
result selections were drawn from the dataset. Attack queries were added to the training set
and the average hit ratio for the target page was calculated over all test set queries. Test set
size was 10% and a 10-fold cross validation was performed.

In the case of the term-specific attack involving a particular specific term, t , the test set
consisted of all dataset queries that contained term t . These test set queries were submitted
in turn to the full dataset (with attack queries inserted), and the average hit ratio for the
target page was calculated. This procedure was then repeated for all the unique query terms
contained in the dataset, and the average hit ratio over all such terms was calculated. Note
that, with this approach, test set sizes are not constant across terms since the frequency of
occurrence of each term in the dataset will vary. In Sect. 4.5, we consider the effect of the
popularity of term t on the hit ratio achieved by the attack.

4.4 Attack query size versus robustness

We first examine the effect of attack query size on robustness. Top-3 hit ratio results are shown
in Fig. 4 for the term-specific attack using threshold selection, for a fixed quantity (12) of
attack queries inserted. The highest hit ratios were achieved for query sizes of l = 1 or l = 2
terms, with the greatest effect observed when a 50–150% combination of these query sizes
was used (labeled “1–2” in the figure). Attack queries formed using 3 or more terms had little
effect. The cumulative distribution function of genuine query sizes is also shown in Fig. 4,
which shows that 70% of queries consisted of three terms or less. (Genuine queries consisted
of three terms on average, with a standard deviation of 1.3. The mode was also three.) Given
the relatively stringent overlap criteria imposed by the high query-similarity threshold value
of th = 0.5, attack queries consisting of smaller combinations of frequently occurring terms
had a greater probability of exceeding the similarity threshold with test (genuine) queries.
Similar results were found for best-k query selection and also for the promote-always attack
model. In the remainder of this section, attacks are implemented using the combination of
query sizes discussed above.

123



Collaborative web search: a robustness analysis 77

Fig. 5 Top-3 hit ratio results
using threshold selection
achieved for the promote-always
(P-A) and term-specific (T-S)
attack models versus the quantity
of attack queries inserted
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4.5 Attack models versus robustness

We now compare the performance of the two attack models at various attack sizes (expressed
as a percentage of the number of attack queries inserted to the total number of genuine queries
present in the dataset). Top-3 hit ratio results using threshold selection are shown in Fig. 5. In
the case of the promote-always, a hit ratio of only 7% was achieved when the largest quantity
(20%) of attack queries was inserted. Given the frequency of occurrence of query terms in the
dataset follows a Zipfian distribution (i.e. only a small number of terms appear frequently in
search queries; see Fig. 10), attack queries consisting of even the most-frequently occurring
combinations of query terms failed to achieve similarities in excess of the threshold value
(0.5) with test queries and thus, the attack was not successful in promoting the target page.

In contrast, the term-specific attack performed significantly better, achieving hit ratios of
14% at the smallest attack size (0.25%, or 12 attack queries inserted) and 35% at the largest
attack size (20%). The improved performance of this attack model was to be expected, given
its more focused nature, where promotions were attempted only in cases where a particular
target term was used in search sessions. Thus, the task of achieving attack-genuine query
similarities in excess of the threshold was made easier, since all test and attack queries had
at least one term (the target term) in common.

The attack was equally successful in promoting pages for target terms that were used
either frequently or infrequently by genuine users in search queries. For example, the most
frequently used term in the dataset was java, which was present in 411 (genuine) queries.
The hit ratio achieved when java was used as the target term was 35.5%. By way of contrast,
there were 31 dataset terms which occurred in 10 different queries. The average hit ratio
achieved across these 31 terms was 32.3%. Thus, irrespective of the popularity of the target
term selected by the attacker, the target page was promoted into the top-3 results in >30%
of searches which included that term.

The term-specific attack was also very straightforward to implement since 50% of the
attack queries created consisted of only 1 term—the target term, with the remaining 50%
consisting of combinations of the target term plus only a single additional term. Thus, we
can conclude that I-SPY was indeed vulnerable to this attack, given that small numbers of
easily created attack queries were capable of significantly biasing the output of the system. In
addition, these findings have significance from the perspective of attack detection, where the
correct classification of relatively small quantities of attack data is likely to prove problematic.
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Fig. 6 Hit ratio results achieved
for the term-specific (T-S) attack
model using threshold and best-k
query selection strategies
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4.6 Varying query selection strategies

In this section, we analyse the robustness against attack in the context of the two query
selections strategies that have been typically employed in I-SPY implementations—namely,
threshold and best-k selection. Figure 6 shows results for the term-specific attack model for a
fixed quantity (attack size= 10%) of attack queries inserted into the system. Not surprisingly,
best-1 selection, where only the single, most similar candidate query was selected, provided
the greatest degree of robustness against attack (hit ratio = 0.11), followed by threshold
selection (hit ratio= 0.31). Thereafter, best-k selection for k > 1, where successively greater
numbers of candidate queries were selected (and thereby increasing the likelihood of at least
one attack query being selected), offered very poor robustness, with the target page being
promoted on almost all occasions.

Interestingly, there was little difference between top-3 and top-6 to 12 hit ratio results,
which means that the target page was typically promoted to the first screen of search results
(representing optimal success from the attacker’s perspective). This finding can be explained
by examining the total number of pages which the system was able to promote for each of
the selection strategies. From Fig. 8, it can be seen that the total number of promotable pages
did not change significantly across the different query selection strategies; for example, 2.7
pages on average were promoted for th = 0.5, 4.7 pages for k = 5 and rising to only 7.3
pages for k = 20.2 These relatively low numbers of promotable pages gave rise to the small
differences observed between the top-N hit ratio results.

Results for the promote-always attack model are shown in Fig. 7. Overall, for the reasons
set out in Sect. 4.5, this attack did not perform as well as the term-specific attack. In addition,
there was a significant difference observed between the different top-N hit ratio results
realised by the promote-always attack for the best-k (for k > 1) query selection strategy.
For example, a hit ratio of 0.63 was achieved for N = 12, compared to 0.14 for N = 12
(k = 20). Referring to Fig. 8, in contrast to the term-specific attack, the number of pages that
the system was able to promote grew significantly as k was increased (16.9 pages for k = 20
compared to 7.1 pages for k = 5). Consequently, it became more difficult to promote the
target page into the top-3 results for high values of k and robustness was seen to improve for
values of k > 5. As N was increased, however, this effect began to diminish and for top-12
results, hit ratios were more-or-less consistent for k > 5.

2 Note that selecting k candidate queries does not imply that k pages will be promoted by I-SPY, given that
the same page can be associated with multiple queries in the system hit-matrix.
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Fig. 7 Hit ratio results achieved
for the promote-always (P-A)
attack model using threshold and
best-k query selection strategies
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Fig. 8 The number of page
promotions made for the
promote-always (P-A) and
term-specific (T-S) attack models
using threshold and best-k query
selection strategies
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Query selection is a key component of the I-SPY algorithm in the sense that it enables
the selection of only the most relevant queries from the hit-matrix for any new query that is
submitted. It is critical that, if users are to maintain confidence in the system, high precision
is achieved by I-SPY when pages are selected for promotion. In previous studies conducted
by Smyth et al. (2005) and Smyth and Balfe (2006), threshold selection with th = 0.5 and
best-k selection for k > 1 were able to deliver good performance in this regard. While best-1
selection provided the greatest degree of robustness against the term-specific attack, the utility
of promotions made by I-SPY, however, were the least effective for particular value of k.
Thus, we can conclude that none of the query selection strategies evaluated above delivered
satisfactory robustness, while maintaining good performance in terms of result promotion.

4.7 Varying query term distribution knowledge

In the above analysis, it was assumed that full knowledge relating to query term distribution
(i.e. the frequency of occurrence of terms in the dataset) was available to attackers. While this
assumption is favourable from an attacker’s perspective, it should be noted that search engines
often provide such information (to some degree) to users. For example, additional and related
search terms are “suggested” by Google Suggest and Yahoo! Search Suggestions to assist
users when formulating search queries. Indeed, some I-SPY implementations provide such
information directly in the form of lists of recent and popular queries that were submitted by
community members.
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Fig. 9 The effect of query term
distribution knowledge on hit
ratios achieved by the
promote-always attack. Attack
queries consisted of terms which
are drawn from the top-X%
(shown on the x-axis) of the most
frequently occurring terms
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In this section, we assume that query term distribution knowledge is only partially
available. In order to simulate such partial knowledge, a number of attacks were imple-
mented where it was assumed that only a certain percentage of the most frequently occurring
terms contained in the dataset was known. In each of the attacks, attack queries were con-
structed using terms drawn uniformly at random from the known set of the most frequently
occurring terms.

For all simulated attacks, a fixed number of attack queries (attack size= 10%) were
inserted. Figure 9 shows the effect of query term distribution knowledge on robustness for
the promote-always attack using best-k (k = 5) query selection. Similar trends were observed
for other query selection strategies. The percentage of the most frequently occurring terms
from which attack query terms were drawn is shown on the x-axis. Results for optimal
attacks (i.e. when full query term distribution knowledge was known) are also shown. Note
that drawing from the top-100% of the most frequently occurring terms simulates a complete
lack of query term distribution knowledge.

Hit ratio results are shown for attack queries consisting of l = 1, 2 and 3 terms. Results for
the 50–50% combination of query sizes of l = 1 and 2 terms are also shown (labeled “1–2”
in the figure). As expected, all attacks became less successful as knowledge decreased, since
the number of common terms (and therefore similarity) between attack and test queries grew
less as more infrequently occurring terms were used in attack queries. It can also be seen that
hit ratios for attacks consisting of greater numbers of query terms diminished at a greater
rate as knowledge decreased. For example, the most successful attack consisted of queries
formed using only a single term, where a hit ratio of 0.21 was achieved when a complete
lack of knowledge was assumed (x = 100%), and a hit ratio of 0.43 was achieved when
full knowledge was assumed. Comparable hit ratios of 0.12 (no knowledge) and 0.41 (full
knowledge) were realised for the next most successful attack, that based on combinations of
query sizes of l = 1 and 2 terms. Attacks which consisted of queries with l ≥ 2 terms met
with little success as lack of knowledge increased.

In conclusion, it can be stated that attacks based on single term attack queries offer the
best strategy for attackers in situations where the distribution of query terms is limited or
unknown (at least this is the case for the particular dataset used in our evaluations). From
an attacker’s perspective, this finding is beneficial since (i) fewer terms need to be identified
to create a given number of small attack queries than larger ones (assuming that each attack
query created consists of a different set of terms) and (ii) such small and easy to create attack
queries achieve the greatest success when full distribution knowledge is unknown, as would
typically be the case in real-world scenarios.
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Fig. 10 The frequency of
occurrence of query terms in the
dataset. The distribution of the
lower-ranked query terms is
Zipfian, with an exponent of
≈ −0.65 Exp. = -0.65
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4.8 Varying community homogeneity

Different communities have varying degrees of homogeneity, i.e. the amount of regularity and
repetition that exists in the searches of like-minded community members. All communities,
by definition, strive for a certain degree of focus in order to meet the needs and tastes of
members. Broadly, community homogeneity depends on such factors as user participation
levels, topic, community maturity (i.e. for how long a community has been in existence), the
number of competing community-based applications offering services etc.

All of the above factors will be reflected in the data gathered from community activity.
Communities with high degrees of homogeneity can be expected to exhibit significant query
repetition, with many queries having at least some number of terms in common with others.
In addition, tightly focussed communities will also exhibit higher URL selection regularity,
with the same URL being selected for many related queries. In this section, we test the
hypothesis that the more homogeneous communities are at greater vulnerability to attack,
given that the more structured nature of the data in such communities ought to facilitate the
creation of attack queries that effectively span the community query-space.

While we do not have data from other I-SPY communities, it is, however, possible to
simulate homogeneity by varying the distribution of query term frequency of occurrence.
This particular distribution, we believe, is a key measure of homogeneity in the sense that
it underlies such factors as the distribution of (genuine) query–query similarity, the number
of unique queries and terms used in searches etc. In essence, the query term distribution
determines the connectivity of the community query-space.

As mentioned above, the distribution of the lowest 500-ranked query terms (the most
significant part of the distribution since lower-rank query terms have the highest frequency of
occurrence) in the dataset is Zipfian, with an exponent of ≈ −0.65 (Fig. 10). In the following
experiments, we randomly assigned terms to queries according to Zipfian distributions, while
maintaining the same number of queries, query sizes and result page distribution etc. as the
original evaluation dataset. We conducted experiments with exponents ranging in values from
−0.2 to −1.4. Exponents closer to zero resulted in more uniform distributions of query terms
(i.e. more heterogeneous communities).

Top-3 hit ratio results are shown in Fig. 11 for promote-always attacks (attack size= 10%).
It is clear that robustness deteriorated substantially as community homogeneity increased.
For example, a hit ratio of 0.25 was achieved for an exponent of −0.2, compared to a hit ratio
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Fig. 11 Top-3 hit ratios achieved for different query selection strategies when subjected to a promote-always
attack versus query term distribution

Fig. 12 The number of page
promotions made for different
query selection strategies when
subjected to a promote-always
attack versus query term
distribution
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of 0.51 for an exponent of −0.8 (best-5 query selection). The deterioration in robustness was
also evident for all query selection strategies evaluated. Robustness began to improve for
exponents >−0.8, which is explained by the large increase in the total number of promotions
that I-SPY was able to make for test queries in such cases, as shown in Fig. 12. For example,
57 and 147 promotions were made for exponents of −1.2 and −1.4, respectively, compared
to 17 promotions made for an exponent of −0.8 (best-5 query selection). These increases in
the number of page promotions was due to the increased connectivity of the query-spaces
of more homogeneous communities. Table 1 shows the (genuine) query–query similarity
statistics for the simulated datasets, where, for example, average similarities of 0.001 were
achieved for an exponent of −0.2, compared to 0.312 for an exponent of −1.4. In addition, the
table shows the percentage of non-zero pairwise query–query similarities for each simulated
dataset. Only 5.2% of similarities were >0 for an exponent of −0.8; in contrast, all queries
were connected (i.e. each query had at least one term in common with at least one other query)
for an exponent of −1.4. Consequently, it became much more difficult for target pages to be
promoted into one of the top-3 results at the highest exponent values thus, smaller hit ratios
were observed in such cases.
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Table 1 Query–query similarity
statistics for simulated datasets

Exp. Sim. mean Sim. std. Non-zero similarities (%)

>0 >0.3 >0.5

−0.2 0.001 0.028 0.3 0.1 0.1
−0.4 0.001 0.030 0.4 0.1 0.1
−0.6 0.004 0.040 1.3 0.3 0.1
−0.8 0.013 0.065 5.2 1.1 0.1
−1.0 0.053 0.123 21.0 4.9 0.6
−1.2 0.147 0.177 55.0 15.8 2.3
−1.4 0.312 0.187 100.0 40.8 8.1

5 Related work

The collaborative Web search technique discussed in this paper shares a lot in common
with other forms of recommendation systems (Burke 2002; Claypool et al. 1999; Resnick
and Varian 1997) and, in particular, so-called collaborative filtering recommender systems
(Herlocker et al. 1999; Resnick et al. 1994; Sarwar et al. 2001). Collaborative recommenders
have been successfully employed in many on-line settings (e.g. Amazon, CDNow and Netflix)
and work by gathering preferences and opinions from users and using these data to generate
new suggestions; essentially, according to Shardanand and Maes (1995), they automate the
“word-of-mouth” process. Research in the area of collaborative recommenders is now well-
focussed on the robustness issue and, in this section, we review a snapshot of recent research
activity in this regard.

A key difference between accepting recommendations from friends and those from
on-line systems relates to trust. Over time, people are able to assess the reliability of friends
and associates and can therefore place more value on recommendations from trusted and
like-minded individuals, while disregarding those from others. In on-line systems, however,
it is more difficult to make such assessments, given the anonymous or pseudo-anonymous
nature of these environments.

Further, the cost of creating multiple identities within a single system is often cheap, and in
such cases, the potential exists for shillling attacks (also referred to as profile injection attacks)
to occur (Lam and Riedl 2004; O’Mahony et al. 2004). These attacks involve the creation of
multiple attack profiles, which are typically designed to reflect the true preferences of genuine
users for certain items, while the target item is assigned a biased (high or low) rating. It has
been demonstrated by O’Mahony et al. (2005) that the creation of even small amounts of attack
profiles can significantly manipulate system output and leads to the successful promotion (or
demotion) of target items into top-N recommended lists.

In Bhaumik et al. (2007), the robustness of several navigation-orientated Web personalisa-
tion algorithms against attack was investigated. This research indicates that some commonly
used algorithms were vulnerable to attacks created by generating false clickstreams designed
to promote particular target pages. Recently, Koutrika et al. (2007) presented an analysis of
tagging systems which found that these systems are also prone to manipulation by malicious
agents.

All of the above systems (including I-SPY) rely on data that is gathered explicitly or
implicitly from users in order to make recommendations or to facilitate search and navigation.
Given this open manner of operation, these systems are vulnerable to manipulation through
the insertion of biased data into system databases. Users are unlikely to remain loyal if it is
perceived that recommendations of suspect quality are being made and thus, the integrity of
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these systems is of prime importance. In this regard, some recent research which proposes
techniques to improve the robustness of collaborative recommender systems against attack,
is of interest.

In O’Mahony et al. (2006), signal processing theory was applied to the problem of attack
detection. Attack data, created according to a set of specific attack models, was deliberately
inserted into a system in order to model the distributions of genuine and attack data, thereby
enabling the selection of thresholds that optimised hit and false alarm rates for such attacks.
In Chirita et al. (2005) and Mobasher et al. (2007), a number of generic and model-specific
statistical measures to detect attack data were proposed. As with the previous approach, these
measures were derived from the particular characteristics of the specific attack models under
consideration, and consequently systems employing these measures would be vulnerable to
new or unknown attack models that may be developed.

An unsupervised classification algorithm was introduced by Mehta et al. (2007) which
considered the combined effect of attack profiles, with the expectation that the correlation
between such profiles would be high relative to that between genuine profiles. The proposed
algorithm, based on principal component analysis, achieved favourable performance when
compared to Chirita et al. (2005) and O’Mahony et al. (2006). In Sandvig et al. (2007), an
association rules based approach to recommendation was found to provide a significant
degree of robustness against a range of widely studied attack models, particularly in the case
of relatively small sized attacks.

Trust-based models of recommendation were proposed by O’Donovan and Smyth (2006),
in which trust values were mined from existing preference data. Users were only selected as
predictors for a target user in cases where they were able to accurately predict known ratings
for the target user. Trust was also incorporated into the algorithm described by Massa and
Avesani (2007), where trust statements were explicitly made by users in relation to others.
This data was then used in conjunction with preference data to produce recommendations.
Note that these approaches assume that profiles of individual user activity are maintained
which is not the case in the anonymous mode of operation employed by I-SPY (Sect. 2.1).
Nevertheless, these approaches offer interesting scope for further research.

The techniques described above provide a wide and useful basis for work on attack detec-
tion in other collaborative systems. Note that the individual approaches can be combined
to enhance the strengths and overcome the limitations of each and, in future work, we will
investigate the application of these techniques to the collaborative Web search domain in
order to defeat the type of attacks that were introduced in this paper.

6 Conclusions

Collaborative Web search leverages the search histories of communities of like-minded users
to adapt and re-rank search results to satisfy the needs of community members. Results that
have been selected for queries in the past are promoted when similar queries are submitted
in future search sessions.

The repetitive nature of community search activity can also, however, be usefully exploited
by malicious agents in order to bias search output. In this paper, we have introduced attack
models which seek to promote target pages within communities by linking such pages with
frequently used search terms. Our findings, based on real-world community data collected
from a local software company, indicated that I-SPY (using threshold selection) exhibited
a significant degree of robustness against the promote-always attack model. I-SPY was,
however, vulnerable to term-specific attacks consisting of small numbers of attack queries,
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even in cases where limited knowledge concerning query term distribution was available to
attackers.

In addition, we analysed the robustness of collaborative Web search in terms of community
homogeneity. Different communities will naturally vary in focus, and we have shown through
simulation that the degree of specialisation exhibited by communities has a significant effect
on robustness. We note, however, that a number of limitations are associated with the model
of community homogeneity presented in this work. The model was governed by a single
parameter, the exponent of the query term distribution function. While we believe that this
particular distribution is a key factor in relation to community homogeneity, in future work
we will take into account other factors such as result page and query size distributions.

It would also be useful, if data were available, to establish the range of homogeneity and
robustness exhibited by diverse, real-world, communities. One approach we are planning to
investigate is to perform a cluster analysis of our existing dataset to discover groups of related
queries, and thereby obtain sub-communities with different degrees of focus.
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