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The importance of intelligent systems having the ability to explain
their reasoning is well recognized (e.g., Buchanan and Shortliffe 1984;
Southwick 1991; Swartout et al., 1991; Leake 1996; Herlocker et al.,
2000; McSherry 2001). Users are more likely to accept an intelligent
system’s conclusions if they can see for themselves the arguments or
reasoning steps on which they are based. In situations where the solu-
tion is not clear-cut, it is reasonable for users to expect the system to
explain the pros and cons of suggested alternatives. In domains such
as fault diagnosis, users may also wish to query the relevance of infor-
mation requested by the system, for example when asked to perform a
test that carries high risk or cost. Likewise, explanations may play an
important role in the internal processes of an intelligent system. For
example, explanations of problem circumstances may help the system
to choose appropriate responses and may also help to guide learning
(DeJong and Mooney 1986; Mitchell et al., 1986).

In case-based reasoning (CBR), previous problems and their solu-
tions are stored as cases in a case library and retrieved in response to
a query describing a target problem. In the basic CBR model of prob-
lem solving (e.g., Aamodt and Plaza 1994; Kolodner and Leake 1996),
the solution to the most similar prior problem, adapted if necessary to
take account of differences in problem descriptions, is presented as the
proposed solution to the target problem.

The use of explanation to support internal CBR processes has been
a focus of research interest since the earliest days in the history of the
field. Schank’s (1982) Dynamic Memory Theory, a theory of human
memory organization and learning that provided early foundations for
CBR, views explanations as playing a fundamental role in the indexing
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of human memories. Early CBR research investigated the use of expla-
nation to guide and support internal system tasks such as retrieval,
determining and critiquing similarity, generalizing indices, and case
adaptation (e.g., Ashley and Rissland 1987; Barletta and Mark 1988;
Branting 1988; Bareiss 1989; Hammond 1989; Kolodner and Simpson
1989; Aamodt 1994). Early work also explored the use of CBR itself to
generate explanations for internal system use (Koton 1988) sometimes
to serve any of a range of explanation goals (Schank and Leake 1989;
Leake 1992).

It has long been recognized that examples can play a central role
in the effectiveness of explanations provided to people (e.g., Rissland
et al., 1984). In fact, one of the attractions of CBR is that the experience
captured in cases provides a natural basis for precedent-based explana-
tions of CBR solutions. While rule-based explanations of an intelligent
system’s conclusions remain an important legacy from expert systems
research, recent research supports the view that an explanation based
on experience may be more convincing than an explanation based on
rules (Cunningham et al., 2003). However, simply presenting examples
to a user is not a panacea. CBR researchers have recently questioned
the effectiveness of precedent-based explanations in which the user is
simply shown one or more of the most similar cases (Doyle et al., 2004;
Maximini et al., 2004; McSherry 2004; Roth-Berghofer 2004). This has
led to renewed interest in how to provide the support needed to make
better use of the explanatory potential of stored cases.

Interest in CBR explanation has also intensified as a result of a
recent focus on providing more effective support for interactive prob-
lem solving in CBR. Advances in conversational, mixed-initiative and
personalized CBR have highlighted the importance of CBR systems
having the ability to explain the relevance of questions the user is
asked as well as the need for explanations that fit the user’s level of
expertise (Aha et al., 2001; McSherry 2001, 2002; Leake 2002). Limi-
tations of existing approaches to explanation that have come to light
with the emergence of new applications of CBR have also stimulated
a renewal of research interest. For example, explanation in recom-
mender systems is an important challenge because of the need to take
account of trade-offs with respect to the user’s preferences (Shimazu
2002; McSherry 2003). In an intelligent tutoring system, communicat-
ing the problem-solving process to students may be as important as
finding the right solution (Sørmo and Aamodt 2002).

That explanation is currently a vibrant research topic in CBR is
evident from the number of related papers in recent conferences and
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workshops. This special issue presents extended versions of selected
papers from the ECCBR-04 Workshop on Explanation in CBR, an
event that attracted the participation of more than 40 CBR research-
ers and practitioners. Some of the papers accepted for the special issue
report developments that advance the state of the art in explanation
engineering, while others explore potential new roles of explanation in
CBR.

In the first paper, Sørmo et al. provide a foundation for other
papers in the special issue, discussing theories of explanation and les-
sons learned from expert systems research and proposing a classifi-
cation of explanation types according to the goals supported by the
explanations. In light of this framework, they present an analysis of
the explanation capabilities of existing systems, review recent develop-
ments, and identify challenges that remain to be addressed.

In the second paper, Plaza et al. present an approach by which
CBR systems can use explanations of similarity to improve their per-
formance. Their method exploits explanations in the form of symbolic
descriptions of similarity for tasks such as selecting a best symbolic
description of similarity and retrieval of the subset of cases that satisfy
this description. The authors also demonstrate the use of these expla-
nations to justify CBR solutions in classification tasks, and to support
justification-based learning in multi-agent CBR systems.

The remaining papers in the special issue focus on the role
of explanations in increasing user understanding. Nugent and
Cunningham present a CBR approach to explaining the predictions
of black box algorithms such as neural networks or support vector
machines. Local feature weights derived from a model of the black
box algorithm’s behavior in the region of a target problem are used to
guide the retrieval of a case that is used to explain the value predicted
for the target problem. Local feature weights are also used to high-
light important differences between the target problem and the expla-
nation case and explain their effects on the prediction.

The last two papers present new techniques for explaining aspects
of the performance of CBR systems. McSherry demonstrates the
explanatory power of a conversational CBR approach to product rec-
ommendation in a mixed-initiative recommender system. For exam-
ple, recommendations based on incomplete queries can be justified
on the grounds that the recommendation will be the same no mat-
ter how the user extends her query, and the relevance of questions the
user is asked can be explained in terms of their ability to discrimi-
nate between competing cases. Also in the context of recommender
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systems, Reilly et al. demonstrate an approach to critiquing in which
multi-feature critiques help to explain the retrieval opportunities that
remain, relative to the current recommendation. In this way, the user
is informed in advance of trade-offs associated with desired improve-
ments, thus reducing the need for back-tracking from dead ends. The
authors also show that such critiques have the potential to dramati-
cally improve recommender performance and usability.

We hope that the collection of papers in this special issue will be
useful to CBR researchers, practitioners, and graduate students, and
others interested in intelligent systems that can explain their reason-
ing, as a guide to current research on explanation in CBR and sign-
post to challenges that lie ahead.
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