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Abstract Men in sub-Saharan Africa have low HIV testing

rates. Social networks exert an important influence on

men’s HIV-related behavior. We examined associations

between network factors and HIV testing among men in

Dar es Salaam, Tanzania. Data are from the baseline

assessment of an HIV prevention trial with 48 primarily

male networks. Among 923 sexually active men, 52 % had

ever tested for HIV. In a random effects logistic regression

model, men in the network core were 1.50 times more

likely (p\ .05) to test than those in the periphery. Per-

centage of women in the network was associated with

men’s increased HIV testing (AOR 4.24, p\ .05). Per-

ception of network HIV stigma was negatively associated

with HIV testing (AOR 0.92, p\ .01). Thinking at least

one close friend tested for HIV was associated with

increased testing (AOR 2.66, p\ .001). Social network

interventions are a promising approach for scaling up

men’s HIV testing.

Resumen Las tasas de realización de pruebas de VIH son

bajas entre los hombres en África sub-Sahariana. Las redes

sociales ejercen una influencia importante sobre las con-

ductas relacionadas con el VIH entre los hombres. Exa-

minamos las asociaciones entre los factores de redes

asociados y la realización de pruebas de VIH entre hom-

bres en Dar es Salaam, Tanzania. La información proviene

de una encuesta de lı́nea basal de un ensayo de prevención

del VIH con 48 redes, mayoritariamente masculinas. De los

923 hombres sexualmente activos que participaron, el

52 % habı́an realizado la prueba alguna vez. En un modelo

de efectos aleatorios de regresión logı́stica, los hombres

dentro del núcleo de la red fueron 1.50 veces más proba-

bles (p\ .05) de realizarse la prueba que aquellos en la

periferia. El porcentaje de mujeres en la red estuvo aso-

ciado con una tasa mayor de realización de pruebas de VIH

entre hombres (AOR 4.24, p\ .05). La percepción del

estigma por VIH en la red estaba negativamente relacio-

nado con la realización de pruebas de VIH (AOR 0.92,

p\ .01). El pensar que al menos un amigo cercano obtuvo

un resultado positivo en la prueba de VIH estaba asociado

con un aumento en la cantidad de pruebas realizadas (AOR

2.66, p\ .001). Las intervenciones con redes sociales

tienen potencial para aumentar el uso de las pruebas de

VIH entre hombres.
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Introduction

To meet the UNAIDS 2020 target that 90 % of all HIV-

positive people know their HIV status [1], men in sub-

Saharan Africa need to be targeted for HIV testing [2]. Men
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in the region are consistently under-represented in HIV

testing [3–5]. Men’s low uptake of testing in sub-Saharan

Africa delays their entry into treatment and care, increases

their risk for mortality, and heightens their potential to

transmit HIV to their partners, thus effecting the HIV

prevalence rates for both men and women [3, 6]. Never-

theless, a recent systematic review revealed that few HIV

testing interventions in sub-Saharan Africa specifically

target men [7].

There has been a call for research to understand factors that

influence men’s engagement in HIV testing and treatment in

sub-Saharan Africa [8]. Qualitative studies suggest that bar-

riers to HIV testing for men include fear, stigma, perceptions

that health care services are mostly for women, and norms

associated with masculinity [2, 9–11]. Factors that facilitate

HIV testing for men include, but are not limited to, fulfilling

family obligations and their peers getting tested [9, 12].

According to a national survey in Tanzania in

2011–2012, an estimated 47 % of men aged 15–49 had

ever tested for HIV [13]. A study based on 11 years of data

from the HIV voluntary counseling and testing (VCT)

clinic at the national hospital in Dar es Salaam found that

only 35 % of men had previously had an HIV test and only

25 % knew their partner’s HIV status [4]. Previous

research in Tanzania has shown that characteristics such as

low education, low SES and young age have been nega-

tively associated with HIV testing for men [4, 13].

Men’s HIV testing behavior may be shaped by the norms

within their peer groups or networks [14]. Significant, pos-

itive associations have been consistently demonstrated

between peer behaviors and other HIV risk behaviors among

youngmen including inconsistent condomuse [15–18], early

sexual debut [19], and number of sexual partners [20],

although all of these studies have been conducted outside of

sub-Saharan Africa. Evidence from Tanzania indicates that

young men’s HIV-related behaviors are shaped by their

interactions with their peers [21–24]. Research suggests that

more aggressive efforts are needed to change norms that

underlie men’s HIV testing behavior in Tanzania [4].

Social network analysis is a tool for conceptualizing and

quantifying social norms, network structure and composi-

tion, and these analyses can help researchers identify

specific targets and pathways for interventions [25]. Stud-

ies have used network analysis to examine the relationship

between social networks and HIV prevention behavior,

such as condom use [15, 26]. A few studies have also

examined the link between networks and HIV testing. In a

study among male sex workers in China, having a small

network or a network with few members who had tested for

HIV was associated with an individual never having HIV

tested [27]. In a study among Indian truck drivers and their

apprentices, several network characteristics (having many

friends, closeness among friends, and the importance of

friends’ advice) were positively associated with the

acceptance of rapid HIV testing [28].

Social network analysis remains underused for exam-

ining HIV-related behaviors in sub-Saharan Africa, despite

the fact that network research may be important for

addressing the magnitude of the epidemic in the region

[29]. A recent study from Tanzania used network analysis

[30] to examine network-level influence on young men’s

engagement in concurrent sexual partnerships [24]. Net-

work closeness, measured by the average number of

friendships in each network, and normative concurrency

behavior in the network (whether or not the majority of

network members engaged in concurrency) were signifi-

cantly associated with young men’s individual concurrency

behavior [24]. These results suggest that network-level

characteristics are an important source of influence on

young men’s behavior in this context.

To generate hypotheses for the current study, we drew

on theoretical and empirical evidence. The structural the-

ory of social influence suggests that network structures may

influence behaviors through flow of information [31].

Theory suggests that sociometric, or complete, networks

can be divided into core, a sub-group in which actors are

maximally connected, and periphery in which actors are

loosely connected to the core [32]. Because those in the

core are the most connected members of the network, they

may receive the most information from other network

members [33]. Therefore, they may be exposed to a wider

range of views about the benefits of testing. Thus, we

hypothesized that men in the network core would be more

likely to have tested for HIV than men in the periphery.

We next considered network composition, or charac-

teristics of the network members, which may influence

behavior by shaping norms [25]. Women have higher rates

of HIV testing and thus networks in which women are also

members may make testing more normative in those net-

works. Therefore, we hypothesized that men who were

members of networks with a greater proportion of women

members would more likely have tested for HIV.

We also considered network norms for HIV stigma.

Research from sub-Saharan Africa has demonstrated the

relationship between social norms for HIV stigma and HIV

testing for men [34–37]. A study in Nigeria showed that

community-based social norms for HIV stigma were

strongly and directly related to men’s, but not women’s,

readiness to test for HIV [35]. In South Africa, positive

attitudes towards people living with HIV/AIDS were

associated with ever having tested [36]. Based on this prior

literature, we hypothesized that social norms related to HIV

stigma would be associated with HIV testing, such that

those men who reported that their social networks held

more stigmatizing norms would be less likely to have

tested for HIV.
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Finally, drawing on theory about social norms that

suggests that network members are more likely to report

making decisions about HIV risk behaviors that are in line

with what they perceive is prevalent (descriptive norms)

and appropriate (injunctive norms) [38], we hypothesized

that the norms of men’s close friends in the network would

be associated with men’s HIV testing behavior. Descriptive

norms are thought to influence behavior by motivating

individuals to behave in the way that they believe others

are behaving and injunctive norms motivate individuals to

behave in the way they perceive that others want them to

behave [38]. Specifically, we hypothesized that men who

thought at least one close friend had tested for HIV (de-

scriptive norm) would be more likely to have tested than

men who perceived none of their close friends had tested.

Additionally, we hypothesized that men with at least one

close friend who encouraged HIV testing (injunctive norm)

would be more likely to have tested than men with close

friends who did not encourage testing [15].

The purpose of this study was to examine how network

structure, composition and norms are associated with HIV

testing among men. Previous work showed that ‘‘camps’’,

stable social networks of mostly men, are an important

source of friendship and influence for young men in Dar es

Salaam [23, 24]. Camps are urban social networks of

between 20 and 77 members and they have elected leaders

[23]. Prior research demonstrated the stability of the

camps; camps existed for an average of 8 years [23]. Most

members reported being loyal to one camp, attending the

camp regularly, and returning even after time away. Camps

were formed by youth to have a common space within their

neighborhood for socializing or engaging in activities like

sports or music. A few camps moved to a different location

or changed their names, but they usually remained within

the same neighborhood [23]. Male members described the

closeness they felt towards their fellow camp members,

living ‘‘as one family in the camp’’, supporting each other

when they had problems, and helping each other find work

and other opportunities. In addition, camp networks were

diverse in their inclusion of women members; while some

camps had few women members, other camps had several

women members and included women in leadership posi-

tions [23]. We draw on baseline data using 48 randomized

camp networks from an HIV and gender-based violence

prevention intervention trial in Dar es Salaam [39].

Methods

Study Setting

Dar es Salaam is the commercial capital and largest city in

Tanzania. The city has a population of 4.36 million,

approximately 10 % of the total Tanzanian mainland

population [40]. The HIV prevalence in Dar es Salaam is

6.9 % which is higher than the national average of 5 %

[13]. The HIV prevalence among women in Dar es Salaam

is 8.2 % and among men is 5.3 % [13].

Ethical Review

The study procedures and instruments were approved by

the University of North Carolina at Chapel Hill Institu-

tional Review Board as well as the Muhimbili University

of Health and Allied Sciences (MUHAS) Senate Research

and Publications Committee.

Study Procedures

We first enumerated all camps within four wards of Dar es

Salaam. Using the PLACE (Priorities for Local AIDS

Control Efforts) method [41], we identified 294 unique

camps in operation and then screened them for eligibility

([20 members;\80 members; camp was in existence for at

least 1 year; camp did not participate in our pilot study;

camp was perceived as safe and no weapons previously

used in a fight at the camp). Out of the 172 eligible camps,

we randomly selected 60 for inclusion in our trial [39].

From each camp we obtained rosters of all current camp

members. The roster data were collected from the camp

leader. Rosters included the first name, last name, nick-

name, gender, birth date, and phone number of each camp

member. We then contacted, confirmed eligibility and

scheduled appointments with each eligible camp member.

Camp members were eligible to participate if they were

15 years or older, were a camp member for more than

3 months, visited the camp at least once a week, planned

on residing in Dar es Salaam for the next 30 months, and

were willing to provide contact information for a friend or

family member to be used in the event we could not contact

the participant for future follow-up assessment. For these

reasons, 112 individuals (5.7 %) were ineligible and 49

(2.5 %) refused to participate. We reached but were unable

to schedule appointments with 197 participants (10.1 %)

and were unable to contact 90 individuals after three

attempts (4.6 %). A total of 1500 participants consented

and completed the baseline behavioral assessment between

October 2013 and March 2014. One camp (n = 9) was

removed from the study because their leader falsified

information with regards to the camp’s eligibility. The final

sample was n = 1491 (1249 men and 242 women) within

59 camp networks. Our overall response rate among

potentially eligible participants (n = 1836) was 81.2 %.

Research suggests that missing data from a significant

number of network members will have a negative effect on

the estimation of network properties, as strength of
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relationships is underestimated [42], centrality and degree

measures become unstable [43], and network mapping

becomes unreliable [44]. Following a recommended

approach [45], we included in the analysis only those

networks with[60 % response rates. Thus, we excluded 11

out of 59 networks. The non-response rate among the 48

remaining networks ranged from 0.0 to 36.4 %. Out of the

1540 individuals that were listed as members of the 48

camps, 269 did not complete the baseline survey and 54

were excluded from the analytic sample because they did

not provide information on whether they had tested or

some other key network variables. We also excluded 206

women from the analysis because this study was focused

on men’s HIV testing. Women in the networks were

included in the estimates of network properties, but not in

the assessment of the outcome variable. We also excluded

115 men who never had sex because they represented a

unique sub-group of men, with low rates of HIV testing,

that was unlikely to have been motivated to test due to

decreased risk for infection. 27 male members provided all

baseline data, but no information on their social networks.

Their network ties were imputed as described below.

Therefore, the total number of male respondents included

in the final sample of 48 networks was 923.

Survey Procedure

During the baseline assessment, we asked each member if he

or she would be willing to spend up to 1 h to complete a

structured survey with a study interviewer. Those members

who were interested were asked to provide written informed

consent to participate. After consent, camp members were

interviewed in private study offices close to their camp. All

participants were given 5000 Tanzanian shillings, as well as

a referral card describing local health resources.

The baseline survey was implemented using tablets

programmed with a custom-designed CAPI (computer-as-

sisted personal interviewing) instrument. The baseline sur-

vey assessed demographic characteristics, age of sexual

debut, and HIV risk behaviors, among other characteristics.

The relevant measures are described in greater detail below.

Outcome Variable: HIV Testing

The outcome variable was dichotomous. Participants were

asked ‘‘Have you ever had a test for HIV/AIDS?’’ Affir-

mative responses were coded with a one and negative

responses were coded with a zero.

Demographic Characteristics

Participants were asked for their age in years and whether

they were ever married. They were also asked how many

children they had. A dichotomous variable was created to

indicate whether or not the respondent had at least one

child. Socioeconomic status (SES) was assessed using

responses to a wealth index assessing ownership of 10

different household assets [46]. Principal components

analysis was conducted on the assets index and then SES

was categorized into terciles using the entire baseline

sample of men and women.

Education

Respondents were asked ‘‘What is the highest level of

school you have completed?’’ In order to assess whether

increasingly higher levels of education were associated

with greater odds of testing, we created three dummy-

coded variables to indicate completion of three different

education levels: ‘‘form three’’; ‘‘form four’’; and ‘‘above

form four’’, which were all compared to the same reference

value of ‘‘form two or less’’. We also created one

dichotomous variable to indicate whether the respondent

was currently a student.

Camp Average for Members’ Time Spent in Camp

We included a variable to represent, on average, how much

time camp members spent in each camp, as an indication of

the extent to which the camp was a meaningful socializa-

tion site for camp members. Each respondent was asked

‘‘How often would you say you come to your camp?’’

Response options endorsed included: every day, several

times a week, and one time per week. Only 5 % of the

sample endorsed coming one time per week, and the other

respondents all came more often. To create a meaningful

comparison we dichotomized responses to ‘‘every day’’

versus ‘‘once to several times per week’’. We aggregated

responses by camp to compute the average for each camp.

Social Network Assessment

The tablet was programed to display the camp roster for the

participant’s particular camp. The camp rosters included

the first name, last name, nickname, age and gender for

every person in the camp. The interviewer read each name

aloud and the participant was asked whether he/she knew

that person. Next, the tablet was programed to display all

the known camp members and the participant was asked

whether each of the known camp members was a friend,

acquaintance, or somebody he/she didn’t get along with.

Network Structure: Core

The ‘‘core’’ is a network sub-group in which actors are

maximally connected. The actors who are not maximally
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connected form the ‘‘periphery’’ of the network [33]. We

used UCINET for Windows [47] to fit a discrete core/

periphery model for each camp network using only the

friendship ties. UCINET finds a partition for each network

graph such that the correlation between the data and the

pattern matrix induced by the partition is maximized.

UCINET uses a genetic algorithm for detecting the ideal

core-periphery structure [33]. UCINET also generates a fit

index, defined as the correlation between the observed data

matrix and a hypothetical ideal core-periphery matrix for a

network of the same size. The fit index can be interpreted

as a correlation coefficient. The correlation coefficient was

.94 for the camp networks, indicating that our data strongly

conform to the core-periphery structure. Each respondent

was given a value indicating whether he was in the core or

not. Those who were in the core were given a value of one

and those who were not in the core were given a value of

zero. Figure 1 depicts one camp’s core-periphery structure.

Network Composition: Proportion of Women

in the Camp

We included a continuous variable indicating proportion of

women members in the camp.

Network Norm: HIV Stigma

Respondents’ perception of the network norm for HIV

stigma was assessed by asking a series of questions about

whether they perceived their fellow camp members as

endorsing HIV stigma. We used items from a study on

community level HIV stigma in Uganda [48]. In the

Ugandan study, the items were internally consistent and

demonstrated significant associations with HIV testing

[48]. We included three items from this study and related

them specifically to the respondent’s own camp: ‘‘In your

camp, how many people think people with HIV have

brought shame on their families?’’; ‘‘In your camp, how

many people would avoid visiting the homes of people

with HIV?’’; and ‘‘In your camp, how many people think

that if you have HIV you have done wrong behaviors?’’.

For each question, the responses included ‘‘no one’’ with a

value of one; ‘‘very few people’’ with a value of two;

‘‘some people’’ with a value of three; and ‘‘most people’’

with a value of four. Among the sample included in this

analysis, the reliability of these items was a = .80. The

items were summed and included as a total score in the

analysis.

Descriptive and Injunctive Norms: Closest Friends

Each participant was asked to identify his two closest

friends from the list of camp members he had identified as

friends. If the participant did not have two or more friends

in the camp, the tablet displayed both friends and

acquaintances. Each participant was then asked a series of

follow-up questions for the two closest friends. The follow-

up question to assess descriptive norms was ‘‘Do you think

friend X ever had an HIV test?’’ The question to assess

injunctive norms was ‘‘Has friend X encouraged you to get

an HIV test?’’ The response options included ‘‘yes’’, ‘‘no’’,

or ‘‘declined to answer’’. For those who declined to answer

for either friend or both friends, we imputed a zero, con-

servatively assuming that the participant did not have a

friend whom they thought had tested for HIV or that the

participant did not have a friend who encouraged him to

have an HIV test. A dichotomous variable was created for

each type of norm indicating an affirmative response for at

least one of the respondent’s two closest friends.

Network Imputation

We imputed outgoing ties from those network members

who did not respond to the behavioral or network assess-

ments. We used information on who nominated the non-

respondents as friends because the non-respondents were

included on the rosters. Following recommendations by

Znidarsic et al. [45], imputation by reconstruction was used

for networks in which reciprocity, or mutual friendship

connections between network actors (range 0.0–1.0),

among respondents was above 0.4 (14 camps). In the

reconstruction procedure, all missing ties from non-re-

spondents to respondents were replaced with the observed

value of the tie in the opposite direction. Hence, whenever

there was a tie from respondent i to non-respondent j, we

imputed a tie from j to i. For ties between non-respondents,

we used random imputation based on the observed density

of the network. Mode imputation was used in networks

where reciprocity was below 0.4 (34 camps) [45]. In this

method, for each actor missing, ties were imputed based on

the mean value of known incoming ties. Setting the

threshold at 0.5, missing ties were imputed when an actor

was chosen as a friend by at least half of the respondent

actors.

Analysis

Descriptive statistics, including the mean, standard devia-

tion, as well as the minimum and maximum for all vari-

ables were calculated to characterize the entire study

sample. We conducted random effects logistic regression,

accounting for the clustering of men within camp networks,

to assess unadjusted and adjusted associations between our

independent variables of interest, including camp-level

variables, and HIV testing. The intraclass correlation (ICC)
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was computed using a method for binary outcomes

(r2 = p2/3) [49] and the significance of the group variance

was used to assess the significance of the ICC [50]. We

conducted a robustness check by running the models with

and without imputed ties. All the effect sizes remained

significant in both models. The effects for age and per-

centage of women in the camp were slightly attenuated and

dropped one level of significance (one asterisk) in the

model with imputation. The variables of having at least one

child and HIV stigma increased one level of significance in

the imputed model. Based on these limited differences, we

present the results with imputed network ties. All analyses

were conducted in Stata software Version 13.

Results

Among 923 men in the 48 camps included in the analysis

(average age = 27), 51.5 % reported ever having tested for

HIV (Table 1). Among the camps, the proportion of men

who had tested ranged from 20.0 to 84.2 %. Camp network

membership explained 4.08 % (ICC) of the total variance

in HIV testing (s00 = 0.14, p = .03). 76 % of the women

in the 48 camps had ever tested for HIV (data not shown).

Table 1 shows other characteristics of the men in the

sample.

In Table 2 we present adjusted odds ratios (AORs) from

the random effects logistic regression model predicting

HIV testing and incorporating all imputed ties. We tested

all possible interactions in the model and none were sig-

nificant. Regarding demographic characteristics, age (AOR

1.03, 95 % CI 1.00–1.05) and having children (AOR 1.83,

95 % CI 1.21–2.78) were positively associated with ever

testing, while ever having been married and currently being

a student were not associated with testing. Those men who

were categorized in the middle (AOR 1.61, 95 % CI

1.08–2.38) or highest level (AOR 1.54, 95 % CI 0.97–2.43)

on the household asset index, compared to the lowest, were

more likely to have tested. Having education level of form

four (AOR 2.01, 95 % CI 1.39–2.89) or above form four

(AOR 2.59, 95 % CI 1.40–4.80), compared to form 2 or

less, was positively associated with testing. Regarding

camp characteristics, the average for the amount of time

members spent in the camp was not significantly associated

with testing. In terms of camp network structure, men in

the network core were 1.50 times (95 % CI 1.10–2.04)

more likely than those who were in the periphery to have

ever tested. In terms of camp network composition, the

higher the proportion of women in the respondent’s camp

network, the more likely a male respondent was to have

ever tested for HIV (AOR 4.24, 95 % CI 1.39–12.98).

Respondents’ perception of the network norm for HIV

stigma was negatively associated with testing, such that

higher levels of perceived HIV stigma in the network

meant a lower likelihood for testing (AOR 0.92, 95 % CI

0.87–0.98). When both descriptive and injunctive norms

were included in the model, only descriptive norms were

significantly associated with HIV testing. Men who thought

that at least one close friend in their network had ever

tested were 2.66 times (95 % CI 1.76–4.00) more likely to

have ever tested than those whose thought that neither of

their two closest friends had tested. We also present

illustrations of the results with network graphs in Fig. 2a

and b.

Discussion

This is the first study to our knowledge that examines

network structure, composition, and norms and their

association with men’s HIV testing in sub-Saharan Africa.

Men have low rates of HIV testing in the region and few

interventions have specifically targeted these men for

testing [3, 7]. Innovative strategies to promote men’s

Fig. 1 One camp’s network

structure, with core and

periphery highlighted
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testing are needed in order to meet the UNAIDS 2020 goal

that 90 % of those who are HIV positive should be diag-

nosed [1]. In this analysis, we examined 48 sociometric

networks comprising 923 men in Dar es Salaam, Tanzania.

Although 52 % of our sample reported ever having an HIV

test, there was significant variation of HIV testing by net-

work, with the proportion of men testing in each network

ranging from 20.0 to 84.2 %. This variation warranted a

closer look at network influence on HIV testing for men in

this context. Building on prior studies that have shown the

importance of men’s peers in their willingness to test for

HIV [9, 12], we found that structural and compositional

characteristics of men’s peer networks and norms within

these networks were associated with HIV testing. Our

results suggest that leveraging networks, their structure,

and the norms they propagate, could increase rates of HIV

testing for men.

We found that men in the network core were more likely

to have tested for HIV than men in the network periphery.

Core network members can serve as gatekeepers of infor-

mation within these networks, allowing information to flow

rapidly [51]. Therefore, it could be that men in the core of

the camps learned more information about HIV testing, and

were more likely to test. Theoretically, people at the net-

work core can reach many people in the network quickly

with information [25]. An intervention implication is that

targeting core network members to spread messages about

behavior change may result in rapid diffusion of those

messages [51]. Thus, targeting core network members to

promote HIV testing may be a useful intervention strategy

for men.

In terms of network composition, we found that men

who were members of networks with greater proportions of

women were more likely to have tested for HIV. The effect

of women in the networks may be because testing was

more normative for women; 76 % of women included in

the networks in this study had ever HIV tested. Camps with

more women members may have experienced a more

normative environment for HIV testing for all members of

those camps. It is worth noting that this composition effect

was significant above and beyond the descriptive norms of

closest friends.

Like other studies, we found that men who perceived

higher levels of HIV stigma in their networks were less

likely to have HIV tested [35, 52]. This suggests that

despite efforts to reduce HIV stigma in Tanzania, the

negative influence of HIV stigma on testing persists [53].

Research from sub-Saharan Africa has shown that stigma is

more associated with men’s HIV testing than women’s

[35]. Interventions that target social networks have the

potential to reduce stigma by changing harmful stigma-

tizing norms that may prevent the uptake of HIV preven-

tion behaviors [51, 54]. Other researchers have shown that

the process of having an HIV testing experience in and of

itself is associated with a reduction in HIV stigma [55].

Our study showed that the descriptive norm for testing,

measured by participants’ perceptions that at least one of

their close friends had HIV tested, was strongly and posi-

tively associated with men’s HIV testing. When we

included both the descriptive norm and the injunctive norm

in our model, only the descriptive norm was significant,

suggesting that the descriptive norm may be more strongly

Table 1 Summary statistics for all male respondents included in sample (N = 923)

Variable type Variable Mean or % SD Min, Max

Dependent HIV tested 51.5 % 0, 1

Demographic Age 26.8 7.2 15, 59

Ever married 26.5 % 0, 1

[1 child 38.9 % 0, 1

Current student 8.7 % 0, 1

Years camp member 6.3 4.5 0.3, 36

Socioeconomic status Middle 38.9 % 0, 1

High 36.6 % 0, 1

Education completed Form 3 4.0 % 0, 1

Form 4 21.9 % 0, 1

[Form 4 7.5 % 0, 1

Camp average for members’ time spent in camp Every day 68.9 % 0.1 .4, .9

Network structure In network core 35.9 % 0, 1

Network composition % Women in camp 15.2 % 0.1 0, 66.7 %

Social norm perception HIV stigma in camp 2.4 2.6 0, 9

Injunctive norm [1 close friend encouraged HIV testing 47.9 % 0.5 0, 1

Descriptive norm Thinks[1 close friend tested for HIV 37.1 % 0.5 0, 1
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associated with HIV testing behavior. We note that our

study focused on examining men’s perceptions of

descriptive and injunctive norms. We know from theory

that these perceptions may not match actual norms in that

individuals tend to underestimate healthy behaviors in their

peers [56]. In fact, other studies in this region have shown

that to be true with regard to HIV testing [57]. However,

our results highlight the importance of perceived norms

and echo calls to correct perceptions when they are

incorrect to maximize prevention efforts [57]. Furthermore,

qualitative studies from sub-Saharan Africa show that men

are more likely to test when they go with a friend or when a

friend advises them to test [9, 12]. Thus, these findings

collectively suggest that intervention efforts should pro-

mote communication about HIV testing among men and

their closest friends in order to shift the descriptive norms

about testing within these networks. Other research has

similarly suggested that although men generally talk about

HIV with friends in their networks, few men explicitly

communicate with their friends about HIV testing [58].

Interventions that specifically target peer normative influ-

ence by engaging men within networks to talk about HIV

testing are needed.

Limitations

Missing data are a problem in network analysis because of

the dependent structure of networks and the need to have

information from all network actors to constitute network

variables [42, 45]. In our study, we excluded 11 out of 59

camps because they had more than 40 % missing respon-

dents and thus assessment of their network characteristics

would have been imprecise. At relatively low levels of

non-response (\40 % missing), imputation methods per-

form better in estimating network variables than ignoring

the non-respondents. We followed a current recommended

approach by imputing missing network data for those

camps that had [60 % response [45]. Future research,

however, may develop more complex methods for dealing

with network nonresponse [45].

Due to the cross-sectional nature of this study, we

cannot assess the direction of the effects reported here. We

don’t know whether camp membership preceded HIV

testing. Although we know that most of these young men

were members of their camps for an average of 6 years

(Table 1), suggesting that they probably were camp

members before they tested. Our cross-sectional study also

Table 2 Random effects

logistic regression predicting

HIV testing among 923 men

Adjusted odds ratio (AOR) 95 % CI

Demographic characteristics

Age 1.03* (1.00, 1.05)

Ever married 1.08 (0.70, 1.69)

Have at least one child 1.83*** (1.21, 2.78)

Currently a student 1.15 (0.65, 2.03)

Socioeconomic status

Middle 1.61** (1.08, 2.38)

High 1.54* (0.97, 2.43)

Education

Form three 0.77 (0.36, 1.67)

Form four 2.01*** (1.39, 2.89)

Above form four 2.59*** (1.40, 4.80)

Camp average for members’ time spent in the camp 1.20 (0.40, 3.58)

Network structure

Core member 1.50** (1.10, 2.04)

Network composition

Percentage of women in the camp 4. 24** (1.39, 12.98)

Social norm perception

HIV stigma 0.92*** (0.87, 0.98)

Injunctive norm

At least one close friend encouraged HIV testing 1.01 (0.68, 1.50)

Descriptive norm

Thinks at least one close friend HIV tested 2.66*** (1.76, 4.00)

* p\ 0.1; ** p\ 0.05; *** p\ 0.01
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limits our ability to evaluate recall bias regarding HIV

testing. In the trial of which the data for this study come

from, we plan to assess how network factors influence HIV

testing over the course of the intervention. In addition, it is

unlikely that men were in the network core because they

had tested for HIV. Given that HIV testing is not yet

normative among men in this context, it would be highly

unlikely for a respondent to move from the periphery to the

core because they had HIV tested. Furthermore, HIV

testing may lead to lower levels of stigma, rather than vice

versa. Longitudinal or intervention research is warranted to

assess the causality of this relationship. Our study is also

limited in that we only assessed the descriptive and

injunctive HIV testing norms for men’s two closest

friends. Therefore, we were not able to examine associa-

tions between HIV testing behavior and the social norms of

men’s larger peer networks.

Finally, the networks we studied are not generalizable to

networks of other young men in Tanzania. We cannot

compare our results to networks of young men who are not

camp members, or who do not live in impoverished urban

areas like the ones in our study setting. Future studies of

young men’s networks in sub-Saharan Africa will be useful

for exploring these comparisons.

Conclusion

We showed that network structure, composition, and norms

were associated with HIV testing behavior among urban

Tanzanian men. Interventions that target social networks

and core network members to diffuse behavior change, as

well as change descriptive norms and norms related to

stigma, may hold promise for increasing men’s HIV testing

Fig. 2 a Illustration of results using network graph of one camp. b Illustration of results using network graph of one camp
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rates. Social network interventions have resulted in sus-

tained changes for a number of health behaviors [59],

including promotion of condom use [60, 61] and reduction

of multiple partners [62]. Network interventions are likely

to have greater reach and be more cost-effective than

interventions aimed at individuals because they can dis-

seminate health promotion messages more rapidly and to a

wider target audience [51, 63, 64]. Reaching a large number

of men quickly may be a worthwhile strategy in sub-Sa-

haran Africa where many more men need to know their HIV

status. Targeting naturally occurring networks, like the

camps in this study, is a feasible and effective intervention

approach because it facilitates access to men in settings

where they regularly socialize [23, 65]. Future studies

should assess whether network interventions can effectively

scale up HIV testing for men in sub-Saharan Africa.
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