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Abstract To move society toward an AIDS-free gener-

ation, behavioral interventions for prevention and treatment

of HIV/AIDS must be not only effective, but also cost-

effective, efficient, and readily scalable. The purpose of

this article is to introduce to the HIV/AIDS research

community the multiphase optimization strategy (MOST),

a new methodological framework inspired by engineering

principles and designed to develop behavioral interventions

that have these important characteristics. Many behavioral

interventions comprise multiple components. In MOST,

randomized experimentation is conducted to assess the

individual performance of each intervention component,

and whether its presence/absence/setting has an impact on

the performance of other components. This information is

used to engineer an intervention that meets a specific

optimization criterion, defined a priori in terms of effec-

tiveness, cost, cost-effectiveness, and/or scalability. MOST

will enable intervention science to develop a coherent

knowledge base about what works and does not work.

Ultimately this will improve behavioral interventions sys-

tematically and incrementally.

Keywords Behavioral intervention � Biobehavioral
intervention � Multiphase optimization strategy � Factorial
design � Fractional factorial design

Introduction

Overview

The purpose of this article is to introduce the multiphase

optimization strategy (MOST) to the HIV/AIDS research

community, first by describing the approach and then by

providing an illustration of its application to intervention

development [1–4]. Inspired by engineering principles,

MOST provides a framework for developing, optimizing,

and evaluating behavioral and biobehavioral interventions

for the prevention and treatment of HIV/AIDS. The

objective of MOST is to produce behavioral interventions

that are effective, economical, efficient, and scalable—

critical factors in an era of both serious public health

concerns and constrained resources. MOST can be used to

build new interventions, as we describe in the hypothetical

example below, or to improve upon existing evidence-

based programs. In this article, we will use the term ‘‘be-

havioral intervention’’ to refer broadly to any program

designed to change individual behavior with the objective

of preventing, treating, and/or adapting to HIV/AIDS. Thus

our use of this term includes biobehavioral interventions

that involve both biomedical and behavioral components.

The Role of Behavior and Behavioral Interventions

in HIV/AIDS Prevention and Treatment

The epidemiology of HIV/AIDS is complex, and risk for

HIV varies substantially by economic, political, and
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environmental structural factors such as housing, unem-

ployment or incarceration rates, and/or service quality and

availability [5]; social factors such as social networks,

norms, and stigma [6, 7]; and individual risk behavior [24],

with the relative importance of each factor varying by

population and local context [8–10]. This multi-faceted risk

profile is reflected in the national portfolio of evidence-

based interventions that address structural, social, or indi-

vidual risk factors or risk environments, sometimes taking

a multi-level or combination approach [11, 12].

To provide a succinct illustration of the application of

MOST, the present article focuses on behavioral inter-

ventions to reduce individual-level risk, although we wish

to emphasize that MOST can be used to develop and

evaluate structural interventions. There is no question that

structural interventions have great potential to be potent

and cost-effective solutions to HIV-related public health

problems [11, 12]. At the same time, there is continued

recognition of the need for efficient behavioral interven-

tions to address individual factors in many contexts and at

multiple levels [13]. Indeed, even in the context of struc-

tural and social drivers of risk, each case of HIV in a

population results from individual behavior, mainly

unprotected sex and/or the sharing of injection drug use

paraphernalia with someone who is infected with HIV [14,

15]. Individuals in both high- and low-risk contexts can

reduce their sexual risk of contracting HIV by being

abstinent, selecting HIV-uninfected partners, being

monogamous with an HIV-uninfected partner, engaging in

safer sex practices (e.g., always using a condom), and/or

adhering to a pharmaceutical pre-exposure prophylaxis

(PrEP) regimen. Injection-related risk can be eliminated by

abstaining from injection drug use or avoiding shared

injection paraphernalia [14]. People living with HIV/AIDS

(PLWHA) can reduce the possibility of transmitting HIV to

others through awareness of their own serostatus, adhering

to antiretroviral therapy (ART) to bring HIV viral load to

undetectable levels, and avoiding sexual and drug injection

behaviors that may place others at risk [14, 16, 17].

The goal of some behavioral interventions is modifica-

tion of behaviors that directly affect the risk of HIV

acquisition. For example, an intervention might aim to

decrease the possibility of HIV transmission through earlier

diagnosis of HIV infection by using a peer-driven approach

to seek out and test individuals at high risk for undiagnosed

HIV infection and linking HIV-infected individuals to HIV

primary care [18]. The goal of other interventions is

modification of risk behaviors that can lead to HIV

acquisition and transmission. Alcohol use is one example

of a risk behavior that is particularly salient in the pre-

vention and treatment of HIV. Alcohol use is highly

prevalent among populations at risk for and living with

HIV [19] and is associated with incident HIV infection [19,

20]. Although the relationship between alcohol and HIV

risk behavior varies by partner type and context [21, 22], it

is well established that alcohol use can contribute to sexual

risk behavior [23]. This effect begins with even small

amounts of alcohol and increases with the quantity of

alcohol consumed [20]. Further, it has been shown that the

use of alcohol and other substances is related to inadequate

adherence to both PrEP and ART [24–26], which is

alarming because strict adherence to these pharmaceutical

protocols is required in order for them to be effective [27,

28]. At the same time, treatment as prevention (TasP)

requires very high levels of sustained adherence to main-

tain low viral loads and reduce the probability of forward

transmission of HIV [17, 29]. Finally, even moderate

alcohol use is contraindicated for PLWHA on ART [30],

because in addition to its negative effects on ART adher-

ence, alcohol use is associated with increased viral load

[31] and poor health outcomes [24]. Alcohol-focused

interventions aimed at reducing HIV risk have, for exam-

ple, targeted heavy episodic drinking among college stu-

dents [32] and used motivational interviewing and

cognitive-behavioral skills training to improve ART

adherence among hazardous drinkers [33].

The Need for a New Approach to Development

of Behavioral Interventions

Behavioral interventions must be highly effective if they

are to move society toward an AIDS-free generation [34].

However, effectiveness alone, although critical, is not

sufficient. To be most useful to society, interventions must

also be economical, efficient, and readily scalable. By

scalable, we mean interventions must be implementable

with fidelity in real-world settings without the need to

reduce the intervention’s length, complexity, or expense by

making ad hoc modifications that will have an unknown

impact on effectiveness. Moreover, maximal progress will

be made toward ending the global HIV/AIDS pandemic

only when research continually builds on prior results to

produce incrementally, materially, and demonstrably better

and better behavioral interventions over time; that is, when

standards for effectiveness, economy, efficiency, and

scalability are continually raised.

However, for several reasons it is difficult to produce

increasingly effective, economical, efficient, and scalable

interventions by conducting research that relies solely on the

randomized controlled trial (RCT). First, the vast majority of

behavioral interventions comprise multiple components, but

an RCT that yields significant results in the desired direction

indicates only that the intervention package as a whole has

had a positive effect. The RCT cannot reveal which specific

individual components of the intervention are having a

positive effect on the outcome or which are not contributing
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much and could be removed. Similarly, a non-significant

RCT result (or a significant iatrogenic result) indicates that

the intervention package as a whole does not have a positive

effect, but this result cannot reveal whether any of the indi-

vidual components may be worth retaining. It is even pos-

sible that one or more iatrogenic components could be

offsetting the positive effects of others.

Second, a significant RCT result does not enable esti-

mation of the size of the effects of individual components,

so it is impossible to evaluate whether a particular com-

ponent’s effect is large enough to justify its cost. For

example, many of today’s behavioral interventions include

a motivational interviewing component [35], which can be

costly because it requires trained personnel and is generally

time-consuming to implement. Thus an investigator may

wonder whether the motivational interviewing component

contributes enough to this intervention to make it worth the

cost. This question can be answered only if an estimate of

the individual effect of the motivational interviewing

component can be obtained.

Third, an RCT does not enable examination of whether

the presence of one component enhances or weakens the

effect of another component. For example, the motivational

interviewing component may enhance the effect of another

component, such as cognitive-behavioral skills training, if

it helps motivate participants to apply the skills they learn.

The impact of one component on the effect of another is

represented statistically by an interaction. Interactions

between intervention components cannot be estimated with

a two-arm RCT of a multi-component intervention.

We are emphatically not suggesting abandonment of the

RCT, which we believe will always play a key role in

evaluation of behavioral interventions. Instead, we advo-

cate the use of an approach that capitalizes on cutting-edge

intervention science methodology and includes additional

experimental designs along with the RCT.

The Multiphase Optimization Strategy (MOST)

MOST consists of three phases: preparation, optimization,

and evaluation. The preparation and evaluation phases

involve many activities that are also a part of the classical

process in which an intervention is developed and then

immediately evaluated with an RCT; we refer to this as the

‘‘treatment package approach.’’ However, MOST intro-

duces an additional phase into the intervention develop-

ment process: the optimization phase. In this phase,

efficient randomized experimentation is conducted to

gather information about the individual performance of

each intervention component and whether the presence or

absence of a component has an impact on the performance

of other components. This information is then used to

engineer the intervention to meet a specific optimization

criterion, defined a priori in terms of effectiveness, econ-

omy, efficiency, and/or scalability. For example, the opti-

mization criterion might call for selecting the subset of

components that produces the most cost-effective inter-

vention, or the most effective intervention that does not

exceed a certain cost (e.g., $400 per person) or duration

(e.g., an intervention under 5 h). Whatever the optimiza-

tion criterion, using MOST it is always possible to aim for

an intervention made up solely of components with

empirically demonstrated effectiveness,1 with no inactive

or counterproductive elements. In the evaluation phase of

MOST, the intervention’s overall effectiveness is assessed

against an appropriate control via an RCT.

Hypothetical Example: ART Adherence Among
Hazardous Drinkers

For illustrative purposes, throughout this article we will use

a hypothetical example of a multi-component behavioral

intervention aimed at improving ART adherence among

PWLHA who use alcohol at hazardous levels. The ultimate

objective of this hypothetical intervention is HIV viral load

suppression. Figure 1 depicts a simple (again, hypothetical)

conceptual model of the proximal predictors of alcohol use

and/or adherence to ART among those with problem

drinking. It also shows the individual components to be

potentially included in the intervention and which proximal

predictor each component is intended to influence. In other

words, Fig. 1 depicts the primary mediation pathway for

each component, showing how it is hypothesized to con-

tribute to reduced HIV viral load, the intervention’s pri-

mary outcome variable.

Conceptual Model

The hypothetical conceptual model is grounded in the

theory of planned behavior [36], self-determination theory

[37], and general social-cognitive theory [38, 39]. Social-

cognitive theory conceptualizes the behavior change pro-

cess as an ongoing and dynamic interaction among indi-

vidual/cognitive (e.g., normative health beliefs, mental

health status, and behavioral skills), social (e.g., positive

role models, social support), and environmental factors

(which may moderate intervention effects). Next, the the-

ory of planned behavior links health beliefs and social

factors with behavior through the critical pathway of

intentions [36]. Last, self-determination theory highlights

the importance of durable, intrinsic motivation for behavior

1 To save space, we will use the word ‘‘effectiveness’’ to refer to

either efficacy or effectiveness where it is not necessary to distinguish

between the two.
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change and is closely linked to normative health beliefs and

intentions [37]. Consistent with this integrated conceptual

model, the counseling approach used in the intervention

components integrates cognitive-behavioral techniques to

influence attitudes, foster interactions with role models,

and build behavioral skills to influence intentions and

behavior, along with motivational interviewing to trigger or

enhance durable, high quality motivation for behavior

change [35, 40].

In this model, both individual-level and social-level

factors influence alcohol use patterns, ART adherence

rates, and ultimately HIV viral load levels. First, health

beliefs [38] are hypothesized to affect intentions to reduce

alcohol use and intentions to improve ART adherence [36].

For example, health beliefs about possible toxic interac-

tions between alcohol and ART have been found to influ-

ence intentions to take ART while using alcohol and to be

related to missed ART doses during drinking episodes [41].

Next, intentions to modify both problem alcohol use and

inadequate ART adherence are improved by access to both

positive role models [38, 42, 43], including PLWHA who

successfully manage both their alcohol use and adherence

to ART, and a strong social support system [44, 45].

Intentions to reduce alcohol use and to improve ART

adherence are hypothesized to directly affect alcohol use

and ART adherence behaviors, respectively.

Mental health status, that is, perceived stress, anxiety,

and depressive symptoms, is a potentially modifiable

individual-level characteristic that directly influences

problem alcohol use and adherence to ART. Research has

shown, for example, that individuals with untreated

depression are more likely to use alcohol [46] and less

likely to adhere to ART than those without depression [47–

49]. Further, behavioral skills [38] to refuse/reduce alcohol

and manage ART adherence are also hypothesized to

directly influence use of alcohol and ART adherence. There

is evidence that individuals who have developed these

behavioral skills are less likely to use alcohol and more

likely to be adherent than those who have not [50].

In addition, factors such as gender, race/ethnicity, sexual

orientation, co-morbidities, and substance use [51, 52] are

expected to moderate the effect of intentions, mental health

status, and behavioral skills on behavioral outcomes. We

wish to note that this is a hypothetical model developed for

illustrative purposes, and is not intended to include all

possible constructs or inter-relationships among domains.

Nonetheless, to be plausible and well-grounded in the

empirical literature, we focus on the primary factors that

drive the inter-related problems of hazardous drinking and

poor ART adherence.

Hypothetical Intervention Components

The leftmost column of Fig. 1 shows five intervention

components. Each is designed to affect one of the indi-

vidual and social proximal factors (described above); in

Fig. 1 Conceptual model of alcohol use and ART adherence among persons living with HIV/AIDS
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turn, these proximal factors will affect intentions to reduce

alcohol use and/or increase adherence to ART and, ulti-

mately, reduce HIV viral load. In this example, all inter-

vention components will be delivered by trained

interventionists primarily over the telephone or through a

program on smartphones.

Motivational interviewing sessions component will

affect health beliefs by engaging the participant in the

process of examining alcohol use patterns in the context

of HIV infection and ART adherence; normative beliefs

about alcohol toxicities and ART; perspectives on alcohol

use and ART adherence [33]; and intentions to use

alcohol and adhere to the ART regimen. These sessions

will seek to increase positive outcome expectancies for

ART and help the individual plan strategies to reduce

alcohol use and improve ART adherence, if appropriate

[35]. This intervention component will comprise three 1-h

sessions guided by an interventionist and conducted over

the phone.

The peer mentoring component is intended to provide

participants with a peer who has been successfully

managing HIV and can serve as a positive role model. This

component will include weekly contact over 12 weeks with

a trained and supervised peer who is living with HIV, has

experienced alcohol problems in the past, is presently

managing alcohol at a non-problem level, and has been

taking ART with high adherence for at least 12 months.

The peer mentor will provide his/her own ‘‘story’’

regarding alcohol and ART; provide practical tips for

managing alcohol use and ART adherence, based on his/

her personal experience; elicit the participant’s experiences

and concerns; offer informal counseling; and provide

encouragement to link to other needed services, including

substance use and mental health treatment [53].

The text message support component uses short message

service (SMS) technology to increase the participant’s

experience of social support for gains made in improving

alcohol reduction and/or ART adherence intentions,

reducing alcohol use behavior, improving ART adherence

behavior, or other relevant attitudinal or behavioral chan-

ges. Text messaging has the potential to accomplish this in

an efficient manner as compared to one-on-one structured

sessions. The text message component will be personalized

(not automated), and a staff member will provide two types

of text messages: query messages (a prompt to begin a brief

text discussion with participants) and support messages

(responding to participants’ messages with reflective lis-

tening and information support, tangible assistance, esteem

support, network support, and emotional support, as

appropriate). Query and support messages will be drawn

from a ‘‘bank’’ of messages grounded in motivational

interviewing and developed with a community advisory

board. Messages will prompt the participant to reflect on

personal alcohol and ART goals, recent drinking, and ART

adherence in the context of HIV infection, and will provide

support and encouragement for gains made. Staff will also

engage in non-scripted interaction with participants. Text

message sessions will last 5–10 min. Staff will query par-

ticipants at varying intervals over a 4-month period,

approximately every other day, and participants will be

encouraged to text their staff member at any time. The

availability of frequent messaging with staff, as well as

content of the messages, which will be focused on the

various types of support found in past research to be salient

for PLWHA, will help foster the experience of connection

to a social support system [54–56].

It is expected that the vast majority of the sample will

exhibit mental health distress in the form of perceived

stress, anxiety, or depression at clinically significant levels

as a result of the demands of coping with HIV diagnosis

and ART, stigma (including sexual minority status), and,

typically, low socio-economic status [48, 57–59]. The

mindfulness meditation training component is intended to

improve poor mental health status and reduce perceived

stress. Over the course of three 1-h sessions, participants

will be trained in meditation techniques, including medi-

tation practice together with the intervention facilitator.

They will also be provided with a workbook to guide home

meditation activities [60].

The behavioral skills training component will be created

using best practices in training to improve adherence skills.

Items in this component will include identification of per-

sonal barriers to and facilitators of adherence, development

of individualized adherence reminders, mapping the daily

schedule plans to integrate ART into existing medication

regimens, and receipt of a pill box or other adherence aid.

This component will include an initial 1-h session con-

ducted in person, at which time participants will be pro-

vided with a manual, followed by 6 weekly sessions

conducted over the phone [61].

Figure 1 shows an arrow originating at mindfulness

meditation and ending at the arrow joining behavioral skills

training and the proximal predictor/mediator behavioral

skills. This indicates that an interaction is hypothesized.

We hypothesize that the presence of the mindfulness

meditation component will increase the effect of the

behavioral skills training component on behavioral skills,

by increasing the individual’s receptivity to the training.

In addition to the five components listed above, the

intervention also includes a single introductory informa-

tional session, lasting approximately 1 h. The purpose of

the informational session is to begin engagement into the

intervention and increase knowledge about the related

problems of hazardous drinking and poor HIV outcomes.

In this session participants will receive educational mate-

rials and referrals for alcohol problems, ART adherence,
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and mental health treatment, as well as practical advice on

how to maintain adherence and reduce drinking.

We acknowledge that the components described above,

when combined into a single intervention, would result in a

complex intervention of substantial duration. Yet an

intervention of this nature might be necessary, given the

multi-faceted and multi-level nature of the causes of haz-

ardous alcohol use and poor ART adherence, and the inter-

relationships between alcohol use and ART adherence.

Further, many behavioral interventions are similarly com-

prised of numerous components [62]. This is particularly

relevant in light of the growing awareness of the need for

multi-level interventions for these very complex behaviors

[63] and the poor or short-lasting effects of many, if not

most, adherence interventions [64–66].

Comparing and Contrasting the Standard
Approach and MOST

The Treatment Package Approach

Figure 2 compares the classical treatment package

approach and MOST. Suppose our hypothetical investiga-

tor uses the treatment package approach, as depicted in the

left column of Fig. 2. The investigator would prepare by

developing a conceptual model such as the one shown in

Fig. 1 and identifying the components to be included in the

intervention. Then, the investigator would generally pilot

test2 the components, either individually or, more com-

monly, as a package. The purpose of the pilot test would be

to verify that the intervention is acceptable to participants,

feasible, and implementable, although in some cases the

pilot test would examine the acceptability and feasibility of

each component. Based on the pilot test, any necessary

adjustments to the intervention package or components

would be made. The investigator would then finalize the

treatment package and proceed directly to evaluation of the

treatment package in an RCT. This RCT would address the

critical question of whether the intervention performs sig-

nificantly better than a control or comparison condition.

MOST

The right column of Fig. 2 provides a brief summary of

how the investigator would proceed through the prepara-

tion, optimization, and evaluation phases of the MOST

framework. The initial steps of preparation are similar to

the treatment package approach: a conceptual model is

developed, and discrete intervention components are

selected. However, in comparison to the classical treatment

package approach MOST requires an increased emphasis

on distinct components with respect to theoretical target, as

is reflected in Fig. 1. The components are then pilot tested

for acceptability, feasibility, evidence of effectiveness, and

implementability and refined as needed.

An additional step included in the preparation phase of

MOST is identification of an optimization criterion. The

optimization criterion is an operational definition of the

‘‘best’’ intervention, subject to specific resource limitations

or other constraints. Let us say that in our hypothetical

example, the investigator has determined that to be scalable

the ART adherence intervention must be implementable at

a cost of no more than $400 per person. Thus our opti-

mization criterion will be ‘‘lowest average HIV viral load

that can be obtained for less than $400 per person.’’

Alternatively, if time is limited in busy HIV clinic settings,

an appropriate optimization criterion might be ‘‘lowest

HIV viral load that can be obtained using no more than 5 h

of clinic time.’’ The optimization criterion also can be

expressed in terms of cost-effectiveness, where cost is

expressed in terms of money, time, or any resource or set of

OPTIMIZATION
-- Conduct component selection

experiment
-- Based on results, select 

components and
component levels to meet 
optimization criterion

Optimized 
intervention 

expected to be 

EVALUATION
--Evaluate effectiveness of 

optimized intervention via RCT 

YES

PREPARATION
--Derive theoretical model
--Select intervention components
--Conduct pilot/feasibility work
--Identify optimization criterion

PREPARATION
--Derive theoretical model
--Select intervention components
--Conduct pilot/feasibility work

EVALUATION
--Evaluate effectiveness of

intervention via RCT 

Treatment package approach MOST

Fig. 2 Comparison of treatment package approach and multiphase

optimization strategy (MOST). Differences are in bold

2 We subscribe to the definition of the role of pilot testing in

intervention science that has been outlined by Leon et al. [68]: ‘‘The

fundamental purpose of conducting a pilot study is to examine the

feasibility of an approach that is intended to ultimately be used in a

larger scale study… A pilot study… is not used for hypothesis

testing’’ (p. 626).
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resources. These should be considered examples only;

there are many possibilities for optimization criteria. The

optimization criterion is selected based on the objectives of

a particular intervention and a realistic assessment of the

constraints within which it will be operating.

The investigator working within the MOST framework

would next proceed to the optimization phase. In this

phase, which is typically not included in the treatment

package approach, a component selection experiment

(sometimes called a component screening experiment) is

conducted. In this experiment, data are collected and ana-

lyzed with the specific objective of providing information

on the individual effects of each component and on inter-

actions between components. In other words, this experi-

ment assesses the effectiveness of each individual

component and whether its presence or absence, or its

presence at a particular setting or dosage, has an impact on

the effectiveness of other components. Additional relevant

data, such as the cost of or time required for each com-

ponent, may be collected in this phase. The composition of

the optimized intervention package is then selected based

on the chosen optimization criterion and the empirical

results of the component selection experiment. Weak or

non-performing components are eliminated. In our hypo-

thetical example, the investigator would use the results to

identify the optimized intervention by selecting the set of

active components and component levels that produce the

lowest HIV viral load without exceeding an implementa-

tion cost of $400 per person. The optimization phase is

discussed in more detail below.

After the investigator has identified the optimized

intervention, the next step is evaluation of this optimized

intervention in a standard RCT. Unlike investigators using

the treatment package approach, at this point the investi-

gator using MOST has a good sense of the likely perfor-

mance of the intervention to be evaluated. Suppose given

the set of components under consideration, the best inter-

vention that can be delivered for $400 per person or less is

made up of so few components, or such weak components,

that an evaluation via an RCT would likely produce a non-

significant effect. In this case it would not make sense to

devote resources to an RCT; instead, those resources could

be devoted to going ‘‘back to the drawing board’’ by

beginning a new study, reconsidering the conceptual

model, and devising new components. Note that because

the component selection experiment revealed which com-

ponents were performing well, the investigator can build on

this knowledge in the new study by focusing on rethinking,

revising or replacing the components that performed

poorly, thereby producing a materially improved

intervention.

Now suppose that instead of the outcome just described,

the results from the optimization phase indicate that a set of

components with substantial individual effects has been

selected for inclusion in the intervention. Then it would

make sense to proceed to the evaluation phase and subject

the optimized intervention to an RCT. (We return to these

ideas below.)

The Optimization Phase

Because the optimization phase may be unfamiliar to

intervention scientists, we will discuss it in more detail

here, using the hypothetical behavioral intervention dis-

cussed above and presented in Fig. 1 as an example.

Selection of an Experimental Design

for the Optimization Phase of MOST

The optimization phase of MOST involves conducting a

component selection experiment. The results of this

experiment will form the basis for selection of the com-

ponents to include in the optimized intervention. Choosing

the most appropriate design for this component selection

experiment is a critical part of the optimization phase of

MOST. Any reasonable experimental design is a candidate

for the component selection experiment. The only

requirement is that the choice of design be based on the

resource management principle [67]. This principle states

that the appropriate experimental design is one that

addresses the critical research questions while making the

best use of the resources available for the experiment.

Different experimental designs are suited to different

research questions and make different resource demands

[67]. In our view, component selection experiments are not

pilot studies [68] because they are carefully controlled,

fully powered experiments to be used for hypothesis

testing.

Suppose our hypothetical investigator is considering

various experimental designs for the component selection

experiment. The investigator has decided that because

knowledge about the effects of alcohol on HIV-related

health and ART adherence is a necessary foundation for

any intervention in this area, the informational session

(described above) will be delivered to all participants and

thus will not be examined via experimental manipulation

(although this session could be informally evaluated by

giving participants a brief knowledge assessment test).

Thus there remain five components to be examined

experimentally. These are listed in Table 1. For purposes

of experimentation each component can take on two levels:

on (included in the intervention package) and off (not

included). The investigator has decided that to be eligible

for inclusion in the intervention, a component must

demonstrate a standardized effect size d of at least .25.
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Thus it is necessary to power the experiment to detect

d C .25.

One option is to conduct a separate experiment to

examine each component, for a total of five individual

experiments. Each experiment would essentially be an

RCT, made up of an experimental condition in which the

informational session is provided, one component is set to

on, and the remaining components are set to off; and a

control condition in which only the informational session is

provided. For example, the experiment to examine the

effect of motivational interviewing would have an experi-

mental condition in which subjects received only the

informational session and the motivational interviewing

component. The control condition would be identical to the

experimental condition, except that motivational inter-

viewing would not be included. A total of ten experimental

conditions would be implemented in the five experiments.

A standard power analysis performed using the SAS macro

FactorialPowerPlan ([69]; http://methodology.psu.edu/

downloads) indicates that N = 505 is sufficient to achieve

a power of .80 to detect d C .25 in a single experiment.

Thus to conduct all five experiments and maintain this level

of statistical power would require a total sample size of

5 9 505 = 2525.

The remaining experimental design options to be con-

sidered here are variations on the factorial design. When

the objective is to examine the effects of individual com-

ponents, a factorial experimental design can be an efficient

and economical choice. When another important objective

is determining whether the presence of one component

enhances or reduces the effect of another, a factorial

experiment is the only choice, because other experimental

designs do not permit estimation of interaction effects. In

our hypothetical example, a complete factorial experiment

would require 32 experimental conditions, considerably

more than the ten required by the individual experiments

approach. However, the factorial experiment would require

considerably fewer subjects than the individual experi-

ments approach. A standard power analysis conducted in

the same manner as above shows that statistical power of

approximately .80 will be maintained in the factorial

experiment with an overall N = 505, which is only one-

fifth of the subjects required by the individual experiments

approach.3

Let us take a closer look at the factorial experiment to

see why in this situation it requires so many fewer subjects

than the individual experiments approach. Table 2 lists the

experimental conditions in the factorial design. There are

32 experimental conditions depicted here, so with an

overall N of 505 there will be 15 or 16 subjects per con-

dition. If this design were viewed as a 32-arm RCT, it

would be woefully underpowered. However, viewed as a

standard factorial experiment, this experiment achieves

expected power of .80. This is because the logical under-

pinnings, and therefore the approach to determining sta-

tistical power, of the factorial experiment are quite

different from those of the RCT and related approaches,

such as the individual experiments approach described

above.

In an RCT, the objective is direct comparison of two or

more experimental conditions. By contrast, the objective of

a factorial experiment is estimation of the main effect of

each independent variable, or factor, and interaction effects

involving two or more factors. This is accomplished not by

making direct comparisons between experimental condi-

tions, but by comparing means based on aggregate com-

binations of experimental conditions. For example,

consider the main effect of motivational interviewing ses-

sions. This would be estimated by comparing the average

of all the conditions that include motivational interviewing,

namely conditions 17—32, to the conditions that do not

include motivational interviewing, conditions 1—16. The

main effect of peer mentoring would be obtained by

comparing the mean of conditions 9—16 and 26—32 to

the mean of conditions 1—8 and 17—25. In this manner all

subjects are involved in every effect estimate. More about

this can be found in Collins et al. [70], Collins et al. [67],

and experimental design textbooks such as Kuehl [71].

Fractional Factorial Designs

Suppose in our hypothetical example the investigator

wishes to take advantage of the efficient use of experi-

mental subjects offered by the factorial design, but has

determined that no more than 16 experimental conditions

are feasible. This is a good motivation to consider a frac-

tional factorial design for the component selection

Table 1 Hypothetical intervention components to be examined in the

optimization phase

Component Low level High level

Motivational interviewing Offa On

Peer mentoring Off On

Text message support Off On

Mindfulness meditation training Off On

Behavioral adherence skill training Off On

a Off = not included in intervention; On = included in intervention

3 Everything said about factorial experiments in this article assumes

that the data from the experiment are to be analyzed in a standard

factorial analysis of variance (ANOVA) using effect coding rather

than dummy coding. We strongly recommend the use of effect

coding, which, unlike dummy coding, produces estimates of main

effects and interactions that are always consistent with the classic

definitions found in most statistics textbooks; see Collins et al. [3].
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experiment. In a fractional factorial design, a subset, or

fraction, of the experimental conditions that make up the

complete factorial are run. A fractional factorial design is

powered exactly the same as its complete factorial coun-

terpart, so the overall sample size and therefore any subject

costs will be exactly the same as those of the complete

factorial counterpart. The appeal of fractional factorial

designs is that they cut the number of experimental con-

ditions that must be implemented, usually by half or more

depending on the design selected, thereby reducing overall

costs associated with implementing experimental condi-

tions. Fractional factorial designs are commonly used in

engineering, and examples of their use in intervention

science are increasing (e.g., Collins et al. [3]; Pellegrini

et al. [72]; Strecher et al. [73]).

The increased economy of fractional factorial designs

comes at a cost. Whenever experimental conditions are

removed from a factorial experiment, some effects are

combined, or, in the term used in the statistical literature,

aliased. There are a wide variety of fractional factorial

designs, and statisticians have determined which effects are

aliased in each of them. Thus the investigator can select a

fractional factorial design strategically so as to control

which effects are aliased with which, thereby ensuring that

the effects of primary scientific interest are aliased only

with effects that can be assumed to be negligible in size

Table 2 Conditions in complete factorial experiment

Condition

number

Informational

session

Motivational

interviewing

Peer

mentoring

Text message

support

Mindfulness

meditation training

Behavioral adherence

skill training

1 Ona Off Off Off Off Off

2 On Ofa Off Off Off On

3 On Off Off Off On Off

4 On Off Off Off On On

5 On Off Off On Off Off

6 On Off Off On Off On

7 On Off Off On On Off

8 On Off Off On On On

9 On Off On Off Off Off

10 On Off On Off Off On

11 On Off On Off On Off

12 On Off On Off On On

13 On Off On On Off Off

14 On Off On On Off On

15 On Off On On On Off

16 On Off On On On On

17 On On Off Off Off Off

18 On On Off Off Off On

19 On On Off Off On Off

20 On On Off Off On On

21 On On Off On Off Off

22 On On Off On Off On

23 On On Off On On Off

24 On On Off On On On

25 On On On Off Off Off

26 On On On Off Off On

27 On On On Off On Off

28 On On On Off On On

29 On On On On Off Off

30 On On On On Off On

31 On On On On On Off

32 On On On On On On

a Off = not included in intervention; On = included in intervention. Italic data indicates higher level of factor
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and are of much lesser scientific interest. The effects that

are of primary scientific interest are usually main effects

and lower-order interactions. To make effective use of

fractional factorial designs, it is necessary to assume that

the higher-order interactions, which in this example are the

three-way, four-way, and five-way interactions, are negli-

gible in size. Then a design can be selected in which the

effects of primary scientific interest, namely the main

effects and two-way interactions, are aliased with higher-

order interactions. The logic here is that if an effect esti-

mate is a combination of, say, a main effect and a four-way

interaction, and the four-way interaction is assumed to be

negligible, then the effect can be attributed primarily to the

main effect.

The conceptual model is essential in determining whe-

ther or not it is reasonable to consider a fractional factorial

design for the component selection experiment. If the

conceptual model suggests that the effects of scientific

interest are main effects and two-way interactions, and no

higher-order interactions are specified, then a fractional

factorial design may be worth considering. Figure 1 shows

that the conceptual model guiding the hypothetical inter-

vention does not include any higher-order interactions, so a

fractional factorial experiment may be worth considering if

it greatly increases economy and feasibility. In contrast, if

the conceptual model specifies that there are a priori rea-

sons to expect large higher-order interactions, then a

fractional factorial experiment would probably not be a

good idea.

The experimental conditions to be included in a frac-

tional factorial design are not selected on conceptual

grounds; rather, they are selected on purely statistical

grounds. Selection of experimental conditions can be

accomplished in a straightforward manner using software

routines available in SAS�, Minitab, or R. To use any of

these routines, the investigator specifies such aspects of the

experiment as the number of factors, which effects are

expected to be negligible in size and which are expected to

be sizeable and of scientific interest, and the maximum

number of experimental conditions desired. The software

then returns a suggested experimental design. In our

hypothetical example the user would specify that there are

five factors in the experiment; main effects and two-way

interactions are expected to be sizeable and of scientific

interest; and an experimental design that requires a maxi-

mum of 16 conditions, that is, a half fraction, is desired. An

example of the kind of design that would be suggested by

such software appears in Table 3. The experimental con-

ditions in a fractional factorial design are always a subset

of the experimental conditions in the complete factorial; it

is evident that the conditions listed in Table 3 are a subset

of those listed in Table 2. In the design in Table 3, each

main effect is aliased with one four-way interaction, and

each two-way interaction is aliased with one three-way

interaction. It is difficult to determine exactly which effects

are aliased with which simply by perusing the list of

experimental conditions in Table 3; fortunately, this

information can be provided by the software used to select

the design.

Power Analysis for Factorial Experiments

with Several Factors

A power analysis for a factorial experiment can be

accomplished readily using standard software for power

analysis, such as PROC POWER or the FactorialPowerPlan

macro (which is based on PROC POWER) in SAS� [74].

When conducting a power analysis for a factorial experi-

ment it is necessary to be clear about whether effect cod-

ing, dummy coding, or some other kind of coding is to be

used in the analysis. A main effect or interaction as mod-

eled in effect coding is different from its counterpart as

modeled in dummy coding, and therefore the hypothesis

tests of these individual effects may be associated with

different levels of power (for a more detailed explanation

of the differences between effect-coded and dummy-coded

effects, see Kugler et al. [75]). It may be helpful to note

two characteristics of effect-coded estimates. First, effect

coding produces effect estimates that are uncorrelated if

there are equal numbers of subjects in each experimental

condition, and very nearly uncorrelated as long as the

sample sizes are approximately equal [67, 70]. Second,

when effect coding is used, expected power for a regression

coefficient of a particular size is the same regardless of

whether the coefficient represents a main effect or inter-

action [67].

Comparing the Three Approaches

A comparison of the scientific yield and resource require-

ments of each design alternative is shown in Table 4. Each

of the three designs provides an estimate of the individual

effect of every component (main effects are aliased with

other effects in not only the fractional factorial design but

also the individual experiments approach; see Collins et al.

[67] for an explanation). Only the factorial designs enable

estimation of interaction effects. The complete factorial

enables estimation of all of the interactions, whereas the

fractional factorial design enables estimation of only two-

way interactions. In our hypothetical example, the selected

design enables estimation of two-way interactions; some

other fractional factorial designs, typically those involving

larger numbers of factors, enable estimation of selected

interactions involving more than two factors.

To compare the resource requirements of the three

designs it is necessary to identify approximate per-subject
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and per-condition costs. Suppose the per-subject costs are

expected to be approximately $100, and the overhead

expenses associated with each experimental condition are

expected to be approximately $2,000. Under these cost

assumptions the individual experiments approach is the

most costly by a wide margin, and the fractional factorial

experiment is the least costly. As compared to the indi-

vidual experiments approach, the use of a complete fac-

torial design would save $173,000, and the use of a

fractional factorial design would save $205,600. The rela-

tive differences in cost among these experimental designs

is driven by the ratio of per-condition costs to per-subject

costs [67]. In this hypothetical example the per-condition

costs are 20 times the per-subject costs. For the fractional

factorial experiment to approach the cost of the individual

experiments approach, the per-condition costs would have

to be over 150 times the per-subject costs. (Readers are

invited to recalculate this comparison using figures that are

more realistic for their research. More detail can be found

in Collins et al. [67], and the Relative Costs SAS macro

with documentation to help with the comparison can be

found at http://methodology.psu.edu/downloads.)

Suppose our hypothetical investigator is uncomfortable

with using a fractional factorial design and prefers a

complete factorial for the component selection experiment.

Given that 16 experimental conditions is the maximum that

resources will allow, if a complete factorial is to be con-

ducted the investigator will have to reduce the scope of the

component selection experiment to include only four fac-

tors. Thus the choice is between a fractional factorial

experiment that enables examination of five components

and will produce aliased effect estimates, and a complete

Table 3 Conditions in fractional factorial experiment

Condition number

from Table 2

Informational

session

Motivational

interviewing

Peer

mentoring

Text message

support

Mindfulness

meditation training

Behavioral adherence

skill training

2 Ona Off Off Off Off On

3 On Off Off Off On Off

5 On Off Off On Off Off

8 On Off Off On On On

9 On Off On Off Off Off

12 On Off On Off On On

14 On Off On On Off On

15 On Off On On On Off

17 On On Off Off Off Off

20 On On Off Off On On

22 On On Off On Off On

23 On On Off On On Off

26 On On On Off Off On

27 On On On Off On Off

29 On On On On Off Off

32 On On On On On On

a Off = not included in intervention; On = included in intervention. Italic data indicates higher level of factor

Table 4 Comparison of scientific yield and costs of three experimental design alternatives

Individual

experiments

Complete factorial

design

Fractional factorial

design (half fraction)

Interaction effects Cannot be

estimated

All can be

estimated

Two-way interactions

can be estimated

Number of experimental conditions 10 32 16

Experimental condition

costs @ $2,000/condition

$20,000 $64,000 $32,000

Number of subjects 2,525 505 505

Subject costs @ $100/subject $252,500 $50,500 $50,500

Total costs $272,500 $114,500 $82,500
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factorial experiment that will produce effect estimates with

no aliasing but enables examination of only four compo-

nents. Only the investigator can determine which is more

appropriate in a given endeavor. In this article we do not

advocate one strategy over another, only that investigators

make an informed decision based on the resource man-

agement principle, taking into account the objectives of a

particular study, the conceptual model, the experimental

design alternatives, and the available resources.

Data Analysis and Decision Making

After the data from the component selection experiment

have been collected, they can be analyzed in whatever

manner is most appropriate. If a factorial experiment has

been conducted, the data can be analyzed using a classic

factorial ANOVA. As mentioned above, we recommend

the use of effect coding for this analysis.

Once the main effects of the components and interactions

between components have been estimated in the ANOVA,

this information, along with other information, such as data

on cost, can be used to decide which set of components best

meets the optimization criterion. Decision making based on

the results of the component selection experiment is an open

research area. One approach, outlined in Collins et al. [76],

involves beginning by making a preliminary selection of

components that have achieved main effects exceeding a

predetermined criterion for statistical significance. This

preliminary selection is then systematically re-evaluated in

light of any substantial interaction effects that have been

detected to gain an understanding of how the components

work in combination. Depending on the optimization crite-

rion identified, this would then be combined with other

information to make a final selection of components. Recall

that the optimization criterion identified for the hypothetical

example is ‘‘lowest average viral load that can be obtained

for less than $400 per person.’’ The investigators could use

the approach outlined in Collins et al. to select viable com-

ponents for inclusion in the intervention based on the

ANOVA results. They could then compute the expected

implementation costs of and expected outcome for various

treatment packages made up of these components, identify

the combinations that are expected to cost less than $400, and

determine which of these is expected to produce the lowest

viral load.

In our experience it is not uncommon for both scientific

theory and common sense to suggest that certain basic

informational or educational material is an essential foun-

dation for all intervention components under consideration.

There also may be one or more components that have

already earned a place in the intervention by having pre-

viously been demonstrated effective; ethics may dictate

that these should not be withheld from participants. Such

material or components can be provided to all participants,

and treated as a constant in the experiment. Later, when

decisions are being made about what to include in the

optimized intervention, it should be borne in mind that all

of the observed effects are predicated on provision of any

constant materials or components. For example, in the

designs considered for the hypothetical experiment the

informational session was treated as a constant (see

Tables 2, 3). Suppose a factorial experiment is conducted

and a main effect of adherence skill training is found. The

experiment has examined adherence skill training only in

the presence of the informational session. The design of

this experiment does not permit examination of whether the

effect of adherence skill training is about the same whether

the informational session is provided or not, so it must be

assumed that the informational session is necessary for

adherence skill training to be effective. Thus it would be

inappropriate to omit the informational session from the

final version of the intervention. For this reason, it is best to

select any constants that are to be included in a component

selection experiment very carefully.

The conceptual model includes a number of hypothe-

sized nonexperimental, that is, observed, moderators (see

box on lower right of Fig. 2). Hypotheses about moderation

by observed variables can be tested empirically by coding

interactions between any of the moderator variables and the

factors in the experiment and adding these to the set of

predictor variables in the analysis. In general, statistical

power for tests of hypotheses involving observed moder-

ators is likely to be lower than power for tests of

hypotheses about main effects of experimentally manipu-

lated factors or interactions between them.

Why is the Evaluation Phase Necessary?

Above we mentioned that at the end of the optimization

phase, the investigator may or may not decide to proceed to

the evaluation phase, depending upon whether the results

of the component selection experiment indicate that the

optimized intervention is likely to be effective. This may

prompt the question, why is the evaluation phase needed at

all if it is to be undertaken only when the investigator is

already confident that the intervention is effective?

To address this question, it is necessary to compare the

kinds of experimental designs that are most useful in the

optimization and evaluation phases. Consider our hypo-

thetical example, in which an efficient factorial experiment

was selected for the optimization phase. Suppose based on

this information, an optimized intervention is constructed

consisting of the informational session plus peer mentor-

ing, mindfulness meditation training, and behavioral

adherence skill training. Now the investigators would like

to assess the performance of this optimized intervention.
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It is tempting to consider conducting a sort of mini-RCT

based on the factorial experiment, by comparing the exper-

imental condition corresponding to the optimized interven-

tion (in this example, experimental condition 12 in Table 2)

directly to the experimental condition that corresponds to all

of the components set to off (condition 1 in Table 2). There

are two reasons why this may be impractical. First, as was

discussed above, factorial experiments are powered for

estimates of main effects and interactions, not for direct

comparison of individual experimental conditions. Recall

that the factorial experiment is fully powered with N = 505,

or 15 or 16 per condition. This means that the comparison of

conditions 1 and 12 would be based on a total N of about 31.

The estimate of the effect size would have a large standard

error and there would be insufficient statistical power for the

hypothesis test. In general, the only way to enable sufficient

precision and power for this kind of comparison within a

factorial experiment is to power the experiment as if it were a

32-arm RCT, which would be impractical in most cases.

Second, if a fractional factorial design was used for the

component selection experiment, it may not include exper-

imental conditions corresponding to either the combination

of components that make up the optimized intervention or a

condition in which all the components are set to the lowest

level. For example, the design shown in Table 3 does not

include a condition in which all of the components are set to

off. Such a condition is not needed in this balanced fractional

factorial experiment, but it would be needed tomake the kind

of comparison that is made in an RCT.

There may be times when the results of the optimization

phase are so compelling that evaluation of the intervention

via an RCT is deemed unnecessary. But when evaluation of

the performance of the optimized intervention package is

necessary, and in particular when an estimate of the

intervention’s effect size is desired, evaluation via an RCT

must be undertaken.

Discussion

Optimization of an Existing Intervention

In this article we have discussed how the MOST frame-

work can be used to develop, optimize, and evaluate

behavioral and biobehavioral interventions for prevention

and treatment of HIV/AIDS, using as an illustration a

hypothetical example involving building a brand-new

intervention. MOST can also be used to optimize an

existing intervention to make it more effective, economi-

cal, efficient, or scalable. The starting point for this would

be much the same as that for development of a new opti-

mized intervention, namely the conceptual model and

selection of intervention components to examine. Given

that the components will have been implemented previ-

ously as part of the existing treatment package, it may not

be necessary to conduct any pilot testing before the com-

ponent selection experiment.

In some cases the treatment package may be considered

satisfactory, and the target for optimization is instead the

fidelity of delivery of the intervention. Here the objective is

to reduce the decrement in intervention performance

between efficacy and effectiveness. An example of this can

be found in Caldwell et al. [77], who were interested in

optimizing the fidelity of delivery of HealthWise [78], a

school-based intervention for prevention of drug abuse and

HIV developed for South African youth. They investigated

three components hypothesized to promote fidelity:

enhanced teacher training, enhanced support to teachers

who delivered the HealthWise program, and measures to

enhance the school climate so that it would be more sup-

portive of HealthWise.

Levels of Components to be Examined

Experimentally

In the hypothetical example all of the component levels

examined in the experiment were either on or off. In many

cases it may be desirable to compare a low and a high level

of a component. For example, Collins et al. [3] described

the use of MOST to develop an optimized smoking ces-

sation intervention. In their component selection experi-

ment, several factors had levels representing low and high

rather than off and on. For example, one factor was dura-

tion of nicotine replacement therapy, with levels shorter

(8 weeks) and longer (16 weeks). When the levels of a

component that are included in the component selection

experiment are low and high rather than off and on, the

results of the experiment cannot be used to decide whether

or not the component should be included in the interven-

tion. Instead, an assumption is made that the component is

to be included at either the low level or the high level; the

purpose of the component selection experiment is to help

determine which level will be selected.

It is possible to include factors with more than two

levels in a factorial experiment. However, including even

one factor with more than two levels greatly increases

resource requirements, both in terms of number of subjects

and number of experimental conditions. We recommend

using two levels per factor in component selection exper-

iments wherever possible.

Different Approaches to Experimentation

in the Optimization Phase

As mentioned above, any of a variety of experimental

design approaches may be selected for the optimization
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phase. The only requirement made by MOST is that the

design be selected based on the resource management

principle. Often this will lead an investigator to a standard

factorial or fractional factorial experiment, but there are

instances in which careful consideration of objectives and

economy will suggest that a different experimental design

is called for.

In time-varying adaptive interventions [79], the partici-

pant is assessed periodically, and the amount of interven-

tion or even the intervention strategy may be varied

depending on the individual’s progress. For example,

McKay [80] evaluated the effectiveness of an adaptive

intervention for alcohol dependence, consisting of com-

ponents such as telephone calls, counseling, and periodic

assessment of relapse risks. When relapse risk exceeded

predetermined levels, the intensity of the intervention was

increased. To optimize a time-varying adaptive interven-

tion, the most appropriate design for the component

selection experiment is frequently a sequential, multiple

assignment, randomized trial (SMART). The SMART is an

innovative variation on the factorial experiment. More

about how the SMART can be used in the optimization

phase of MOST can be found in Collins, Nahum-Shani, and

Almirall [4].

In some circumstances a time-varying adaptive inter-

vention can be viewed as a dynamical system, opening up

the possibility of approaching optimization from the per-

spective of control engineering [81, 82]. In other words, a

controller could be derived for a time-varying adaptive

intervention, in much the same way as controllers are built

for automobile cruise-control systems, household heating

and ventilation systems, and the like. The initial applica-

tions in this exciting new area are occurring in the obesity

field [83, 84], but there is much potential for the HIV/AIDS

field.

Potential Benefits of Using MOST in HIV/AIDS

Intervention Research

We see several potential long-term benefits of using MOST

in HIV/AIDS intervention research. First, when MOST is

used, key constraints that operate in real-world settings can

be incorporated from the beginning. Recall that in our

hypothetical example, the investigator set about to develop

the most effective intervention that could be obtained with

the intervention components under consideration, mindful

that the intervention is most likely to be implemented

successfully in community settings if it costs no more than

$400 per person to deliver. This was translated into the

optimization criterion, which means that the resulting

intervention is guaranteed to be scalable, assuming that the

$400 per person limit guarantees scalability.

Second, MOST enables intervention scientists to engi-

neer an intervention to attain a desired level of cost-ef-

fectiveness, by making cost-effectiveness a part of the

optimization criterion. By contrast, using the treatment

package approach, cost-effectiveness must be assessed

after the intervention has been developed and evaluated, at

which point it is a fait accompli.

Third, optimization could be done in a transparent

manner by maintaining a web site upon which investigators

can post the results of the component selection experiment,

including data on resource requirements such as money and

time that would be accessible by other intervention scien-

tists. (We refer here to aggregate results, such as the results

of a factorial ANOVA, that would not threaten confiden-

tiality.) This would enable anyone to use the results to

develop a different intervention based on a different opti-

mization criterion more relevant to a particular situation.

For example, suppose a community wishes to implement

our hypothetical intervention, but they know they can

spend no more than $300 per person. The results from our

component selection experiment can be used to determine

which components to retain to arrive at the most effective

intervention that can be delivered without exceeding this

limit. Although it is natural to think in terms of removing

one or more of the components that make up the inter-

vention that was optimized using the criterion of no more

than $400 per person, in fact an intervention optimized

using the $300 per person criterion may or may not be

made up of a subset of those components.

Fourth, using MOST will enable intervention science to

look inside the ‘‘black box’’ of behavioral interventions to

develop a coherent knowledge base about which compo-

nents are effective and which are not, and which compo-

nents enhance or reduce the effect of which other

components. In particular, at this writing little is known

about interactions between intervention components,

because so few factorial experiments have been conducted.

Thus MOST is responsive to Johnson et al.’s [85] call for

approaches that ‘‘help refocus the field of HIV prevention

on improved research strategies to further improve future

interventions by discerning the content design factors

related to success for particular populations, rather than

merely to assess whether the interventions have been suc-

cessful’’ (p. S259).

Fifth, once an intervention has been optimized to an

explicitly operationalized criterion, future research can

focus on measurably improving the intervention. The

objective could be to develop an intervention that is just as

effective as its predecessor, but shorter or less expensive;

or that costs no more, but is more effective; or is better in

some other clearly defined way. The coherent knowledge

base mentioned in the preceding paragraph will help

to speed up this effort. If a particular component’s
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effectiveness has been established in prior research, it may

be possible to include it in subsequent interventions with-

out further experimentation. Alternatively, it may be

desirable to include it in the component selection experi-

ment to determine whether it interacts with other compo-

nents that are under consideration. In this manner, by

working systematically, it may be possible to make steady,

incremental progress over time in improving behavioral

interventions for prevention and treatment of HIV/AIDS.

MOST and the Five-Year Grant Cycle

Funding from the US National Institutes of Health (NIH),

as well as many funding agencies inside and outside the

US, usually is provided for a maximum of 5 years.

Depending on the endeavor it may be difficult to complete

all three phases of MOST in a single 5-year study, even if

much of the preparation phase is completed at the time of

writing a grant proposal. Whether a 5-year plan of work

can reasonably include the evaluation phase in addition to

the optimization phase is largely dependent on two con-

siderations. One is how rapidly research subjects can be

recruited. In some domains, such as school-based research,

large numbers of subjects can be recruited rapidly all at

once; in other domains, such as many studies in medical

settings, recruitment is on a rolling basis, meaning that it is

dependent on the rate at which patients walk into a par-

ticular clinic or are admitted to a hospital.

The other consideration is the event horizon for the main

outcome. In our hypothetical example, the outcome of viral

load is something that can reflect component effects within

a few weeks. By contrast, if the main outcome is sexual

risk behavior, it might take a year or more to observe

enough behavior to draw conclusions about component

effectiveness. When the effects of the intervention com-

ponents on the primary outcome are expected to occur in

the distant future, it may be practical to use measures of the

mediators as short-term outcomes for the component

selection experiment, and optimize the intervention based

on these measures rather than the primary outcome. This is

another way in which the conceptual model plays a critical

role in MOST; such a strategy will be successful only if the

conceptual model is an accurate depiction of the process

that is being intervened upon. The primary outcome vari-

able would be used in the RCT conducted in the evaluation

phase.

Thus there are two general strategies: (a) propose to

complete all three phases of MOST, or (b) propose to com-

plete the preparation and optimization phases, and indicate

that future funding will be sought to complete the evaluation

phase. If (a) is chosen, the investigator may be criticized for

proposing an overly ambitious timeline. Another potential

criticism is that it is unclear what course of action should be

taken if so few of the components show effects that anRCT is

not warranted. (Our view is that sufficient flexibility could be

allowed for the investigator to consult with the relevant NIH

program staff and, with their consent, reconsider the con-

ceptual model and components and conduct another com-

ponent selection experiment. However, such a flexible

strategy, although consistent with how most scientists have

been taught to conduct research, is not typically encouraged

in today’s program announcements and can make reviewers

uncomfortable). If (b) is chosen, reviewers who are accus-

tomed to expecting delivery of a fully evaluated treatment

package at the end of a 5-year funding period may feel

shortchanged. We have received both types of critiques, but

also have successfully proposed (a) and (b) in different

projects as we deemed appropriate. Our suggestion is to lay

out both options clearly and explain the rationale for the

choice that was made.

Limitations and Future Directions

As mentioned above, one open area of research is

approaches to making decisions about which components

and component levels should be included to make up the

optimized intervention. More work is needed on how to

incorporate data on cost, time, and other resource demands.

In addition, guidelines are needed in some cases on how to

collect this kind of data. For example, it is not always clear

how to collect data on resource limitations that are imposed

when an intervention goes to scale.

More work is needed on experimental design. For

example, many intervention scientists wish to examine

some kind of group therapy as one of the components being

considered, or to compare group therapy to individual

therapy. When an intervention component is delivered in a

group setting, dependence between observations is intro-

duced. This dependence is not there at pretest if the sub-

jects have been randomly assigned, but it can grow as a

result of group therapy [86]. Thus an intra-class correlation

often must be modeled in one level of the factor and not in

the other level of the factor in which group therapy is not

provided. Methods of powering such studies and guidelines

for analyzing the resulting data are needed.

Conclusions

Now may be the time to take a longer view on the science

of behavioral and biobehavioral interventions for HIV/

AIDS. By implementing new methodological approaches

for intervention development and evaluation such as

MOST, intervention science can arrive at approaches for

prevention and treatment of HIV/AIDS that are more

effective, economical, efficient, and scalable. Moreover, as
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time goes on, each intervention will be better than its

predecessors along clearly articulated dimensions. In this

manner, the public health impact of behavioral interven-

tions for prevention and treatment of HIV/AIDS will

increase, systematically and incrementally making progress

in moving society toward an end to the pandemic.
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