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Abstract We extend the ‘bundle constructions’ of calibrated submanifolds, due to
Harvey–Lawson in the special Lagrangian case, and to Ionel–Karigiannis–Min-Oo in the
cases of exceptional calibrations, by ‘twisting’ the bundles by a special (harmonic, holomor-
phic, or parallel) section of a complementary bundle. The existence of such deformations
shows that the moduli space of calibrated deformations of these ‘calibrated subbundles’
includes deformations which destroy the linear structure of the fibre.
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1 Introduction

In this article, we examine some explicit deformations through calibrated submanifolds of
calibrated ‘subbundles’ of Euclidean spaces. Let M be a Riemannian manifold with a calibra-
tion, that happens to also be the total space of a vector bundle over a base Q. Then, a calibrated
subbundle N of M is a calibrated submanifold of M which is also a subbundle of M , in the
sense that N is the total space of a vector bundle over a submanifold P of Q, the fibres of
which are subspaces of the corresponding fibres of M . The following are some examples.

If L p is a p-dimensional austere submanifold of R
n , then the total space of its conormal

bundle N∗L is an n-dimensional special Lagrangian submanifold in T ∗
R

n ∼= C
n . Similarly,

if L2 is a 2-dimensional submanifold of R
4 which is minimal (or negative superminimal),

then the bundle Λ2−(R4) of anti-self dual 2-forms on R
4 restricts on L2 to the direct sum

E ⊕ F of a rank 1 and a rank 2 real vector bundle over L2, respectively, and the total space
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of E is associative (or the total space of F is coassociative) in Λ2−(R4) ∼= R
7. A similar

construction holds for Cayley subbundles of R
8 as rank 2 real vector bundles over a mini-

mal surface L2 in R
4, obtained by restricting the negative spinor bundle /S−(R4) ∼= R

8 of
negative chirality spinors on R

4 to the submanifold L2 and decomposing the restriction into
the direct sum of two rank 2 real vector bundles over L2. The total space of each one of
these is a Cayley submanifold of R

8. The construction in the special Lagrangian case is due
to Harvey–Lawson [2], while the constructions in the case of the exceptional calibrations
appeared in Ionel–Karigiannis–Min-Oo [3]. All these constructions were later generalized
to noncompact manifolds of special holonomy that are total spaces of vector bundles over
compact bases, such as the Stenzel manifolds T ∗Sn , which admit Calabi-Yau metrics, and
the Bryant–Salamon manifolds of G2 or Spin(7) holonomy, by Karigiannis–Min-Oo [6].

The purpose of the present article is the following. In 1993, a generalization of the
Harvey–Lawson conormal bundle construction of special Lagrangian submanifolds in C

n

was presented by Borisenko [1]. This construction involves ‘twisting’ the conormal bundle
by the gradient of a smooth function ρ on the austere submanifold L p ⊂ R

n , and finding
the condition on ρ for the resulting smooth n-dimensional submanifold of C

n , which is no
longer a vector subbundle of T ∗

R
n |L , to be special Lagrangian. In the case when p = 2,

the function ρ needs to be a harmonic function on L . For p > 2, the condition is more
complicated, and was only considered by Borisenko for p = 3 and n = 4. First, we rederive
the Borisenko construction using the notation of [3], but for general p and n. We also extend
his construction by considering a twisting by a closed 1-form μ, rather than an exact 1-form
dρ. We then proceed to adapt this idea to give an analogous construction of twisted calibrated
subbundles in the setting of the exceptional calibrations on R

7 and R
8. The main results in

this article are contained in Theorems 1, 2, 3, and 4.
These new examples of calibrated submanifolds of Euclidean spaces are deformations

of calibrated subbundles which are no longer total spaces of vector bundles. This shows
that the moduli space of calibrated submanifolds near a calibrated subbundle includes both
deformations of the base L (as a submanifold of the required ‘type’ for the associated vector
bundle to be calibrated), and deformations of the ‘fibre’ in a way that destroys the linear
structure, but remains a foliation of smooth submanifolds foliated by the original base L of
the calibrated subbundle. In particular this answers, in the negative, the question posed at the
very end of [6] about whether calibrated subbundles can only deform as bundles.

The deformation theory of compact calibrated submanifolds was first studied by
McLean [11]. His arguments used the Hodge theory of compact oriented Riemannian man-
ifolds extensively, in particular the L2-orthogonal decomposition of the space of smooth
forms into harmonic forms plus exact forms plus coexact forms. To study the moduli space
of noncompact calibrated submanifolds, one needs noncompact analogues of the Hodge
theorem, which are much more complicated. However, in the case of noncompact-oriented
Riemannian manifolds which are, for example, asymptotically cylindrical or asymptotically
conical, then the techniques of Lockhart–McOwen [8,7] can be employed. Much study
has been done on the deformation theory of noncompact calibrated submanifolds which are
asymptotically conical or asymptotically cylindrical. A partial list of references to such study
includes [4,5,9,10,12].

The outline of our article is as follows. In sections 2 and 3, we discuss our ‘twisted’
calibrated subbundle constructions in the special Lagrangian and exceptional cases, respec-
tively. Section 4 presents an explicit example, and in Sect. 5, we summarize some of the
more important observations that can be made and questions that can be asked. Finally, the
Appendix collects a useful lemma on the symmetric polynomials of a matrix and the octonion
multiplication table, which are used in the text to prove the main theorems.
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Remark 1 As the present article is in some sense a sequel to both [3] and [6], we use the
notations established in those articles throughout. Readers may find it helpful to familiar-
ize themselves with [3] before reading the present article. Although the proofs of the main
theorems are somewhat similar to those in [3], we provide as much detail as possible for com-
pleteness. The special Lagrangian case (Theorem 1) is the most different, and the Eqs. (2.8)
derived there may prove to be interesting in and of themselves.

2 Review and extension of the Borisenko construction

In this section, we review and extend the Borisenko generalization [1] of the Harvey–
Lawson conormal bundle construction of special Lagrangian submanifolds of C

n , for a
general p-dimensional submanifold L p of R

n .
Let {e1, . . . , ep} be a local orthonormal frame of tangent vectors to L , and let {e1, . . . , ep}

be the dual coframe for the cotangent bundle. Similarly, let {ν1, . . . , νn−p} be a local ortho-
normal frame of normal vector fields to L and let {ν1, . . . , νn−p} be the dual coframe for the
conormal bundle. By parallel transport using the tangential and normal connections, we can
assume without loss of generality that for a fixed point x ∈ L , we have

(∇ei e j )|Tx and (∇ei ν j )|N
x = 0 (2.1)

where ∇ is the Levi-Civita connection on R
n . If ν is any normal vector field on L , then we

define the second fundamental form in the direction of ν by

Aν : Tx M → Tx M

Aν(w) = (∇wν)T

for any tangent vector w to L at x .

Remark 2 As mentioned in [3], here we follow the sign convention of Harvey–Lawson [2],
which differs from the more widely used convention.

For notational convenience, we will denote

Ak
i j = Aνk

i j = 〈
Aνk (ei ), e j

〉 = Ak
ji .

Now at the point x , by our assumption, ∇ei e j has no tangential component. Therefore, at the
point x , we have

∇ei e j =
n−p∑

k=1

〈∇ei e j , νk
〉
νk = −

q∑

k=1

Ak
i jνk,

where we denote q = n − p. Similarly, we also have, at the point x , that

∇ei ν j =
p∑

k=1

〈∇ei ν j , ek
〉
ek =

p∑

k=1

A j
ikek .

From these two formulas, it follows immediately that at x , we have

∇ei e
j = −

q∑

k=1

Ak
i jν

k, ∇ei ν
j =

p∑

k=1

A j
ikek . (2.2)
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Let N∗L be the conormal bundle of L in R
n . It was shown in [2] that N∗L is special

Lagrangian in T ∗
R

n with a particular phase if and only if L is austere. That is, the odd degree
symmetric polynomials of Aν vanish for every normal vector field ν. More generally, we will
consider the following situation. Let μ be a smooth 1-form on L and define

Xμ = {(x, ξ + μx ) ∈ T ∗
R

n |L : x ∈ L , ξ ∈ N∗
x L}. (2.3)

This is a ‘twisting’ of the conormal bundle N∗L obtained by affinely translating each fibre
N∗

x L by a vectorμx , in the orthogonal complement T ∗
x L , which varies with x ∈ L . Of course,

for μ = 0, we recover the conormal bundle. It is clear that Xμ is a smooth n-dimensional
submanifold of T ∗ Rn ∼= C

n . We can also mnemonically write Xμ as ‘N∗L + μ’.
In order to state our theorem, we need to recall the definition of the elementary symmetric

polynomials σk(A) of a p × p matrix A. These can be defined by

det(I + t A) =
p∑

k=0

tkσk(A). (2.4)

The cases σ1(A) = Tr(A) and σp(A) = det(A) are the most familiar, but all these matrix
invariants play an important role in special Lagrangian geometry. Note that σ0(A) = 1.

Proposition 1 The submanifold Xμ is Lagrangian in T ∗
R

n if and only if dμ = 0.

Proof Although this is a simple calculation, and a well-known result, it is easy to get confused
by the notation, since we are looking at the total space of a vector bundle, so we proceed care-
fully. We need to show that every tangent space to Xμ = N∗L +μ is a Lagrangian subspace
of the corresponding tangent space to T ∗

R
n if and only if μ is closed. In local coordinates

(u1, . . . , u p) for L and coordinates (t1, . . . , tq) for the fibres of N∗L with respect to the local
trivialization {ν1, . . . , νq}, the immersion h of Xμ in T ∗

R
n is given by

h : (u1, u2, . . . , u p, t1, t2, . . . , tq)

	→ (
x1(u), . . . , xn(u), t1ν

1 + t2ν
2 + · · · + tqν

q + μ(x1(u), . . . , xn(u))
)
.

A basis for the tangent space to Xμ at the point h(u0, t1, t2, . . . , tq) is given by the vectors

Ei = h∗
(
∂

∂ui

)
=

(

ei ,

q∑

k=1

tk(∇ei ν
k)|x(u0)

+ (∇eiμ)|x(u0)

)

i = 1, . . . , p,

Fj = h∗
(
∂

∂t j

)
= (0, ν j ) = ν̌ j j = 1, . . . , q.

(2.5)

Since T(x,αx )(T
∗
R

n) ∼= Tx R
n ⊕ Tx R

n naturally, as in [3], we will denote (ei , 0) by ēi and
(0, ei ) by ěi . Then, ēk is dual to ēk and ěk is dual to ěk . With this notation and Eq. (2.2), we
can write

Ei =
(

ei ,

q∑

k=1

p∑

l=1

tk Ak
il e

l +
p∑

l=1

(∇eiμ)(el)e
l +

q∑

l=1

(∇eiμ)(νl)ν
l

)

= ēi +
p∑

l=1

Aνil ě
l +

p∑

l=1

(∇eiμ)(el)ě
l +

q∑

l=1

(∇eiμ)(νl)ν̌
l (2.6)

= ēi +
p∑

l=1

(
Aνil + (∇eiμ)(el)

)
ěl +

q∑

l=1

(∇eiμ)(νl)ν̌
l

where we have defined ν = ∑q
k=1 tkνk .
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In this basis, the canonical symplectic form ω on T ∗
R

n is given by

ω =
p∑

k=1

ēk ∧ ěk +
q∑

l=1

ν̄l ∧ ν̌l . (2.7)

Hence, to check when this immersion is Lagrangian, we use (2.7) and compute

ω(Fi , Fj ) = ω(ν̌i , ν̌ j ) = 0 ∀i, j = 1, . . . , q,

and (dropping the summation sign over k for clarity) we also have

ω(Fi , E j ) = ω(ν̌i , ē j +
(

Aνjk + (∇e jμ)(ek)
)

ěk + (∇e jμ)(νk)ν̌
k) = 0 ∀i = 1, . . . , q,

∀ j = 1, . . . , p.

Finally (again with the summations over k and l implied), we find that

ω(Ei , E j ) =ω(ēi + (
Aνil + (∇eiμ)(el)

)
ěl + (∇eiμ)(νl)ν̌

l ,

ē j +
(

Aνjk + (∇e jμ)(ek)
)

ěk + (∇e jμ)(νk)ν̌
k)

= Aνi j + (∇eiμ)(e j )− Aνj i − (∇e jμ)(ei ) = 2(dμ)(ei , e j )

using the symmetry of Aν and the fact that the exterior derivative is the skew-symmetrization
of the covariant derivative. Thus, we see that Xμ is Lagrangian if and only if μ is closed.

We now ask when Xμ is special Lagrangian. The result of Theorem 1 below is quite
complicated, but we make several observations about the theorem immediately following its
proof.

Theorem 1 Suppose dμ = 0, so that Xμ is Lagrangian. Let B be the symmetric matrix

Bi j = (∇eiμ)(e j ) = 1

2

(
(∇eiμ)(e j )+ (∇e jμ)(ei )

)
.

Thus, B is the matrix of the symmetrized covariant derivative of μ. Let φ = π
2 q − θ . Then,

Xμ is special Lagrangian with phase eiθ if and only if

Im
(

eiφ det(I + i B)
)

= 0,

and

σ j (A
ν(I + i B)−1) = (−1) jσ j (A

ν(I − i B)−1) ∀ j = 1, . . . , p,

(2.8)

for every normal vector field ν, with corresponding second fundamental form A = Aν .

Proof Since a basis for the (1, 0) forms is given by ē j + i ě j for j = 1, . . . , p and ν̄k + i ν̌k

for k = 1, . . . , q , the holomorphic (n, 0) form 
 on T ∗
R

n is


 = (ē1 + i ě1) ∧ · · · ∧ (ē p + i ěp) ∧ (ν̄1 + i ν̌1) ∧ · · · ∧ (ν̄q + i ν̌q). (2.9)

From (2.5) and (2.6), we have

(ē j + i ě j )(Ei ) = δ j i + iλi A ji + i(∇eiμ)(e j ), (ē j + i ě j )(Fi ) = 0,

(ν̄ j + i ν̌ j )(Ei ) = i(∇eiμ)(ν j ), (ν̄ j + i ν̌ j )(Fi ) = iδ j i .
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Thus, by (2.9), we have


(E1, . . ., E p, F1, . . ., Fq)= iq det(δ j i + i A ji +i∇eiμ(e j ))= iq det(I + i(A + B)).

(2.10)

As in [2], changing the point (t1, . . ., tq) to (st1, . . ., stq) results in changing A to s A.
Now for Xμ to be special Lagrangian in C

n with phase eiθ , we need Im(e−iθ
)|Xμ
= 0, and

hence at each point x in L , and for each normal direction ν, we must have that

f (s) = Im
(

e−iθ iq det(I + i(s A + B))
)

= 0 ∀ s. (2.11)

Remark 3 Before concluding the proof, we should comment on the possible phase eiθ . In the
case considered by Harvey–Lawson [2] and reviewed in [3], we had μ = 0, and thus B = 0.
Since the real part of det(I + is A) is always nonzero for any s, in this situation, we must
take eiθ = ±iq . (The minus sign just corresponds to a change of orientation.) However, in
the general case B �= 0, the constant term (corresponding to s = 0) in det(I + i(s A + B))
is det(I + i B) = ∑p

k=0 i kσk(B), and it is no longer true in general (if p ≥ 2) that the real
part of this is always nonzero. In fact, for any choice of phase eiθ , we can get a differential
equation for μ alone by setting f (0) = 0 which must be satisfied.

Returning to the proof, let e−iθ iq = eiφ , where φ = π
2 q − θ . By Eq. (2.11) we need

eiφ det(I + i(B + s A))− e−iφ det(I − i(B + s A)) = 0 ∀ s,

which by (2.4) becomes

eiφ
p∑

k=0

(i)kσk(B + s A)− e−iφ
p∑

k=0

(−i)kσk(B + s A) = 0 ∀ s.

Because this is a pth-order polynomial in s, it vanishes identically if and only if the first p
derivatives in s, at s = 0, all vanish. Since B is symmetric, the eigenvalues are real, and thus
I ± i B is always invertible. Hence, we can apply Lemma 1 to the above expression with
t = ±i , and obtain

eiφ j ! i j det(I + i B) σ j (A(I + i B)−1) = e−iφ j ! (−i) j det(I − i B) σ j (A(I − i B)−1)

∀ j = 0, . . . , p,

which simplifies to

e2iφ det(I + i B) σ j (A(I + i B)−1)=(−1) j det(I −i B) σ j (A(I −i B)−1) ∀ j =0, . . . , p.

(2.12)

Now let j = 0 in (2.12). Since σ0(C) = 1 for any C , we get

e2iφ det(I + i B) = det(I − i B), (2.13)

which, substituted back into (2.12), gives

σ j (A(I + i B)−1) = (−1) j σ j (A(I − i B)−1) ∀ j = 1, . . . , p,

the second part of (2.8). Finally, Eq. (2.13), corresponding to j = 0, can also be rewritten as

2i Im
(

eiφ det(I + i B)
)

= eiφ det(I + i B)− e−iφ det(I − i B) = 0,

and is the first part of (2.8).
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Let us make some observations about Theorem 1.
(The case μ = 0.) If μ = 0, then B = 0, and (2.8) reduces to eiφ = ±1 and

σ j (A) = (−1) j σ j (A) ∀ j = 1, . . . , p.

That is, we recover the result of Harvey–Lawson [2] that the conormal bundle N∗L is
special Lagrangian in T ∗

R
n with phase iq if and only if all the odd degree symmetric polyno-

mials in the eigenvalues of Aν vanish for all normal vector fields ν on L . Such a submanifold
L of R

n is called austere.
Now consider the second part of (2.8). When j = p, using σp = det and the first part

of (2.8), we get

e2iφ det(Aν) = (−1)p det(Aν) (2.14)

for every normal vector field ν. In fact, this can also be seen from (2.12) using the multi-
plicativity of the determinant. Since the right-hand side of (2.14) is real, we see that, unless
every Aν is singular, we must have eiφ ∈ {±1,±i}, and depending on the parity of p and
whether e2iφ is +1 or −1, this either gives no information or tells us that indeed, each Aν is
singular. Meanwhile, the first part of (2.8) can be rewritten as

sin φ (1 − σ2(B)+ σ4(B)− σ6(B)+ · · · ) = cosφ (σ1(B)− σ3(B)+ σ5(B)− · · · ) .
(2.15)

This equation is formally identical to the equation satisfied by a special Lagrangian graph
in C

n , derived by Harvey–Lawson [2]. Note that

σ1(B) =
p∑

k=1

(∇ekμ)(ek) = −d∗μ,

so σ1(B) = 0 is precisely the condition that the closed 1-form μ be coclosed, and hence
harmonic.

We can also simplify the second part of (2.8) when j = 1 as follows. Without loss of
generality, we can assume that our oriented orthonormal local frame {e1, . . . , ep} for L has
been chosen so that the symmetric matrix B is diagonal: Bkl = λkδkl , with real eigenvalues
λk . Then (2.8) for j = 1 becomes:

Tr(A(I + i B)−1) = − Tr(A(I − i B)−1)

p∑

k=1

p∑

l=1

Akl(1 + iλlδlk)
−1 = −

p∑

k=1

p∑

l=1

Akl(1 − iλlδlk)
−1,

which can be easily rearranged to obtain

p∑

k=1

Akk

1 + λ2
k

= 0. (2.16)

Similar expressions can be obtained for the second part of (2.8) when j = 2, . . . , p − 1
using the fact that σ j (C) = Tr(Λ j C), but these expressions are not particularly enlightening.

(The case p = 1.) When p = 1 (L is a curve), and in any codimension q , Eqs. (2.8)
reduce to only (2.14) and (2.15) with p = 1. These become

e2iφ Aν = −Aν, sin φ = − cosφ d∗μ.
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The case eiφ = ±i gives the contradiction 1 = 0, so we must have Aν = −Aν , and
d∗μ = − tan φ. So L1 is a minimal 1-dimensional submanifold of R

n (hence a straight line)
andμ is a closed 1-form on L ∼= R satisfying�Lμ = dd∗μ+d∗dμ = −d(tan φ)+d∗(0) =
0, since φ is constant. In fact, since H1(R) = 0, we know that μ = d f for some function f
on L satisfying �L f = tan φ. If we choose coordinates on R

n so that L1 is just the x = x1

axis, then μ = (ax + b)dx for some constants a and b, and thus Xμ = ‘N∗L +μ’ is just an
affine translation of N∗L in C

n = R
n ⊕ R

n , and is thus an n-plane.
(The case p = 2.) When p = 2 (L is a surface), and in any codimension q , Eqs. (2.8)

reduce to (2.14), (2.15), and (2.16) with p = 2. These become

e2iφ det Aν = det Aν, sin φ (1 − σ2(B)) = cosφ Tr(B),
Aν11

1 + λ2
1

+ Aν22

1 + λ2
2

= 0.

If some det Aν �= 0, then eiφ = ±1, and thus d∗μ = − Tr(B) = 0. Hence, λ1 = −λ2,
and then the third equation above gives Tr Aν = 0, for any ν, and hence L is a minimal
surface in R

n , and μ is a harmonic 1-form on L . These are the only conditions. On the other
hand, if every det Aν = 0, then the phase eiφ can be arbitrary, and the second equation above
becomes 1 − σ2(B) = cot φ Tr(B), which is much more complicated. Given a solution of
this equation, we can then substitute back into the third equation above to find conditions on
the second fundamental form of L in R

n .
We can summarize part of the above discussion as follows.

Corollary 1 When p = 2, then Xμ is special Lagrangian with phase iq if and only if L is
minimal in R

n and μ is a harmonic 1-form on L.

Remark 4 The results in this section are extensions of the study of Borisenko [1]. He con-
sidered only the special case when μ = dρ is exact, and n = 3, p = 2, with fixed phase
iq = i .

Remark 5 From the above discussion, it appears likely that there exist solutions to (2.8) in
which L is not austere in R

n . This would give a negative answer to ‘Question 5.3’ in [6], for
the special Lagrangian case. See also the brief discussion in Sect. 5 for more about this.

3 Analogous constructions for the exceptional calibrations

In this section, we present similar constructions of calibrated submanifolds of R
7 and R

8

which are deformations of total spaces of vector bundles, obtained by ‘twisting’ the con-
structions of [3].

3.1 Associative and coassociative submanifolds of R
7

We begin by reviewing (see [3]), thatΛ2−(R4) ∼= R
7 has a canonical torsion-free G2-structure

ϕ. Let {e1, e2, e3, e4} be any local oriented coframe for R
4. Then each fibre of Λ2−(R4) is

spanned by

ω1 = e1 ∧ e2 − e3 ∧ e4,

ω2 = e1 ∧ e3 − e4 ∧ e2,

ω3 = e1 ∧ e4 − e2 ∧ e3.
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An oriented orthonormal frame for the total space Λ2−(R4) is given by

(ei , 0) i = 1, . . . , 4 and (0, ωi ) i = 1, . . . , 3.

To simplify the notation, we will denote (ei , 0) by ēi and (0, ωi ) by ω̌i . The canonical
G2-structure ϕ on Λ2−(R4) is then given by

ϕ = ω̌1 ∧ ω̌2 ∧ ω̌3 + ω̌1 ∧ (ē1 ∧ ē2 − ē3 ∧ ē4)

+ ω̌2 ∧ (ē1 ∧ ē3 − ē4 ∧ ē2)+ ω̌3 ∧ (ē1 ∧ ē4 − ē2 ∧ ē3)
(3.1)

where ω̌k is dual to ω̌k and ēk is dual to ēk .
Now we restrict the bundle Λ2−(R4) to an oriented surface L2 in R

4, with {e1, e2} an ori-
ented local coframe for L , and {e3, e4} = {ν1, ν2} an oriented local frame for the conormal
bundle. We also assume that at a fixed point x ∈ L , the frames have been chosen to satisfy
the Eqs. (2.1).

Proposition 2 In such an adapted local frame, at the point x, we have

∇eiω
1 = (A2

i1 − A1
i2)ω

2 + (−A1
i1 − A2

i2)ω
3,

∇eiω
2 = (A1

i2 − A2
i1)ω

1,

∇eiω
3 = (A2

i2 + A1
i1)ω

1.

Proof See [3, Proposition 4.1.2].

Notice that, when restricted to L2, we have ω1 = volL − ∗R4volL is a globally defined
nowhere vanishing section of Λ2−(R4)|L . Hence, Λ2−(R4)|L can be decomposed as E ⊕ F ,
where E is the real line bundle over L spanned by ω1, and F = E⊥ is a rank 2 real vector
bundle over L locally spanned by ω2 and ω3. In [3], it is proved that the total space of F is
associative in R

7, and the total space of F is coassociative in R
7, if and only if L is minimal

or negative superminimal in R
4, respectively.

Following the strategy of Sect. 2, it is natural to consider the following. Let σ be a section
of the bundle F over L . Define Xσ by

Xσ = {(x, η + σx ) ∈ Λ2−(R4)|L : x ∈ L , η ∈ Ex }. (3.2)

As in Sect. 2, this is a ‘twisting’ of the bundle E over L obtained by affinely translating each
fibre Ex by a vector σx , in the orthogonal complement Fx , which varies with x ∈ L . We will
mnemonically write Xσ as ‘E +σ ’. We want to find conditions on the immersion of L in R

4

and on the section σ of F , so that Xσ is an associative submanifold of R
7.

Before stating our theorem, we make the following observations. First, we note that L2 is
an oriented Riemannian 2-manifold, and hence is a complex 1-dimensional Kähler manifold,
with complex structure J defined locally by Je1 = e2 and Je2 = −e1. Also, since F is a
rank 2 real vector bundle over L , with an orientation given by {ω2, ω3}, it is actually a rank
1 complex vector bundle over L , with complex structure given locally by Jω2 = ω3 and
Jω3 = −ω2. Since L is complex one-dimensional, this F is actually a holomorphic line
bundle (as there are no (0, 2)-forms.)

Theorem 2 The submanifold Xσ is an associative submanifold of R
7 ∼= Λ2−(R4) if and only

if L is minimal in R
4 and σ is a holomorphic section of F.
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Proof We need to check when every tangent space to Xσ is an associative subspace of the
corresponding tangent space to Λ2−(R4). In local coordinates, the immersion h is

h : (u1, u2, t1) 	→ (x1(u1, u2), x2(u1, u2), t1ω
1 + σ(u1, u2))

= (x1(u1, u2), x2(u1, u2), t1ω
1 + α(u1, u2)ω2 + β(u1, u2)ω3).

Here α and β are locally defined smooth functions which are the coordinates of σ with
respect to the local trivialization {ω2, ω3} of F . We omit the explicit dependence of each ωi

on (u1, u2) for notational simplicity. Thus, the tangent space to Xσ at (x(u0), t1ω1 + σ) is
spanned by the vectors

Ei = h∗
(
∂
∂ui

)
= (

ei , t1∇ei (ω
1)+ ∇ei (αω

2 + βω3)
)
, i = 1, 2,

F1 = h∗
(
∂
∂t1

)
= (0, ω1) = ω̌1.

Using Proposition 2, we find that

Ei = ēi + ai ω̌
1 + bi ω̌

2 + ci ω̌
3,

where

ai = α(A1
i2 − A2

i1)+ β(A2
i2 + A1

i1), bi = t1(A
2
i1 − A1

i2)+αi , ci = t1(−A1
i1− A2

i2)+ βi ,

with αi = ∂α
∂ui and βi = ∂β

∂ui . To check when the tangent space at (x(u0), t1ω1 + σ) is asso-
ciative, we need to see when the octonion associator [E1, E2, F1] = (E1 E2)F1 − E1(E2 F1)

vanishes, where without loss of generality, and at this point, we can make the following
explicit identification of the tangent space of Λ2−(R4) with Im(O):

⎛

⎝
ω̌1 ω̌2 ω̌3 ē1 ē2 ν̄1 ν̄2

� � � � � � �
i j k e ie je ke

⎞

⎠ .

Therefore, we have

E1 = e + a1i + b1j + c1k

E2 = ie + a2i + b2j + c2k

F1 = i.

Now a tedious computation (see the octonion multiplication table in Appendix B) gives

[E1, E2, F1] = (E1 E2)F1 − E1(E2 F1)

= 2(c2 − b1)je − 2(b2 + c1)ke

= −2
(
(A2

11 + A2
22)t1 + (β2 − α1)

)
je + 2

(
(A1

11 + A1
22)t1 − (α2 + β1)

)
ke.

This will vanish for all x ∈ L and all t1 ∈ R if and only if Tr Aν1 = Tr Aν2 = 0 (that
is, L is minimal) and α1 = β2 and α2 = −β1. All that remains is to verify that these two
equations on α and β are equivalent to the holomorphicity of the section σ . Let ∇F denote
the connection on F induced from ∇ on R

4. Since F is a holomorphic line bundle, we see
that

∂̄Fσ = 0 ⇔ (∇F )(0,1)σ = 0 ⇔ (e1 + ie2)
(
∇Fσ

)
= 0.
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Let πF denote the orthogonal projection from E ⊕ F onto F . We have

(e1 + ie2)
(
∇Fσ

)
= ∇F

e1
σ + J (∇F

e2
σ)

= πF (∇e1σ)+ J (πF (∇e2σ))

= πF (α1ω
2 + α∇e1ω

2 + β1ω
3 + β∇e1ω

3)

+ J (πF (α2ω
2 + α∇e2ω

2 + β2ω
3 + β∇e2ω

3))

= α1ω
2 + β1ω

3 + J (α2ω
2 + β2ω

3)

= (α1 − β2)ω
2 + (β1 + α2)ω

3,

(3.3)

where we have used Proposition 2 once again. Thus, the pair of equations α1 = β2 and
α2 = −β1 are equivalent to ∂̄Fσ = 0. This completes the proof.

Similarly, we can look for coassociative submanifolds by twisting the vector bundle F
by a section of E . Specifically, let η be a section of the trivial real line bundle E over L .
Define Xη by

Xη = {(x, ηx + σ) ∈ Λ2−(R4)|L : x ∈ L , σ ∈ Fx }. (3.4)

Again, this is a ‘twisting’ of the bundle F over L obtained by affinely translating each fibre
Fx by a vector ηx , in the orthogonal complement Ex , which varies with x ∈ L . We will
mnemonically write Xη as ‘η+ F’. We need to find conditions on the immersion of L in R

4

and on the section η of E so that Xη is a coassociative submanifold of R
7.

Theorem 3 The submanifold Xη is a coassociative submanifold of R
7 ∼= Λ2−(R4) if and

only if L is negative superminimal in R
4 and τ is a parallel section of E, with respect to the

connection ∇E on E induced from ∇ on R
4.

Proof We need to determine when every tangent space to η+ F is a coassociative subspace
of the corresponding tangent space toΛ2−(R4). In local coordinates, the immersion h is given
by

h : (u1, u2, t2, t3) 	→ (x1(u1, u2), x2(u1, u2), γ (u1, u2)ω1 + t2ω
2 + t3ω

3),

where η = γω1 for some smooth globally defined function γ on L , since E is trivialized by
the global section ω1. As before, we omit the explicit dependence of each ωi on (u1, u2).
Thus, the tangent space to Xη at the point (x(u0), η+ t2ω2 + t3ω3) is spanned by the vectors

Ei = h∗
(
∂
∂ui

)
= (

ei ,∇ei (γω
1)+ t2∇ei (ω

2)+ t3∇ei (ω
3)

)
i = 1, 2,

Fj = h∗
(
∂
∂t j

)
= (0, ω j ) = ω̌ j j = 2, 3.

Using Proposition 2, we find that

Ei = ēi + ai ω̌
1 + bi ω̌

2 + ci ω̌
3,

where

ai = γi + t2(A
1
i2 − A2

i1)+ t3(A
2
i2 + A1

i1), bi = γ (A2
i1 − A1

i2), ci = γ (−A1
i1 − A2

i2),

with γi = ∂γ

∂ui . As in [3], we define the vectors ν(t2, t3) = t2ν1 + t3ν2 and ν⊥(t2, t3) =
−t3ν1 + t2ν2, which are orthogonal normal vectors. Then the expressions for ai simplifies to

ai = γi + (Aνi2 − Aν
⊥

i1 ).
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Now since we have

ϕ = ω̌1 ∧ ω̌2 ∧ ω̌3 + ω̌1 ∧ (ē1 ∧ ē2 − ν̄1 ∧ ν̄2)

+ ω̌2 ∧ (ē1 ∧ ν̄1 − ν̄2 ∧ ē2)+ ω̌3 ∧ (ē1 ∧ ν̄2 − ē2 ∧ ν̄1)

we can check when the immersion is coassociative by determining when ϕ restricts to zero
on each of these tangent spaces. A computation gives

ϕ(E1, E2, F2) = a2c1 − a1c2, ϕ(E1, E2, F3) = a1b2 − a2b1,

ϕ(F2, F3, E1) = a1, ϕ(F2, F3, E2) = a2.

Hence, these all vanish if and only if a1 = a2 = 0. Replacing (t2, t3) by (λt2, λt3) changes
Aν to λAν and Aν

⊥
to λAν

⊥
, and thus a1 = a2 = 0 for all x ∈ L and all t2, t3 ∈ R if and

only if

Aν12 − Aν
⊥

11 = 0, Aν22 − Aν
⊥

12 = 0, γ1 = 0, γ2 = 0.

As explained in [3], the first two equations above say that L is negative superminimal in R
4,

while the last two equations say that γ is a constant function on L . Hence, we find that

∇E
ei
(η) = πE (∇ei η) = πE (γiω

1 + γ∇eiω
1) = 0

using Proposition 2. Thus, η is a parallel section of E with respect to ∇E .

Remark 6 In [3], it is shown that when L is negative superminimal in R
4, the section ω1 of

Λ2−(R4)|L is a parallel section, and the coassociative submanifolds constructed there are actu-
ally complex surfaces lying inside a C

6 in R
7. Theorem 3 says that these can only be twisted

by a constant multiple of ω1, and are thus just affine translates of the examples from [3].

3.2 Cayley submanifolds of R
8

In this section, we consider the Spin(7)-manifold R
8 ∼= /S−(R4), the bundle of negative chi-

rality spinors over R
4, and its Cayley submanifolds. We begin by briefly reviewing some of

the facts discussed in [3]. Writing the octonions as O ∼= H ⊕ He, the fibre of spinors /Sx over
x ∈ R

4 is isomorphic to O, with (/S+)x ∼= He and (/S−)x ∼= H. In addition, the cotangent
space T ∗

x R
4 is also identified with He. With these identifications, the Clifford product of a

cotangent vector in T ∗
x R

4 with a spinor in /Sx is given by octonionic multiplication. Explicitly,
the representation is given by

γ : T ∗
R

4 → End(/S+ ⊕ /S−)
γ (α)(s) = αs

where α is a 1-form, s ∈ /S+ ⊕ /S− and the product αs is octonionic multiplication. Since O is
not associative, we need to be careful when composing two elements of this representation:

(γ (α1)γ (α2)) (s) = γ (α1) (γ (α2)(s)) = γ (α1)(α2s) = α1(α2s)

which in general is not the same as (α1α2)s.
Now, if L2 is an oriented submanifold of R

4, then the restriction /S−(R4)|L splits naturally
into the direct sum of two rank 2 real vector bundles V+ ⊕ V− over L . This can be seen as
follows. Define r = γ (e1)γ (e2) for any oriented orthonormal basis of L . It is easy to see
that r is well defined, and in [3] it is shown that r is a linear endomorphism of /S− such that
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r2 = −1, so r is a complex structure on /S−(R4)|L , and V+ and V− are defined to be the ±i
eigenspaces of r . In fact, the map r is given, using (/S−)x ∼= H, by right multiplication by the
unit imaginary quaternion jL = e1e2 where e1, e2 ∈ T ∗

x R
4 ∼= He. Thus, at each point x ∈ L ,

we have (V+)x = span {1, jL} and (V−)x = (span {1, jL})⊥ in H.
In [3], it is proved that the total space of V+ is Cayley in R

8 if and only if L is minimal.
(This is true for V− as well.) As in the two previous sections, we want to consider the natural
twisted version of this construction. Let ψ be a section of the bundle V− over L . Define Xψ
by

Xψ = {(x, χ + ψx ) ∈ /S−(R4)|L : x ∈ L , η ∈ (V+)x }. (3.5)

This is a ‘twisting’ of the bundle V+ over L obtained by affinely translating each fibre (V+)x
by a vector ψx , in the orthogonal complement (V−)x , which varies with x ∈ L . We will
mnemonically write Xψ as ‘V+ + ψ’. We want to find conditions on the immersion of L in
R

4 and on the section ψ of V− so that Xψ is a Cayley submanifold of R
8.

Before stating our theorem, we make the following observations. As in Sect. 3.1, the sub-
manifold L is a Kähler manifold of complex dimension one. Also, V+ ⊕ V− is a quaternionic
line bundle on L , which is identified with a C

2-bundle over L by the complex structure r .
However, we can also think of each V± as a complex line bundle over L , with respect to
a different complex structure. Specifically, the identification (V+)x = span {1, jL} makes
V+ into an SO(2) ∼= U(1) bundle, with complex structure J+ on V+ given by J+(1) = jL

and J+(jL) = −1. Then V−, being the orthogonal complement of V+ in the SO(4) bundle
/S−(R4)|L , is also a complex line bundle. Since L is complex one-dimensional, both V+ and
V− are actually holomorphic line bundles over L .

Theorem 4 The submanifold Xψ is a Cayley submanifold of R
8 ∼= /S−(R4) if and only if L

is minimal in R
4 and ψ is a holomorphic section of V−.

Proof We need to determine when every tangent space to Xψ is a Cayley subspace of the
corresponding tangent space to /S−(R4). In local coordinates the immersion h is

h : (u1, u2, t1, t2) 	→ (x1(u1, u2), x2(u1, u2), t1q1(u
1, u2)+ t2q2(u

1, u2)+ α(u1, u2)q3

+β(u1, u2)q4)

where q1 and q2 are a local oriented orthonormal frame for V+ and q3 and q4 are a local
oriented orthonormal frame for V−. Here ψ = αq3 + βq4. We omit the explicit dependence
of each qi on (u1, u2) for notational simplicity.

The tangent space to Xψ at (x(u0), t1q1 + t2q2 + ψ) is spanned by the vectors

Ek = h∗
(
∂
∂uk

)
= ek + ∇ek (t1q1 + t2q2)+ ∇ek (αq3 + βq4), k = 1, 2,

Fk = h∗
(
∂
∂tk

)
= qk, k = 1, 2.

(3.6)

In [3], an expression is derived for ∇ek q j for j = 1, 2. The exact same argument, with an
extra minus sign, gives ∇ek q j for j = 3, 4. The results are:

∇ek q j = jL

2

(
A1

k1γ (ν
1)γ (e2)+ A2

k1γ (ν
2)γ (e2)+ A1

k2γ (e
1)γ (ν1)+ A2

k2γ (e
1)γ (ν2)

)
q j ,

j = 1, 2,

∇ek q j = − jL

2

(
A1

k1γ (ν
1)γ (e2)+ A2

k1γ (ν
2)γ (e2)+ A1

k2γ (e
1)γ (ν1)+ A2

k2γ (e
1)γ (ν2)

)
q j ,

j = 3, 4.

(3.7)
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where we have used the notation Ak
i j = 〈ei , Aνk (e j )〉. Note that the operators γ (ei )γ (ν j ) all

anti-commute with r = γ (e1)γ (e2) and hence interchange V+ and V−. Thus, in particular,
we note that ∇ekq j is in V+ for j = 3, 4. This will greatly simplify the computation below.

To check when the tangent space at (x(u0), t1q1 + t2q2 +ψ) is Cayley, we need to deter-
mine when the purely imaginary 4-fold octonion product Im(E1 × E2 × F1 × F2) vanishes.
This 4-fold product is given by

Im(a × b × c × d) = Im (ā(b(c̄d)))

whenever a, b, c, d are orthogonal octonions. Here ā is the conjugate of a. For non-orthogo-
nal arguments, we can write them in terms of an orthogonal basis and expand by multilinearity.
(See [2, Section IV.1.C] for details.) Without loss of generality, we can assume that, at the
point x(u0), we have chosen our coordinates so that e1 = e and e2 = ie with respect to the
identification Tx (/S−(R4)) ∼= O, where Tx (R

4) ∼= He and (/S−)x ∼= H. Similarly, we can also
take ν1 = je and ν2 = ke. From this choice it follows that jL = e(ie) = i. Thus, at this point
x , the oriented orthonormal basis for V+ is just q1 = 1, q2 = i, and the orthonormal basis
for V− is q3 = j and q4 = k. Now we can compute (using the octonion multiplication table)
and find:

γ (e1)γ (ν1)q1 = j, γ (e1)γ (ν1)q2 = k,

γ (e1)γ (ν2)q1 = k, γ (e1)γ (ν2)q2 = −j,

γ (ν1)γ (e2)q1 = k, γ (ν1)γ (e2)q2 = −j,

γ (ν2)γ (e2)q1 = −j, γ (ν2)γ (e2)q2 = −k.

Substituting the above expressions into (3.7) and using (3.6), we find that the tangent vectors
at the point (x(u0), t1q1 + t2q2 + ψ) are given by

E1 = e + t1
2

i
(
(A1

12 − A2
11)j + (A1

11 + A2
12)k

) + t2
2

i
(
(−A1

11 − A2
12)j + (A1

12 − A2
11)k

)

+ α1j + α∇e1 q3 + β1k + β∇e1 q4,

E2 = ie + t1
2

i
(
(A1

22 − A2
12)j + (A1

12 + A2
22)k

) + t2
2

i
(
(−A1

12 − A2
22)j + (A1

22 − A2
12)k

)

+ α2j + α∇e2 q3 + β2k + β∇e2 q4,

F1 = 1,

F2 = i.

where αi = ∂α
∂ui and βi = ∂β

∂ui . As mentioned above, ∇ek q3 and ∇ek q4 are both in V+, which
is spanned by 1 and i. Since the 4-fold product Im(E1 × E2 × F1 × F2) is alternating, and
since F1 = 1 and F2 = i, we can drop the terms ∇ek q3 and ∇ek q4 from E1 and E2 for the
purposes of computing Im(E1 × E2 × F1 × F2). After a tedious computation using the Table
B.1 in Appendix B, the result is

Im(E1 × E2 × F1 × F2) = (C4C1 − C3C2)i + (C1 − C3)je + (C2 − C4)ke, (3.8)

where

C1 = t1
2
(A1

22 − A2
12)− t2

2
(A1

12 + A2
22)+ β2,

C2 = t1
2
(A1

12 + A2
22)+ t2

2
(A1

22 − A2
12)− α2,
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C3 = − t1
2
(A1

11 + A2
12)− t2

2
(A1

12 − A2
11)+ α1,

C4 = t1
2
(A1

12 − A2
11)− t2

2
(A1

11 + A2
12)+ β1.

For (3.8) to vanish, we must have C1 = C3 and C2 = C4, so the coefficient of i will vanish
automatically. The last two terms can be simplified to

(
t1
2
(A1

11 + A1
22)− t2

2
(A2

11 + A2
22)+ (β2 − α1)

)
je

+
(

t1
2
(A2

11 + A2
22)+ t2

2
(A1

11 + A1
22)− (α2 + β1)

)
ke.

This clearly vanishes for all t1, t2 if and only if Tr Aν1 = Tr Aν2 = 0 and α1 = β2 and
α2 = −β1. The first two conditions say L is minimal in R

4. By an argument entirely analo-
gous to that at the end of the proof of Theorem 2, the last two conditions are equivalent to ψ
being a holomorphic section of V−.

4 An explicit example

In this section, we will content ourselves with a family of explicit examples of a ‘twisted’
associative subbundle of R

7. Recall that a complex one-dimensional submanifold of R
4 ∼= C

2

is a minimal surface. Consider the holomorphic surface (x, y, u(x, y), v(x, y)) in R
4 where

the Cauchy–Riemann equations ux = vy and uy = −vx are satisfied. Then one can construct
the vector ω1 = e1 ∧ e2 − ν1 ∧ ν2 in Λ2− and it turns out to be (using the Cauchy–Riemann
equations to simplify):

ω1 = 1

1 + |∇u|2
(
1 − |∇u|2, 2uy, 2ux

)
. (4.1)

Similarly, one can compute that

ω2 = 1

1 + |∇u|2
(
−2uy, 1 + u2

x − u2
y,−2ux uy

)
,

ω3 = 1

1 + |∇u|2
(
−2ux ,−2ux uy, 1 − u2

x + u2
y

)
.

(4.2)

Hence, Theorem 2 gives the following associative submanifold of R
7:

(tω1 + α(x, y)ω2 + β(x, y)ω3, x, y, u(x, y), v(x, y)), (4.3)

where αω2 + βω3 is a holomorphic section of the holomorphic line bundle F over L . Since
we have not chosen an adapted basis satisfying (2.1), the equations for holomorphicity are
not αx = βy and αy = −βx . Instead, we need to again follow the argument in Eq. (3.3), but
this time we cannot use Proposition 2. However, since theω j ’s have unit length, the covariant
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derivatives ∇ekω
j have no component in the ω j direction. Thus, we find

(e1 + ie2)
(
∇Fσ

)
= ∇F

e1
σ + J (∇F

e2
σ)

= πF (∇e1σ)+ J (πF (∇e2σ))

= πF (α1ω
2 + α∇e1ω

2 + β1ω
3 + β∇e1ω

3)

+ J (πF (α2ω
2 + α∇e2ω

2 + β2ω
3 + β∇e2ω

3))

= α1ω
2 + β1ω

3 + α〈∇e1ω
2, ω3〉ω3 + β〈∇e1ω

3, ω2〉ω2

+ J (α2ω2 + β2ω
3 + α〈∇e2ω

2, ω3〉ω3 + β〈∇e2ω
3, ω2〉ω2)

= (
α1 − β2 + β〈∇e1ω

3, ω2〉 − α〈∇e2ω
2, ω3〉)ω2

+ (
β1 + α2 + α〈∇e1ω

2, ω3〉 + β〈∇e2ω
3, ω2〉)ω3,

and thus σ = αω2 + βω3 is holomorphic if and only if

αx − βy = −β〈∇e1ω
3, ω2〉 + α〈∇e2ω

2, ω3〉,
αy + βx = −α〈∇e1ω

2, ω3〉 − β〈∇e2ω
3, ω2〉. (4.4)

Hence, if α and β satisfy Eqs. (4.4) then (4.3) gives an associative submanifold of R
7. For a

concrete choice, let us take u + iv = ez , and thus u(x, y) = ex cos y and v(x, y) = ex sin y.
Then one can check that Eqs. (4.4) become

αx = βy − 2e2x

1 + e2x
α,

αy = −βx + 2e2x

1 + e2x
β.

We can find one simple family of solutions by assuming that α and β are independent of y.
These can then be integrated to obtain

α = C

1 + e2x
, β = K (1 + e2x ),

for some constants C and K . Substituting these into (4.3), using (4.1) and (4.2), and simpli-
fying, we obtain

x1 = t − te4x + 2Cex sin y − 2K ex cos y (1 + e2x )2

1 + 2e2x + e4x
,

x2 = −2tex sin y − 2te3x sin y + C(1 + 2e2x cos 2y)+ K (1 + e2x )2e2x sin 2y

1 + 2e2x + e4x
,

x3 = 2tex cos y + 2te3x cos y + Ce2x sin 2y + K (1 + e2x )2(1 − e2x cos 2y)

1 + 2e2x + e4x
,

x4 = x,

x5 = y,
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x6 = ex cos y,

x7 = ex sin y,

as an explicit example of a non-ruled associative submanifold of R
7. When C = K = 0,

this reduces to the (ruled) example of Section 5.2 of [3]. Similarly lengthy computations can
also be done in the coassociative and Cayley cases.

5 Conclusion

The results in the present article demonstrate that noncompact calibrated ‘subbundles’ of
Euclidean space, which in particular are ruled calibrated submanifolds, have a rich deforma-
tion theory, that includes deformations through non-ruled calibrated submanifolds. It is an
interesting question to study whether or not there exist any other deformations which are not
of this type. A general theorem on the deformation theory of ruled calibrated submanifolds is
still lacking, although a few studies have been done by Joyce [4,5] and Lotay [9,10], among
others.

In addition, given the likelihood that the ‘twisted special Lagrangian subbundle’ Eqs. (2.8)
admit solutions in which L p is not austere in R

n , especially for p ≥ 3, this would give a
negative answer to the ‘Question 5.3’ posed at the end of [6]. It is interesting to note, how-
ever, that in the case of the exceptional calibrations, Theorems 2, 3, and 4 in the present
article show that the ‘base’ of the twisted calibrated subbundles remains of the same type
as in the untwisted case: minimal or negative superminimal. Hence, these constructions do
not contradict ‘Question 5.3’ of [6] in the case of exceptional calibrations. While there is
admittedly little evidence for ‘Question 5.3’, it certainly remains to be of great interest to
study possible local models for the intersections of calibrated submanifolds inside compact
manifolds of special holonomy.

It would also be interesting to determine to what extent these ‘twisted’ constructions extend
to the cohomogeneity one special holonomy metrics considered in [6]. It seems likely that
they do. In fact, it is conceivable that these results may hold in general manifolds of special
holonomy, although if so, proofs would probably need somewhat different techniques.

Acknowledgments The research of the first author is partially supported by a Discovery Grant from the
Natural Sciences and Engineering Research Council of Canada. Portions of this research were conducted
while the second author was an undergraduate student research assistant of the first author in summer 2009,
and was supported by the Chinese University of Hong Kong. The authors would like to thank Ho-Yeung Hung
for helping to check some of the original calculations, in the special Lagrangian and the coassociative cases,
in the summer of 2009. The first author would also like to thank Jason Lotay for useful discussions.

Appendix A: An identity involving the symmetric polynomials of a matrix

In this appendix, we derive an identity that is used in Theorem 1.

Lemma 1 Let A and B be p × p real matrices. Then the following identity holds:

p∑

k=0

tk
(

d j

ds j

∣∣∣∣
s=0
σk(B + s A)

)
= j ! t j det(I + t B) σ j (A(I + t B)−1)

for all t ∈ C such that I + t B is invertible, and all 0 ≤ j ≤ p.
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Proof We begin by applying (2.4) to B + s A, and expanding:

p∑

k=0

tkσk(B + s A) = det(I + t (B + s A))

= det((I + st A(I + t B)−1)(I + t B))

= det(I + t B) det(I + (st)A(I + t B)−1)

= det(I + t B)
p∑

k=0

sk tkσk(A(I + t B)−1).

Now we differentiate the above equation j times with respect to s, and note that on the
right-hand side, only the terms with k ≥ j survive:

p∑

k=0

tk
(

d j

ds j
σk(B + s A)

)
= det(I + t B)

p∑

k= j

k!
(k − j)! sk− j t kσk(A(I + t B)−1).

Setting s = 0 above, only the term with k = j survives on the right-hand side. We obtain

p∑

k=0

tk
(

d j

ds j

∣∣∣∣
s=0
σk(B + s A)

)
= j ! t j det(I + t B) σ j (A(I + t B)−1).

Appendix B: Octonion multiplication table

Here is a multiplication table for the octonions O. The table corresponds to multiplying the
element in the corresponding row on the left of the element in the corresponding column.
For example, i · j = k.

Table B.1 Octonion multiplication table

1 i j k e ie je ke

1 1 i j k e ie je ke

i i −1 k −j ie −e −ke je

j j −k −1 i je ke −e −ie

k k j −i −1 ke −je ie −e

e e −ie −je −ke −1 i j k

ie ie e −ke je −i −1 −k j

je je ke e −ie −j k −1 − i

ke ke −je ie e −k −j i −1
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