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Abstract Lévy flight models whose jumps have infinite moments are mathe-
matically used to describe the superdiffusion in complex systems. Exponentially
tempering Lévy measure of Lévy flights leads to the tempered stable Lévy pro-
cesses which combine both the «-stable and Gaussian trends; and the very large
jumps are unlikely and all their moments exist. The probability density functions of
the tempered stable Lévy processes solve the tempered fractional diffusion equation.
This paper focuses on designing the high order difference schemes for the tem-
pered fractional diffusion equation on bounded domain. The high order difference
approximations, called the tempered and weighted and shifted Griinwald difference
(tempered-WSGD) operators, in space are obtained by using the properties of the
tempered fractional calculus and weighting and shifting their first order Griinwald
type difference approximations. And the Crank-Nicolson discretization is used in the
time direction. The stability and convergence of the presented numerical schemes are
established; and the numerical experiments are performed to confirm the theoretical
results and testify the effectiveness of the schemes.
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1 Introduction

The probability density function of Lévy flights [19, 22] has a characteristic func-
tion e Pk (0 < « < 2) of stretched Gaussian form, causing the asymptotic
decay as |x|~!=%. It produces that the second moment diverges, i.e., (x2(r)) = oo.
The divergent second moments may not be feasible for some even non-Brownian
physical processes of practical interest which take place in bounded domains and
involve observables with finite moments. To overcome the divergence of the vari-
ance, many techniques are adopted. By simply discarding the very large jumps,
Mantegna and Stanley [20] introduce the truncated Lévy flights and show that the
obtained stochastic process ultraslowly converges to a Gaussian. From the point of
view of an experimental study, because of the limited time, no expected Gaussian
behavior can be observed. Two other modifications to achieve finite second moments
are proposed by Sokolov et al. [29], who add a high-order power-law factor, and
Chechkin et al. [8], who add a nonlinear friction term. Exponentially tempering the
probability of large jumps of Lévy flights, i.e., making the Lévy density decay as
|x|717*e=*| with A > 0, to get finite moments seems to be the most popular one;
and the corresponding tempered fractional differential equations are derived [1, 4-6].
In fact, the power-law waiting time can also be exponentially tempered [22]. More
detailed descriptions of the applications of tempered fractional differential equations
related to finance and geophysical flows can be found in [1, 5] and [22], respectively.
This paper focused on providing high order schemes for numerically solving tem-
pered fractional diffusion equations, which involve tempered fractional derivatives.
In fact, the tempered fractional integral has a long history. Buschman’s earlier work
[2] reports the fractional integration with weak singular and exponential kernels; for
more detailed discussions, see Srivastava and Buschman’s book [15] and the refer-
ences therein. The definitions of tempered fractional calculus are much similar to the
ones of fractional substantial calculus [3]; but they are introduced from completely
different physical backgrounds; e.g., fractional substantial calculus is used to char-
acterize the functional distribution of anomalous diffusion [3]. Mathematically the
fractional substantial calculus is time-space coupled operator but the tempered frac-
tional calculus is not; numerically the fractional substantial calculus is discretized in
the time direction [9], but here the tempered fractional calculus is treated as space
operator.

Tempered fractional calculus is the generalization of fractional calculus, or frac-
tional calculus is the special/limiting case of tempered fractional calculus. Some
important progresses have been made for numerically solving the fractional partial
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differential equations (PDEs), e.g., the finite difference methods are used to simulate
the space fractional advection diffusion equations [16, 17, 21]. Recently, it seems that
more efforts of the researchers are put on the high order schemes and fast algorithms.
Based on the Toeplitz-like structure of the matrix corresponding the finite difference
methods of fractional PDEs, Wang et al. [33] numerically solve the fractional dif-
fusion equations with the N log> N computational cost. Later, Pang and Sun [26]
propose a multigrid method to solve the discretized system of the fractional diffu-
sion equation. By introducing the linear spline approximation, Sousa and Li present
a second order discretization for the Riemann-Liouville fractional derivatives, and
establish an unconditionally stable weighted finite difference method for the one-
dimensional fractional diffusion equation in [30]. Ortigueira [25] gives the “fractional
centred derivative” to approximate the Riesz fractional derivative with second order
accuracy; and this method is used by Celik and Duman in [7] to approximate frac-
tional diffusion equation with the Riesz fractional derivative in a finite domain. More
recently, by weighting and shifting the Griinwald discretizations, Tian et al. [31] pro-
pose a class of second order difference approximations, called WSGD operators, to
the Riemann-Liouville fractional derivatives.

So far, there are limited works addressing the finite difference schemes for the
tempered fractional diffusion equations. Baeumera and Meerschaert [1] provide finite
difference and particle tracking methods for solving the tempered fractional diffu-
sion equation with the second order accuracy. The stability and convergence of the
provided schemes are discussed. Cartea and del-Castillo-Negrete [4] derive a gen-
eral finite difference scheme to numerically solve a Black-Merton-Scholes model
with tempered fractional derivatives. Recently, Marom and Momoniat [18] compare
the numerical solutions of three kinds of fractional Black-Merton-Scholes equations
with tempered fractional derivatives. And the stability and convergence of the pre-
sented schemes are not given. To the best of our knowledge, there is no published
work to the high order difference schemes for the tempered fractional diffusion equa-
tion. In this paper, with the similar method presented in [1, 21], we first propose the
first order shifted Griinwald type approximation for the tempered fractional calculus;
then motivated by the idea in [31], we design a series of high order schemes, called
the tempered-WSGD operators, by weighting and shifting the first order Griinwald
type approximations to the tempered fractional calculus. The obtained high order
schemes are applied to solve the tempered fractional diffusion equation and the
Crank-Nicolson discretization is used in the time direction. The unconditionally
numerical stability and convergence are detailedly discussed; and the corresponding
numerical experiments are carried out to illustrate the effectiveness of the schemes.

The remainder of the paper is organized as follows. In Section 2, we intro-
duce the definitions of the tempered fractional calculus and derive their first
order shifted Griinwald type approximations and the high order discretizations, the
tempered-WSGD operators. In Section 3, the tempered fractional diffusion equation
is numerically solved by using the tempered-WSGD operators to approximate the
space derivative and the Crank-Nicolson discretization to the time derivative; and
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the numerical stability and convergence are discussed. The effectiveness and conver-
gence orders of the presented schemes are numerically verified in Section 4. And the
concluding remarks are given in the last section.

2 Definitions of the tempered fractional calculus and the derivation
of the tempered-WSGD operators

We first introduce the definitions of the tempered fractional integral and deriva-
tive then focus on deriving their high order discretizations, the tempered-WSGD
operators.

2.1 Definitions and Fourier transforms of the tempered fractional calculus

We introduce the definitions of the tempered fractional calculus and perform their
Fourier transforms.

Definition 1 ([2, 5]) Let u(x) be piecewise continuous on (a, o) (or (—oo, b) cor-
responding to the right integral) and integrable on any finite subinterval of [a, co) (or
(—o00, b] corresponding to the right integral), ¢ > 0, A > 0. Then

(1) the left Riemann-Liouville tempered fractional integral of order o is defined to
be

oD u(x) = %/:e_k”‘é)@ — 6 u(@)ds:

(2) the right Riemann-Liouville tempered fractional integral of order o is defined
to be

b
Dy u(x) = ﬁ [ e - e

Definition 2 ([12, 14,27]) Fora € (n—1,n),n € N*,letu(x) be (n— 1)-times con-
tinuously differentiable on (a, 0o) (or (—oo, b) corresponding to the right derivative)
and its n-times derivative be integrable on any subinterval of [a, co) (or (—o0, b]
corresponding to the right derivative). Then

(1) the left Riemann-Liouville fractional derivative:

f u(§)
F(n —a)dx" ), (x —&)xntl
(2) the right Riemann-Liouville fractional derivative:

o (=n" u(§)
xDbu(x) T(n—a) dx”/ (€ —x)*— (£ _ ya—n+l dg.

aDfu(x) = dg;

Definition 3 ([1, 5]) Fora € (n — 1,n),n € N*, let u(x) be (n — 1)-times contin-
uously differentiable on (a, co) (or (—oo, b) corresponding to the right derivative)
and its n-times derivative be integrable on any subinterval of [a, 00) (or (—o0, b]
corresponding to the right derivative), A > 0. Then
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(1) the left Riemann-Liouville tempered fractional derivative:

6‘7)“ qan X e)\.é u (%—)

T —w e ), =gyt

aD;")‘u(x) = e_)‘anjf (e)‘xu(x)) =

(2) the right Riemann-Liouville tempered fractional derivative:

(_1)nekx da" / _)‘Eu(é)
Mn—a)dx" ), (E—x)x—ntl
If A = 0, then the left and right Riemann-Liouville tempered fractional derivatives

Dﬁf’lu(x) and XDZ‘”\u(x) reduce to the left and right Riemann-Liouville fractional
derivatives , D¥u(x) and , Dy u(x) defined in Definition 2.

dé.

xDZ’)”u(x) = e)‘xxDZ‘ (e_)‘xu(x)) =

Definition 4 The variants of the left and right Riemann-Liouville tempered frac-
tional derivatives are defined as [1, 5, 23]

D% u(x) — A%u(x), O<a<l,
D) = § @ Des )= A . SRCRY
oDy u(x) — o ou(x) — A%ux), 1 <o <2;
and
D% u(x) — A%u(x), 0<a<l,
DY u(x) = i x) afl) . (2.2)
x Dy u(x) +ar 0u(x) — A%u(x), 1 <a <2,

where 0, denotes the classic first order derivative %

3

Remark 1 In the above definitions, the ‘a’ can be extended to ‘—o¢’ and ‘b’ to
‘+o00’. In the following analysis, we assume that u(x) is defined on [a, b] and when-
ever necessary u(x) can be smoothly zero extended to (—oo, b) or (a,+00) or
even (—00, +00). Then _oo Dy “*u(x) = o Dy " u(x); x DL u(x) = Dy " u(x);

—oo DY Mu(x) = o DE u(x); and DY u(x) = Dy u(x).

Lemma 1 ([1, 2, 15]) Let u(x) and its n-times derivative belong to L1(R), g >
1. Then the Fourier transforms of the left and right Riemann-Liouville tempered
fractional integrals are

FCooD7%Mu(x) = (A 4 iw) % i(w); (2.3)

and
FGDIZ u(x) = (h — i) T ii(w) (2.4)

and the Fourier transforms of the left and right Riemann-Liouville tempered frac-
tional derivatives are

F(CooD% u(x)) = (A + iw)*i(w); (2.5)

and
FGDILu() = (0 — io)*i() 2.6)
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and the Fourier transforms of the variants of the left and right Riemann-Liouville
tempered fractional derivatives give

. O +io)*a(w) - 1i(w), O<a<l,
F (oD u(x)) = { O+ i) h(w) — aior® i(w) — Ai(w), 1 <a < 2;
2.7)
and
i = i) i) — A (), O<a<l,
F(3Dioou(x) = { O — i) () + 2ior*  i(w) — 22i(w), 1 <a <2,
2.8)

where the Fourier transform of u is defined by
Fu(x)(w) = f e iy (x)dx, i2 = —1.
R

Remark 2 ([3, 9]) The left and right Riemann-Liouville tempered fractional deriva-
tives can be, respectively, rewritten as

wn o1 d N / e MO
D) = ) (dx“) e B

_1\n n 400 ,—A(§—x)
xDi’éoM(x) — % (i _ A) / ﬂdé.

(n —a) \dx (& —x)ent!

and

2.2 Discretizations of the tempered fractional calculus

In this subsection, we derive the Griinwald type discretizations for the tempered frac-
tional calculus. The standard Griinwald discretization generally yields an unstable
finite difference scheme when it is used to solve the time dependent fractional PDEs
[21]. To remedy this defect, Meerschaert et al. introduce a shifted Griinwald formula.
The similar numerical unstability also happens for the time dependent tempered
fractional PDEs; so the shift for the Griinwald type discretizations of the tempered
fractional derivative is also necessary.

Lemma 2 Let u(x) € L'(R), _OOD,‘?H’)”M and its Fourier transform belong to
LY(R); peRA>0,A>0anda € (n—1,n),n € NT. Defining the shifted
Griinwald type difference operator

+00
1 s 1 _
A =223 w@e= k=P (x — (k — p)h) — = (el’“(l - “)“) u(x),
k=0
2.9)

ALAU(x) = —oo DT ux) — 2%u(x) + O(h), 2.10)

where w,ﬁa) = (- 1)k (‘;{’) k > 0 denotes the normalized Griinwald weights.
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Remark 3 The point x+(p—oa/2)h is the superconvergent point of the approximation
AR 10 oo DY = 2% e, AT u(x) = oD u(y) — A%u(y) + O(h?) with
y = x + (p — «/2)h (the deriving process is similar to the one given in [24]).

Remark 4 Under the assumption given in Lemma 2, for tempered fractional deriva-
tives defined in Eq. 2.1, we have [1]

oD% u(x) + O(h), O<a<l,

o, —1 (211)
oDy u(x) +ad*ou(x) + Oh), 1 <a < 2.

AZ:);u(x) = =

Proof The proof is similar to the one given in [1]. Taking Fourier transform on both
sides of Eq. 2.9, we obtain

1 . 1
FIAL ul(@) = " 3w e kPOt () — = (ef’“(l - e*“)“) (@)
k=0
—h(A+i @ —hAN\ @
_ PhOHiw) | — ¢~ hO+iw) i) — oI 1—e ) i)
h h
= [A+io)* Py +iw) — A% Py(V) ] il (w), (2.12)

where
1 —eha\* o
Py(z) = ePz (T) = 1+(p—5)hz+0(|z|2), with z = A+iw or A, i2=—1. (2.13)
Z

Denoting
d(w, h) = f[A‘;l‘;;u](w) — FloooD%*u — 2%u)(w)
= [t +io)* (Pt +io) — 1) = 2% (P(h) — D] (),
from Egs. 2.12 and 2.5 there exists
(@, W = C[hG A+ i)+l ] ).

With the condition F [_OOD,‘?H’)‘ ulk) € L! (R), and using the Riemann-Lebesgue
Lemma, it yields

\A;;‘;j)u(x) — o D%*u(x) 4+ 2%u(x)|

1 N
6= 5 / (@, o
T JR

CIIFI —oo DX u 4+ 2T U ) @) I 17 = O(h),

IA

where the property of the Fourier transforms for the left Riemann-Liouville tempered
fractional derivatives (2.5) is used. O

Lemma 3 Letu(x) € L' (R), XDKQ’)‘M and its Fourier transform belong to L' (R);
peR h>01A>0anda € (n—1,n),n € NV, Define the tempered shifted
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Griinwald type difference operator

+00
1 o 1 B
BZ"’ﬁu(x) = Z w,ia)e k=Phdyy (x 4+ (k — p)h) — e (eph)‘(l e hx)a) ().

(2.14)
Then

By lu(x) = (DESu(x) — Au(x) + O(h). (2.15)

Remark 5 The pointx —(p—o« / 2)h is the superconvergent point of the approximation
BY pt yDE — 2%, e, By ux) = yD&Mu(y) — A%u(y) + O(h?) with y =
x — (p — «a/2)h (the deriving process is 51m11ar to the one given in [24]).

Remark 6 Under the assumption given in Lemma 3, for tempered fractional deriva-
tives defined in Eq. 2.2, we have

oA
() = { DY u(x) + O(h), 0O<a<l, 216

DL ux) — ar® 1 u(x) + 0h), 1 <a <2.

Proof Taking Fourier transform on both sides of Eq. 2.14, we obtain

+00
1 ) 1
]:[Bz:zu](w) =z Z w/((a)e—(k—p)hu—zw)ﬁ(w) - (ephk(l _ e—“)“) i)
k=0
— e~ht—iw)\* PN
= ePh()»—iw) (%) 12((0) _ el’h)» (1 ; ) ﬁ(w)

= [ —iw)* Pk — iw) — A* Py(MV) ] ii(w),

where Pj(z) is defined by Eq. 2.13 with z = A — iw or A. Denoting ¢A>(a), h) =
F [BZ”;u](w) — Flx Dg‘o)‘u — A*u](w), then with the similar method used in the
proof of Lemma 2, and using the Fourier transform of the right Riemann-Liouville
tempered fractional derivative (2.6), we obtain

B () — x D4%u(x) + A%u(o)] = |8l < —/ 1w, W) ldo

<CIFL DL ut 2 u()l(@) | prh = O (h).
O

The approximation accuracy of the classic difference operator can be improved
by adding the band of discretization stencils [10]. And then the computational cost
increases accordingly. However, because of the nonlocal property of the fractional
operator, even for the first order discretizations, the stencil covers the whole inter-
val. Without introducing new computational cost, we can improve the approximation
accuracy of the discretized fractional operators by modifying the Griinwald type
weights. The improved discretized tempered fractional operators are called tempered
weighted and shifted Griinwald difference (tempered-WSGD) operators.
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Theorem 1 Let u(x) € LY(R), ,OOD?H’AL{ and its Fourier transform belong to
L'(R); and define the left tempered-WSGD operator by

,,,,,

m
O, Y1 V25000 Vm _§ : CAGA
LDh,pl»PZ pmu(x) - y]Ah»pju(x)’ (217)
j=1

where p; and y; are determined by Eqs. 2.21-2.24. Then, for any integer m > ¢,
there exists

LD (@) = oo DY u) —%u() + 0", (2.18)

uniformly for x € R.
Let u(x) € L' (R), ngoH’ku and its Fourier transform belong to L'(R); and
define the right tempered-WSGD operator by

m
LY, Y2 00 Vi _ o,k
RDh,Pl,Pz ~~~~~ pm”(x)—ZVJBh,p,-”(x)’ 2.19)
j=1

where p; and y; are determined by Eqs. 2.21-2.24. Then, for any integer m > £,
there is

ROy IR () = DESu(x) — Au(x) + O (h"), (2.20)
uniformly for x € R.

For £ =2, pj, y; are real numbers and satisfy the linear system

Yiavi=1
- (2.21)
{ Z;'n:l 4] [Pj - %] =0.
For £ =3, pj, y;j are real numbers and satisfy
Z?:l vi=1,
h . [ A v_t] =0
= VP = 2l = (2.22)

2
Y1 [7’ -4 g4 )} =0.

For £ =4, p;, y; are real numbers and the following hold

Z?:lyjzl,
m
Yiivilpi—5]=0,
2
p; i _
Shn |4 - %+ g+ 252 o
3 2
Py 2P (@=1) @=1 _ al@=D@=2) | _
i1 ?’—T’+(%+‘”‘8 )pj—ﬁ—‘”{z —aeed = 0.

(2.23)
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For £ =5, pj, y; are real numbers and the following hold

Z;”:l vi=1
m

pIEET _P.;— g] =0,
3 2

S|4 - (% = “) - - 2l - o]
o4
p} ap} 1 -1 —D(@=2

Sy | g = (6 ) P (- g - e - e
Sa(a—1) ale—D(a—-2) ol@—1D(a—2)(a—-3) _

+150 + e + 13 + 354 =0.

(2.24)

Proof The standard Fourier transforms are again used here. Performing the Fourier
transform on the left hand of Eq. 2.17, we obtain

m 1 o0

—(k=p Yh(Otio) ~
> (hazwzi“)e (=P DO+ )
=1

FLLome uw | @)

k=0

—La (ep-fhx(l — e_h)”)“) 12((0))

[0+ i) P j O+ i) — 2% Py j ()] @)y
j=1
(2.25)
-\ 0
where Py j(z) = elihz <h—zl> , Z=A+iworA,i =+/—1.Byasimple Taylor’s

expansion, we get

1 —e~hz\* 2- apj a  ala—1)
pjihz — -1 I A AT — hz)?
e ( he ) +[ 2]1z+|:2 5 +6+ 3 ](u)

3 2
+|:&_m_k(g_'_a(afl))pj_g_a(afl)_ct(otfl)(a72)1|(hz)3

6 4 6 8 24 12 48
4 3
ﬂ_& l a ala—1) 5 _i_a(a—])_a(a—l)(a—Z) )
+[24 2 +2(6+ 8 >pf+( U2 48 )p’
o Sa(e¢—1) ala—D(a—-2) ale—1)(a—-2)(a-23) 4
Tt T T 48 + 384 ](hZ)
+0(|zh). (2.26)

Denoting F, QZI W2 p " 1(x)])(@) = Floo D% u — 2%ul(w) + (w, h), in view
of Egs. 2.26, 2.5, and221 2.24, we have

(., h)| < CH! [|/\ Yottt 4+ |/\|“+‘] li(w)]. 2.27)
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Due to F[ oo D2 % ul(w) € L' (R), there exists

1 ~
VY2 Vi A _
DL = DRt 2l = 101 < o [ (o, hido

< CI1FLoo DX u4 2% ul(w) | 1 k=0 (h%).
By the similar arguments we can prove (2.20). O

Remark 7 Under the assumptions given by Theorem 1, for the tempered fractional
derivatives defined in Eqs. 2.1 and 2.2, we deduce that

YL V2 Vi —eDP u(x) + 0(hY), 0O<a<l,
D, ulx) = T _1 ‘

2P1:P2sees P —ooDF M u(x) + a0 u(x) + OhY), 1 <o < 2;

(2.28)

and

D(X,VIJ/Z 77777 Ym u(x) — XD‘iéou(x) + O(hl)v 0 <a< 13
h.pr.p2.-sPm xD‘fr’éou(x) —ar 1 ux)+0hYH, 1 <a <2.

(2.29)

Remark 8 Tf u(x) € L'(R), _OOD,‘?H’)‘M and its Fourier transform belong to L'(R);
peRh>0,A>0anda € (n — 1,n),n € NT. Defining the shifted Griinwald
type difference operator

+o0
~ 1 o
A u(x) = = @ =Py _ (k= pym), 2.30)
k=0
then .
At u(x) = _ooD¥Mu(x) + O(h), (2.31)

where w,(ca) = (—l)k ((]’(’), k > 0 denotes the normalized Griinwald weights.

If u(x) € L'(R), XD?:(Q’)LM and its Fourier transform belong to L'(R); p €
R,h>0 A>0anda € (n — 1,n),n € NT. Define the shifted Griinwald type
difference operator

+00
~ 1 o
Bg”;u(x) = a Zwlia)e k=phry, (¢ 4 (k — IR, 2.32)
k=0
Then )
BZ‘,‘?,M(JC) = fo’ﬁ‘éou(x) + O(h). (2.33)

Moreover, if u(x) € LY(R), _OOD)O({—HZ'AM and its Fourier transform belong to
L' (R); and define the left tempered-WSGD operator by

.....

m
NV Y2y Ym Ta,h
D) = Y Ay u), (2.34)
j=1

where p; and y; are determined by Eq. 2.21-2.24. Then, for any integer m > £, there
exists ~
LRI u(x) = oo DY ulx) + O(h"), (2.35)
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uniformly for x € R.
Ifu(x) € L'(R), » Dgg’“u and its Fourier transform belong to L'(R); and define
the right tempered-WSGD operator by

m

KDy ) = D i By u (o). (2.36)
j=1

where p; and y; are determined by Eq. 2.21-2.24. Then, for any integer m > ¢, there

is

KD u(x) = DESu(x) + O ("), (2.37)

uniformly for x € R.

Remark 9 To get the discretizations, including the first and high orders, of the left and
right Riemann-Liouville tempered fractional integrals of order o > 0: _oo Dy ”’)‘u(x)
and ngoU’}‘u(x), just use —o to replace « existing in the corresponding discretiza-
tions of the left and right Riemann-Liouville tempered fractional derivatives of order
o > 0: _ooD%*u(x) and xDi’OAou(x).

Considering a well-defined function u(x) on the bounded interval [a, b], the func-
tion u(x) can be zero extended for x < a or x > b. Then the a-th order left and
right Riemann-Liouville tempered fractional derivatives of u(x) at point x can be
approximated by the tempered-WSGD operators

raqy
oD% u(x) — 2\%u(x) = i Z—i ([ /‘Z] " w'® e~ k=P y (x — (k — pj)h) — (el’f”)‘(l - e*“)“) u(x))
j=1 k=0

+0(h";

m 1252 1+p;
WD u() —2u) = Y Z—; ( w @ e k=PI (x4 (k= p)h) — (ef’/“(l - e*’“)ﬂ) u(x))

j=1 k=0

+O(hY, (2.38)

and the o-th order left and right Riemann-Liouville tempered fractional integrals of
u(x) at point x can be approximated by the tempered-WSGD operators

m [ +p)
uD;(r.)Lu(x) — Zyjh(r ( Z wlgfﬂ)e*(kfﬁj)hku(x — (k — Pj)h)) + O(hg),
j=1 k=0

m [%H’Pi
Dy ru) = Yy | Y w6y (x (k= pyh) | + O, (2.39)
j=1 k=0

where the weight parameters y; are determined by the above linear algebraic systems

given in Theorem 1.
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High order schemes for the tempered fractional diffusion equations 555

Remark 10 The parameters [(x —a)/h]+ p; are the numbers of the points located on
the right/left hand of the point x used for evaluating the «-th (or o-th) order left/right
Riemann-Liouville tempered fractional derivatives (or integrals) at x; thus, when
employing the discretizations (2.38) (or Eq. 2.39) for approximating non-periodic
boundary problems on bounded interval, p; should be chosen satisfying |p;| < 1 to
ensure that the nodes at which the values of u are needed in Eq. 2.38 (or Eq. 2.39) are
within the bounded interval; otherwise, we need to use another methodology to dis-
cretize the tempered fractional derivative when x is close to the right/left boundary
just like classic ones [10].

It is easy to check that any one of the linear systems (2.21-2.24) with m = £ has
an unique solution. And for m > [, using the knowledge of linear algebra, we know
that the system (2.21-2.24) has infinitely many solutions. As we have discussed in
Theorem 1, in principle the arbitrarily high order difference approximations can be
obtained. For computational purposes, we are more interested in the schemes with
|pjl < 1. And for the easy of presentation but without loss of the generality, in the
following sections, we focus on the second order difference approximations (I = 2)
of Eq. 2.38 with three to be determined weights y;, j = 1,2,3 (m = 3), i.e.,

[59]+1 5]
1 —(k— 2 —
R R D T (e S
k=0 k=0

(55411

V3 _
e 2w e — e+ iy

k=0
1 — —
e ((yle“+y2+y3e My(1—e hk)d) u(x); (2.40)
and
22141
VY2, Y1 L
RDZA}/}O',VEIWM(X) = a Z w,((a)e (k Uh)‘M(x—{—(k—l)h)
k=0
=3 (221

V2 - V3 —
tow 2w e M uG r ki + 5 Y we D 4 k+ D
k=0 k=0

*hia ((yle“ +y2 e - e—“)“) u(x), (2.41)

where the parameters y;, j = 1, 2, 3, satisfy the following linear system

{V1+V2+V3=1, (2.42)

Yi—vs=735.

The system (2.42) has infinitely many solutions. With the help of the knowledge
of linear algebra, the solutions of the system of linear algebraic Eq. 2.42 can be
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collected by the following three sets

o . 2+« o
ST (Y1, Y2, ¥3) = yy1 is given, yp = T 271, v3=y1 — 5[ (2.43)
or
240 o 2—a y»
S (v, v2. v3) = {m =y~ 5 reisgiven, y3=——— " (2.44)

or

2—«

(07 . .
S5, v, v3) = {m ==ty = —2y3, y3is glven}. (2.45)

2
The parameter values presented in the sets S%, j = 1, 2, 3 produce infinite number of
second order approximations for the Riemann-Liouville tempered fractional deriva-
tive. Particularly, if taking A = O and y; = 0 in S"‘, Jj = 1,2, 3, they recover the
second order approximations presented in [31] for the Riemann-Liouville fractional
derivative. After rearranging the weights w! k , the Riemann-Liouville tempered
fractional derivatives at point x; are approximated as

Jj+1

oD u(x)) — adulx)) = ng u(xj k+1)——(<y1e + 72+ v = e Yy
+O(?),
. 1 N—j+1
Dy e —eaute) = o 3 e D= 2z (01 472 4 7ae ) — e uta
+O(h ), (2.46)

where the weights are given as

g =g e g =l b
81(:1) (ylw + Vzwk 1 + y3w(a> ) —k=Dh% f > 9. .
Remark 11 Similarly, for the Riemann-Liouville tempered fractional derivatives
defined in Definition 3, we have the second order difference approximations,

[%5%1+1

S, 4 .

DT e = 5 30w M G — = i)
k=0

+;l/—§ w® ey (x — ki)

+ﬁ w/((ﬂt)e—(k+l)hk

e u(x —(k+1h); (2.48)
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and
[ 1+1
WDy P uix) = Z w@ e k=Dhry (x4 (k — 1)h)
y lb,,;XJ
2 —
+h_‘" Z w,((a)e kh}‘u(x + kh)
k_
(7711
+2 w® e EE DIy (x4 (k+ Dh). (2.49)
k=0

After rearranging the weights w,(ca), the Riemann-Liouville tempered fractional

derivatives at point x j are approximated as

j+1
1 J

oDfFux)) = 23 g ul k) + Oh),
k=0
| N
Dytuley) = o Y g ulxjpn) + 0GR, (2.50)
k=0

where g ) is given in Eq. 2.47.
Lemma 4 The weights appeared in Eq. 2.47 with 1 < o < 2 satisfy

M. w® =1, = -« <0, w(“>=(1—1+7“) O k=1 12w >

@) - @ (@) :
wy >...>0, Y w =0, Zw <0@m > 1);
k=0
2). For h > 0, A = 0, if v, )/1 and y3 are chosen in set S5 (y1,v2,¥3)
(@—4) (a®+3a+2)+24 (@=2) (% +3a+4)+16 (@—6)(a®+3a+2)+48

With = et S 12 S mm[ 2@ 3ath) 0 2@ +3at2) }
20 43a—4) _o?4+3a | < 3@*+3a=2)
13012 P Batd| =V = 2(a2+3a+2)’

orset Si(y1, 2, y3) with max {

. . 2 _ 1— 249
or set S§(y1, 2, v3) with maX{( opatect), (2(0[‘?%&:4‘;‘)} < y3 <
2—a)(@?+2a—3
% then there exist
e <0, g +¢ >0 g% >0 k=3). 2.51)

Proof For the proof of the first part of this lemma, one can see [21, 27]. For the
second part of this lemma, we only prove the conclusion for y1, y» and y3 selected in
set ST (y1, ¥2, v3). The conclusions for y1, 2 and y3 selected in sets S5 (y1, y2, ¥3)
and Sg‘ (y1, ¥2, ¥3) can be proved in a similar manner. According to Eq. 2.42, we
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deduce that
(@)

g8 = —ayitwy
24+«
= -C+uy + > (2.52)
Obviously, y1 > % implies g%a) < 0. Noting (2.42), we see that
2
a”—a -
g+ = ( S n—ap+ V3> eyt
2\ nTentr)e
2 2
3 4 3
L Ch L LA (2.53)
2 2
if y; > a‘z"i;:i ;- In view of Eq. 2.42, by a straightforward calculation, we obtain
Q2—-a)(a— Do ol —q _
g = v+ y2—ays ) e 2
6 2
2 2 _
_ _ala +3Ol+2)y1 a(e” +3a —2) M50, (2.54)
6 4
if y < % More generally, for k > 4, using the recurrence relation of w(a)
we have

g;ia) = (Vlw +V2wk 1+V3w

k—1—-a)k—2—a) k—2—«a (a) —(k=Dh
+ +
( Kk — 1) Y1 k—1 Y2t V3
2 2
o’ + 30 +2 —a” =3 +2k =4\ (@) _k-1)m:
_ >0, (255
( k-1 20k — 1) ) et =0 239
: k(@2+30+4-2K) 1 : k(@?43a+4-2k)
ify; > % It is easy to check that the bound (g(; f;‘; 7 )

with respect to the variable k (k > 2) for | < a < 2. Combining the above formulas,
we obtain the desired bounds of y;. O

(@) ) —(k—D)hx

is decreasing

Remark 12 The bounds of y1, y» and y3 are illustrated in Fig. 1. For the Riemann-
Liouville fractional calculus (i.e., A = 0), the restrictions for y1, 2 and y3 given in
Lemma 4 can be relaxed when using the generating function method [31] to prove
the numerical stability of time dependent fractional PDEs. And if the parameters
vj» pj,» j =1,2,3,inEgs. 2.17 and 2.18 are taken as

302 + 5a 12—30% +a 302 — T
4 VT2 BT T ¢
(2.56)

then the corresponding tempered-WSGD operators have third order accuracy. It is
easy to check that the parameters do not fall in the domains described in Lemma 4.
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1 : 15 0.
A - = =1,=(0-2)((0°+30:+4)+16)/(2(c*+30:+4))

0.8 Al — 7= (0-4)((@?+30:+2)+24)/(2(c*+30:+2))
/_»_ --------- 1] = = 1,=(0-6)((0+3us2) +48)/(2(0%+ 3+ 2)) 0 “ / 7T

0.6 Leds “o4
- ’ . - * s
04 - . B -0.2 —=
—7,=3(0?+30-2)/(2(c*+30:+2)) 0.5k - = Sy mmmmmm T 03 —1;=(2-0)(0%+20-3)/(2(0*+30:+2))| |
02l o7 |- -1=(@PH3a)(0P430r4) ///// ’ - = = ,=(1-0)(0%+20)/(2(0°+30:+4))
K - = 7,=2(0+30-4)/(0°+301+2) //‘//‘7> 04 1 - - =0 (0P ro-8)/(2(aP+30+2))
B > B
% 12 14 16 1.8 2 O 12 1.4 16 1.8 2 0% 12 14 16 18 2
o o o
(a.) The bounds of v in set Sf*. (b) The bounds of 2 in set S5. (C) The bounds of 73 in set S§'.

Fig. 1 The bounds of yy, y2, and y3 described in Lemma 4

Using the difference formulae (2.56) to approximate the tempered fractional deriva-
tives for fractional diffusion equations seems not to be stable. In the next section, we
select the stability ones to solve the time dependent tempered fractional PDEs.

3 Numerical schemes for the tempered fractional diffusion equation

In this section, we apply the second order approximations of the Riemann-Liouville
tempered fractional derivative presented in Eq. 2.46 to the following tempered
fractional diffusion equation

B — (¢ DI 4 DEYuCx, 1)+ 5(x, 1), (x, 1) € (a, b) x [0, T],
u(x,0) = up(x), x € (a, b), 3.1
u(a,t) = @ (t), ub,t)=¢r), te[0,T],

where u = u(x, t) is the concentration of a solute at a point x at time #; s(x, ) is the
source term; and the weighting factors /, » usually control the bias of the diffusion.
The diffusion coefficients / and r are nonnegative constants with [ 4+ r = 1. And if
I # 0, then ¢;(t) = 0; if r # 0, then ¢, (r) = 0. Next we discretize (3.1) by the sec-
ond order tempered-WSGD operators given in Eq. 2.46. In the following numerical
analysis, we assume that Eq. 3.1 has an unique and sufficiently smooth solution.

Table 1 Numerical errors and orders of accuracy for on‘)‘(e’)”‘xH"‘) = LGt o—hxy2 computed by

the tempered-WSGD operators (2.48) for different A in the interval [0, 1] with fixed « = 1.6 and the
(Y1, v2, y3) are selected in set S5 (y1, y2, ¥3) with y3 = 0.001

A=0 r=1 r=10
h |le]|,-error order |le]l;,-error order lle|ln-error order
1/10 3.63e—03 2.49¢—03 4.57e—04
1/20 9.02e—04 2.01 6.15e—04 2.02 1.22e—04 1.90
1/40 2.25e—04 2.00 1.53e—04 2.01 3.04e—05 2.01
1/80 5.62e—05 2.00 3.82e—05 2.00 7.54e—06 2.01
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Table 2 Numerical errors and orders of accuracy for xD'f")‘ (1 — x)*te) = We“(l — x)?
computed by the tempered-WSGD operators (2.49) for different A in the interval [0, 1] with fixed o = 1.6

and the (y1, y2, y3) are selected in set S5 (y1, y2, y3) with y3 =0

A=0 r=1 A=10
h |le]|-error order |le]|n-error order |le]|n-error order
1/10 3.63e—03 6.75e—03 1.01e+01
1/20 9.02e—04 2.01 1.67e—03 2.01 2.69¢+00 1.90
1/40 2.25e—04 2.00 4.16e—04 2.01 6.69¢e—01 2.01
1/80 5.62e—05 2.00 1.04e—05 2.00 1.66e—01 2.01

3.1 Crank-Nicolson-tempered-WSGD schemes

To derive the numerical schemes for problem (3.1), we first introduce some notations
used later. The spatial interval [a, b] is divided into N, parts by the uniform mesh
with the space step h = (b — a)/N, and the temporal interval is partitioned into
N; parts using the grid-points t, = nt, where the equidistant temporal step gives
T = T/N,. And the set of grid points are denoted by x; = a + jh and ¢, = nt
for]1 < j < Nyand 0 < n < N,. Denoting t,11/2 = (t; + t,41)/2 and setting
u’j' = u(xj, ty), u'}+]/2 = (u;?+u’}+1)/2, s;-’ = s(x;, t,), we get the following Crank-
Nicolson time discretization for Eq. 3.1 at mesh point (x;, #,):

ur;+1 —u"

L (1D D) = 4 0,

Using the tempered-WSGD operators , Dy 17> u(x, 1) and gDy 17> u(x, 1)
to approximate the space Riemann-Liouville tempered fractional derivatives

Table 3 Numerical errors and orders of accuracy for oDy ( —hiyltoy — F (2“’) e M x1420 com-

+20)
puted by the tempered-WSGD operators (replacing o by —o in Eq. 2.48) for dlfferent A in the 1nterval
[0, 1] with fixed o = 0.6 and the (y1, y2, y3) are selected in set S (y1, y2, y3) with y3 = 0.04

A=0 A=2 A=35
h ||e||,-error order |le|l,-error order lle|ln-error order
1/10 3.48e—03 2.43e—03 1.68e—03
1/20 8.88e—04 1.97 6.71e—04 1.86 5.30e—04 1.66
1/40 2.25e—04 1.98 1.77e—04 1.92 1.49¢—04 1.83
1/80 5.69e—05 1.98 4.56e—05 1.96 3.98e—05 1.91
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D% u(x, t) and XDZ’)‘ u(x, t), respectively, yields

I
u'th— '

J (l Da V1 ” Vz "+1/2+r Da Vl yﬂ v n+l/2)+a)»a L0 =r) s, un+1/2
T

_ n+1/z+ 02 + 1), (3.2)

where 8xu’} = (u? - ”?71 )/2h. Rearranging the above discretization (3.2) leads to

M7+1 s DZ illoyz 1yau:;+l/2 T DZ 11/101/31)/3”;""‘1/2 + m)\"‘*l(l — 7 (qu;;+1/2
= u + rs"+l/2 + 0(‘[ +th? ). 3.3)

From Eq. 2.46, we can recast (3.3) as

j+1 Ny—j+1

It 12 IT 1/2 - 1/2
u7+1 e g,ia)u';tkﬁr] ~ e Z g,(ca)u:’ik/] +rar® 1 —r) (qu;& /
k=0 k=0
T(l
(h+ ) ((y My 4+ e — e_h)‘)o‘) u?H/z uj + l’s'hq/2 +0(c® + th?).

(3.4)

Denoting U” as the numerical approximation of u” and omitting the local truncation
errors, we get the Crank-Nicolson-tempered-WSGD scheme of Eq. 3.1 being given
by

It Jj+l1 e Ny—j+1 n+1/2 Un+]/2
+1 () prn+1/2 (@) prn+1/2 —1 j+1 j—1
U.;l hazgan k+1 7 pa Z gaU+k1+raA°‘ (l_r)T
k=0 k=0
Tl + - -
(h & (ne™ + 72+ yse™™) (1 = M) U = U g s, (3.5)
T
If we introduce the matrix form of the grid functions U" = (U Uy Uy 1) ;

then the numerical scheme (3.5) can be rewritten as

T r, Teat Tl =1 atl T B 77 G () ) \ 12
(1 S A+ AT = = B)U —<I+2hu(1A+rA)+74h B) U 4t F12,
(3.6)
where the matrix A = (am’ j) N.—1.N.—1 With the entries
0, j>m+1,
g, j=m+1,
amj =1 8" = U+ +y+ye™A =M j=m, (3.7)
g%azv j =m — 1,
gn?_j+1v ]Sm—Z,
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and B = tridiag{—1,0, 1}, is a skew-symmetric tri-diagonal matrix of N, — 1-
square. The term F"*+1/2 gives

(@) (a) (@)

+1/2
s;l / lgy +r & r 8y,
n+1/2 i o ()
&) yri2 83 yte T8N —1
FrHl2 : 4+ 20 : 4 :
n—|:1/2 2he / (;x) 2h :(ot)
SNe—2 EN,—1 rg;
n¥1/2 i () (o) (o)
SN,—1 8N, Lgy +rg
U61+1/2
0
+ak°‘71(r ) :
4h :
0
_UIV\l]jl/2

3.2 Stability and convergence

Now we discuss the numerical stability and convergence for the Crank-Nicolson-
tempered-WSGD schemes (3.5). We explore the properties of the eigenvalues of the
iterative matrix of Eq. 3.5 on the grid points {x; = a + jh, h = (b —a)/Nx, j =
1,2, ..., Ny — 1}. If the real parts of the eigenvalues are negative, then the schemes
are stable. First, we introduce several lemmas.

Lemma 5 ([28]) A real matrix A of order n is positive definite if and only if its

T
symmetric part H = A+2A is positive definite; H is positive definite if and only if

the eigenvalues of H are positive.

Lemma 6 ([28]) If A € C"*", let H = A+TA* be the hermitian part of A, A* the
conjugate transpose of A, then for any eigenvalue w of A, there exists

Mmin(H) < Re(u(A)) < pmax(H),

Table 4 Numerical errors and orders of accuracy for Df“’)”(e)‘"(l —x)ltoy = lf ((zzrziy )) M (1 —x)lt2e

computed by the tempered-WSGD operators (replacing @ by —o in Eq. 2.49) for different A in the interval
[0, 1] with fixed o = 0.6 and the (y1, y2, y3) are selected in set S (y1, 2, y3) with y3 = —0.01

A=0 A=2 A=35
h ||e||,-error order |le|l,-error order lle|ln-error order
1/10 4.35e—03 2.22e—02 3.05e—01
1720 1.11e—04 1.96 6.16e—03 1.85 9.71e—02 1.66
1/40 2.84e—04 1.97 1.63e—03 1.92 2.75¢e—02 1.82
1/80 7.18e—05 1.98 4.22¢—04 1.95 7.37e—03 1.90
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Table 5 Numerical errors and orders of accuracy for (D" (e™*¥x2t®) — 1%(e=**x2+%) computed by
the tempered-WSGD operators (2.40) for different A in the interval [0, 1] and the (y1, y2, y3) are selected
in set S5 (y1, y2, ¥3) with y3 = 0.02

A=0 r=1 A=10

o h |le]|n-error order |le]|n-error order |le]|n-error order
1/10 3.56e—03 4.84e—03 6.64e—04
1/20 8.91e—04 2.00 1.15e—03 2.08 2.27e—04 1.55

a=0.5 1740 2.23e—04 2.00 2.85e—04 2.01 6.15e—05 1.88
1/80 5.57e—05 2.00 7.11e—05 2.00 1.47e—05 2.06
1/10 4.53e—03 2.54e—03 1.19e—04

a=15 1720 1.12e—03 2.02 6.28e—04 2.02 3.80e—05 1.65
1/40 2.79e—04 2.01 1.56e—04 2.01 1.05e—05 1.86
1/80 6.96e—05 2.00 3.90e—05 2.00 2.72e—06 1.94

where Re(u(A)) represents the real part of i, and [imin(H) and pumax (H) are the
minimum and maximum of the eigenvalues of H.

Theorem 2 Let the martrices A = (am,j)N C1N-—1 AT = (aj,m)N _1n._1 be
X LR 9 X LR ¢

given in numerical scheme (3.6). If y1, y2 and y3 are chosen in set S{ (y1, y2, ¥3)
23 H3a—4) o?+3a < < 3@+3a-2)
21312 a*i3atd | = V1 = 26 3a12)
(@=4) (@ +3a+2)+24 (@=2)(@*+3a+4H+16  (a—6)(@>+3a+2)+48

with maxi or set Y (y1, y2, v3) with

< y» =< min{ } or set

2(a?2+3a+2) 2(a?2+3a+4) ’ 2(a2+3a+2)
o . Q—a)(@?4+a—8) (1—a)(e?+2a) 2—a)(@?*+2a—3)
S5 (1, v2, v3) with max{ Wl t3a+2 ' 2@’+3a+d) } = V3= Te213a42)

Table 6 Numerical errors and orders of accuracy for D‘lm(e” (1 = x)2H) — A2 (™ (1 — x)2T%) com-
puted by the tempered-WSGD operators (2.41) for different A in the interval [0, 1] and the (yy, y2, y3) are
selected in set S5 (y1, y2, ¥3) with y3 = —0.02

A=0 A=1 A=10

o h |le]| n-error order |le]|-error order |le]|-error order
1/10 2.45e—03 8.62e—03 1.30e+4-01

a=0.5 1/20 6.19e—04 1.98 2.15e—03 2.01 3.97e+00 1.71
1/40 1.56e—04 1.99 5.39e—04 1.99 8.51e—01 2.22
1/80 3.91e—05 2.00 1.35e—04 1.99 2.23e—01 1.94
1/10 3.51e—03 5.38¢—03 2.40e+00

a=15 1/20 8.65e—04 2.02 1.32e—03 2.03 7.14e—01 1.75
1/40 2.15e—04 2.01 3.28e—04 2.01 1.88e—01 1.93
1/80 5.38¢—05 2.00 8.19¢—05 2.00 4.75e—02 1.98
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Then the matrix Q = A+—2AT is diagonally dominant for 1 < o < 2 and all the

eigenvalues of Q are negative.

T . .
Proof Denote Q = A'EA = (qmsj)Nx—l,NX—l with the entries

(o)

2g] m+1° j>m+1,
l(g“” g, j=m+1,

am.j =13 &% — U +r e +y+ye A —e MMy j=m, (3.8)
2(g(ot) (oz)) j=m—1,
ng)j+1’ J=m-=2

With the help of the following binomial formula
+00
Z w’(;l)t)e—mh)x — (1 _ e—h)»)a’

we have

~+00
Y el = w4 ywl® + i + Z (y1w<°‘) +yw® ', ) —(m—Lhx

m=0 m=2

1™ + 2+ yse (1 = e

Furthermore, we get

00
> ang =€ e — e+ Z g =0.

j=—00

By a straightforward calculation, and using Eq. 2.42, we get
rie"™ 0 +y3e”" =2y (cosh(hh) — 1)+ 1+ %(1 —e¢™™) >0 withl <a <2 and y; > 0,

where cosh(4 ) denotes the hyperbolic cosine function cosh(hi) = M*—e . Noting

that 1, y» and y3 are chosen in set S‘l" 71, v2, y3) or Sg‘ (¥1, v2, v3) or S (y1, Y2, V3),

under the assumptions given in Lemma 4, we obtain g, ,, < 0, m = 1, 2, ..., Ny—1.
Hence,
m+1
—qm,m > Z qm,j»
j=0,j#m
which implies that the matrix Q is diagonally dominant. Using the Gershgorin
theorem [32], we deduce that the eigenvalues of matrix Q are negative. O

Theorem 3 Let yi,y> and y3 be chosen in set SY(yi,y2,v3) Wwith
2(a2+3a—4) a2+3a} <y < 3@ +3a—2)

or set S3(y1,v2,y3) with

max{ o’ 13012 @2 i3atd 2 13012)’
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Table 7 Numerical errors and orders of accuracy for Example 2 computed by the Crank-Nicolson-
tempered-WSGD schemes (3.5) at t = 1 with different weights and the fixed stepsizes T = h, A =
2.0, a = 1.6 and the parameters (y1, y2, y3) are selected in set S{ (y1, y2, ¥3)

y1 = 0.7 y1 = 0.75 y1 =0.8
h |le||,-error order |le]|-error order |le]|p-error order
1/10 4.64e—04 4.79¢e—04 4.98¢—04
1/20 1.30e—04 1.84 1.27e—04 1.92 1.25e—04 2.00
1/40 3.46e—05 1.91 3.26e—05 1.96 3.08e—05 2.02
1/80 8.92e—06 1.95 8.27e—06 1.98 7.63e—06 2.01

(=2 (@2 +3a+4)+16  (2—6)(a+3a+2)+48
2(a243a+4) ’ 2(a243a+2)

o . Q—a)(@*+a—8) (1—a)(@*+2a) (2—a)(@?>+2a—3)
S3(r1, v2, v3) with max{ 213a+2 ° 2@2+3a+d) } = VS Thet3ar)

Then the Crank-Nicolson-tempered-WSGD scheme (3.5) with > > Qand 1 < o < 2

is stable.

(@=H)(@?+3a+2)+24

22 +30+2) } or set

<y = min{

Proof Denote M = 555 (I A +r AT) + WB. Then the matrix form (3.6) of
the scheme (3.5) can be rewritten as

(I — MU = (I + MYU" + tF"H1/2, (3.9)

If denote (M) as an eigenvalue of matrix M, then }fl’j%; is the eigenvalue of

matrix (I — M)~'(I + M). Combining Lemma 5, Lemma 6 and Theorem 2 shows

. . T .
that the eigenvalues of matrix % = %(A + AT = %Q are negative

and Re(u(M)) < 0, which implies that | }fl’j E%; | < 1. Therefore, the spectral radius
of matrix (I — M)~'(I + M) is less than one; then the numerical scheme (3.5) is
unconditionally stable. O

Table 8 Numerical errors and orders of accuracy for Example 2 computed by the Crank-Nicolson-
tempered-WSGD schemes (3.5) at t = 1 with different weights and the fixed stepsizes T = h, A =
2.0, = 1.6 and the parameters (yi, y2, y3) are selected in set S5 (y1, ¥2, ¥3)

y2 =02 ¥, =03 yy =04
h ||e||,-error order |le|l,-error order lle|ln-error order
1/10 4.98e—04 4.79e—04 4.64e—04
1/20 1.25e—04 2.00 1.27e—04 1.92 1.30e—04 1.84
1/40 3.07e—05 2.02 3.26e—05 1.96 3.46e—05 1.91
1/80 7.62e—06 2.01 8.27e—06 1.98 8.92e—06 1.96
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Define V;, = {v : v = {v;} is a grid function defined on {x; = a +

J h}j.v;l_l and v, = v, = 0}. And we define the corresponding discrete L*-norm

B 12
loll = (h 2" 0?) T forall v = (v} € Vi

Lemma 7 For the iterative matrix M given in Eq. 3.9, there exists
=M<t 0= T +M} <1,

where || - |2 denotes the 2-norm (spectral norm).

Proof Following the idea given in [31], we prove this lemma. From Theorem 2, we
know that M + MT = %(A + AT) is negative semi-definite and symmetric. So
for any v = (vy, vy, ..., erl)T e RM+—1 we have

viv <ol (1 — M"Y = M)v.

Substituting v7 and v by v7 (I — MT)~! and (I — M)"'v in above inequality,
respectively, we get

oI =MDV =My~ <ol
Therefore, there exists

TI_MT —1 I—M71
II(I—M)lllzzsuP\/v UMD U=M vy
v#0

RY
Similarly, we have
T (I + MDY+ Myv <" (1 — MTY(UT — M)v.
Replacing v by (I — M)~ 'v in above inequality, we then have that
VT =MD U+ MTYUT + MYT — M) v < vl

Furthermore, we obtain

<1

I[(I—=M)~ (I +M)||> = sup
v#0

\/UT(I — MDY +MDHYUT +MUT - M)
vTy

O

Theorem 4 Denote u;’ as the exact solution of problem (3.1), U]'-’ the solution
of the numerical scheme (3.5). Let y1,y2 and y3 be chosen in set S{ (y1, y2, ¥3)
2@ 4+3a—4) _o?43a 3@?+3a-2)
o13012 '@ isatd] = VS 2243 +2)’
(=4 (@?+3a+2)+24

with max { or set S5 (y1,y2, y3) with

(@=2) (@ +3a+4)+16  (2—6)(a®+3a+2)+48

< y» =< min{ } or set

2(a?2+3a+2) 2(a?243a+4) ’ 2(a?2+3a+2)

o . Q—a)(@24+a—8) (1—a)(e?+2a) 2—a)(@?*+2a—3)
S5 (r1, v2, v3) with max{ a213a12 O 2a’+3aid) } =7 =S witiar)
Then we get

lu = UMlp < ez +h%), 1 <n < Ny, (3.10)
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Table 9 Numerical errors and orders of accuracy for Example 2 computed by the Crank-Nicolson-
tempered-WSGD schemes (3.5) at t = 1 with different weights and the fixed stepsizes t = h, A =2, a =
1.6 and the parameters (y1, y2, y3) are selected in set 53“()/1 , V2, V3)

y3 = —0.04 y3=0 y3 = 0.04
h |le||-error order |le]|-error order |le]|n-error order
1/10 4.82e—04 4.98e—04 5.16e—04
1720 1.26e—04 1.93 1.25e—04 2.00 1.23e—04 2.07
1/40 3.22e—05 1.97 3.08e—05 2.02 2.94e—05 2.07
1/80 8.14e—06 1.99 7.63e—06 2.01 7.13e—06 2.04
where ¢ denotes a positive constant and || - ||, the discrete L*-norm; u™ stands for
n ,n n T
(ulauza"' 1uNX71) .

Proof Let e? = u;’ — U]'.’. Combining (3.4) and (3.5) leads to

(I —ME"™ =1 +ME"+p", 3.11)

where
E" = n_pgn ot _yn n —_yn" T no__ n o .n n T
=\ 1042 20 UN Ne—1) P = \P1:sP2s "5 PN.—1) >

and ,0;? = O(t> +th?) is the local truncation error. Equation 3.11 can be rewritten as

E = —M)"'U +ME"+ (I — M) p".

Taking the Euclidean norm || - || on both sides of the above equation, we have

IA

(I = M)Y I+ MYE™ Y| + |1 — M)~ p"|
(T — M)~ + MIRIE" I+ 11 = M) eI,

IE™||

IA

where we used the fact that the matrix norm || - || is consistent with the vector norm
-1l [11]. Noting that || - || = &'/?|| - || and thanks to Lemma 7, we further find that

HE™[In < 1A =M) " A+AM2IE" I+ =M 2l n < HE™ la 10" -

Since the truncation error gives |p;.‘| < Ct(t? + h?) , replacing n by k and iterating
forall0 < k <n — 1, we conclude that

n—1
NE™ 1w < IE" " ln + 110" 1ln < Y 11pMlln < C(® + 1.
k=0

O
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Table 10 Numerical errors and orders of accuracy for Example 3 computed by the Crank-Nicolson-
tempered-WSGD schemes (3.5) at t = 1 with different weights and the fixed stepsizes T = h, A =
1.0, o = 1.2 and the parameters (y1, y2, v3) are selected in set S‘f‘ V1,72, V3)

y1 =0.7 y1 =0.75 y1 =0.8
h |le||,-error order |le]|-error order lle]|n-error order
1/10 3.94e—03 4.18¢—03 4.43e—03
1/20 9.22e—04 2.09 9.53e—04 2.14 9.85e—04 2.17
1/40 2.18e—04 2.07 2.20e—04 2.12 2.22e—04 2.16
1/80 5.30e—05 2.04 5.25e—05 2.06 5.21e—05 2.10

4 Numerical results

In this section, we perform the numerical experiments to verify the approxima-
tion orders of the tempered-WSGD operators to the tempered fractional calculus
in Example 1; in Examples 2 and 3, to show the powerfulness of the presented
Crank-Nicolson-tempered-WSGD schemes for the tempered fractional diffusion
equations with the left tempered fractional derivative and the right tempered frac-
tional derivative, respectively; in particular, the desired convergence orders of the
Crank-Nicolson-tempered-WSGD schemes are carefully confirmed.

Example 1 'We numerically test the approximation accuracy of the tempered-WSGD
operators to the left and right Riemann-Liouville tempered fractional derivatives; and
also the approximation accuracy of the corresponding tempered-WSGD operators to
the left and right Riemann-Liouville tempered fractional integrals. Using

T(u+1) T(p+1)

o —_ M) = ) H— o ] — )M
oD [((x — )] = F(M_er)(x "=, Dy [(b—x)"] = F(//,—a—i-l)(b x)HE,

_ C(p+1) _ C(p+1)

o _ Ml _ n+o o _ nl — _ n+o
«D7 [(x —a) ]_7f‘(,u+a+l)(x a)**7, D% [(b—x) ]_7F(;L+a+l)(b x)Hte,

Table 11 Numerical errors and orders of accuracy for Example 3 computed by the Crank-Nicolson-
tempered-WSGD schemes (3.5) at t = 1 with different weights and the fixed stepsizes T = h, A =
1.0, @ = 1.2 and the parameters (y1, y2, y3) are selected in set S5 (y1, v2, ¥3)

y2 =02 ¥, =03 yy =04
h ||e||,-error order |le|l,-error order lle|ln-error order
1/10 3.94e—03 3.69¢—03 3.46e—03
1/20 9.22e—04 2.09 8.95e—04 2.05 8.70e—04 1.99
1/40 2.18e—04 2.07 2.17e—04 2.04 2.17e—04 2.01
1/80 5.29e—05 2.04 5.35e—05 2.02 5.40e—05 2.00
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Table 12 Numerical errors and orders of accuracy for Example 3 computed by the Crank-Nicolson-
tempered-WSGD schemes (3.5) at t = 1 with different weights and the fixed stepsizes T = h, A =
1.0, o = 1.2 and the parameters (y1, y2, v3) are selected in set Sg V1,72, V3)

y3 = —0.04 3 =0 y3 = 0.04
h |le||-error order |le]|-error order |le]|n-error order
1/10 3.29e—03 3.46e—03 3.65e—03
1/20 8.53e—04 1.95 8.70e—04 1.99 8.89¢e—04 2.04
1/40 2.16e—04 1.98 2.17e—04 2.00 2.17e—04 2.03
1/80 5.45e—05 1.99 5.40e—05 2.00 5.36e—05 2.02

we obtain the analytical/exact results

AT o— Flp+1) - A e+l ;. _
DY X ] = AX (o VM @ D% Ax bh—x)H] = —5 7 A (p_x)H o
oDy [ -] Th—atn’ 79 <D [ =] Fi—atD’ o
_ _ '+ ;. oA T F'(w+1) .
D0 M _ )] = Mx—ag)tto DIOMAM (- )] = T M (px)kte
e -] T+o+D° (=)0, Dy [ b - 0] Tto+D° =2,

where u > —1.

The numerical values are computed in the finite interval [0, 1]; the numerical
errors and orders of accuracy are shown in Tables 1, 2, 3, 4, 5 and 6, which confirm
the desired second order accuracy.

Example 2 We consider the following tempered fractional diffusion equation with
the left tempered fractional derivative

du(x,t)

= oD u(r 1) e ((A”‘ — A — Dx* T2+ a)x

+o(a + l)A“_lx“), (x,1) € (0,1) x (0,1], 1<a<2,4.1)
with the boundary conditions
u(©0,6) =0, u(l,n)y=e*"", te[0,1],
and the initial value
u(x,0) = e Mx* x o, 1].
We can check that the exact solution of Eq. 4.1 is u(x, ) = e *~Ix!+e,
Equation 4.1 is solved by the Crank-Nicolson-tempered-WSGD scheme (3.5);

and the numerical results are collected in Tables 7, 8 and 9. It can be seen that the
numerical results with second order accuracy are obtained.
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Example 3 Finally, we consider the following tempered fractional diffusion equation

with the right tempered fractional derivative

ou(x,t)
ot

= XDZ’}‘u(x, 1)+ ! ((A“ —ard = DA =) -T2 +a)1 —x)

Tala+ DAl —x)“), x.0) €. 1) x 0, 1,, 1<a<2,
(4.2)

with the boundary conditions
u©,1) =1 —0)"F% ul,1)=0, tel0,1],
and the initial value
u(x,0) =1 -0, xelo,1].

With the help of the formulae given in Example 1, we get the exact solution of Eq. 4.2:
u(x, 1) =e™1(1 —x)te.

Tables 10, 11, and 12 present the numerical errors and the convergence behaviors
of the Crank-Nicolson-tempered-WSGD schemes (3.5). These confirm the results
given in Theorem 4.

Remark 13 Note that the homogeneous left and right boundary conditions are,
respectively, required for Examples 2 and 3 to make the corresponding scheme con-
verge. For dealing with the nonhomogeneous boundary conditions, some techniques
are needed; for the details, refer to [34].

5 Concluding remarks

Lévy flight models suppose that the particles have very large jumps; and they have
infinite moments. But many realistically non-Brownian (at least converge to the
Brownian ultraslowly and it is not possible to observe the Brownian behaviors in the
finite observing time) physical processes just lie in the bounded physical domain.
So some techniques to modify the Lévy flight models are introduced. The most
popular one seems to be exponentially tempering the probability of large jumps of
Lévy flight, which leads to the tempered fractional diffusion equation being used
to describe the probability density function of the positions of the particles. With
this model, the tempered fractional calculus are introduced; they are very similar to
but still different from the fractional substantial calculus. The fractional substantial
calculus are time-space coupled operators; and their discretizations are in the time
direction. The tempered fractional derivative used in this paper is a space operator
without coupling with time. On one hand, we need to derive its high order dis-
cretizations, which can greatly improve the accuracy but without introducing new
computational cost comparing with the first order scheme; on the other hand, the
numerical stability of the derived schemes is a key issue.
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This paper derive a series of high order discetizations for the tempered fractional
calculus, including the left Riemann-Liouville tempered fractional derivative and
integral and the right Riemann-Liouville tempered fractional derivative and integral.
In particular, the superconvergent point still exists for the first order discretization
of left/right Riemann-Liouville tempered fractional derivative/integral. The stability
domains of the schemes are analytically derived and clearly illustrated in figures. A
family of second order schemes are used to numerically solve the tempered fractional
diffusion equation. And the stability and convergence of the numerical schemes are
theoretically proved and numerically verified.
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