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Abstract We propose new robust classification algorithms for planar and spatial curves
subjected to affine transformations. Our motivation comes from the problems in computer
image recognition. To each planar or spatial curve, we assign a planar signature curve.
Curves, equivalent under an affine transformation, have the same signature. The signatures
are based on integral invariants, which are significantly less sensitive to small perturbations
of curves and noise than classically known differential invariants. Affine invariants are de-
rived in terms of Euclidean invariants. We present two types of signatures: the global and
the local signature. Both signatures are independent of curve parameterization. The global
signature depends on a choice of the initial point and, therefore, cannot be used for local
comparison. The local signature, albeit being slightly more sensitive to noise, is indepen-
dent of the choice of the initial point and can be used to solve local equivalence problem.
An experiment that illustrates robustness of the proposed signatures is presented.
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1 Introduction

In the most general terms the equivalence, or classification, problem for curves, considered
in this paper, can be formulated as follows. An action of a group G on R” induces an action
on the space of curves in R". Two curves are called equivalent with respect to this action if
there exists an element g € G that maps one of the curves to the other, or in other words,
two curves that belong to the same orbit with respect to the induced action are equivalent.
Our motivation comes from the problems in computer vision, since they can be often re-
duced to a classification problem for curves in R? and R* with respect to the actions of the
Euclidean, affine and projective groups. One can attempt to solve this problem by finding
an element g explicitly, or otherwise proving that this element does not exist. This approach
has many disadvantages from both theoretical and computational perspectives. More elegant
and practical solution to the equivalence problem is obtained by finding sufficient number
of quantities that are invariant, or unchanged, under the group action. In the spirit of the
Felix Klein Erlangen program (1872), which describes geometry as the study of invariants
of group actions on geometric objects, the Euclidean, affine and projective groups are of-
ten referred to as geometric groups and the corresponding invariants are called geometric
invariants. We note that the Euclidean group is a subgroup of the affine group, whereas the
affine group is a subgroup of the projective group.

While geometric invariants have long been used to solve problems in computer vision
and image processing [10, 26, 27, 30, 40], designing robust algorithms that are tolerant to
noise and image occlusion remains an open problem. Euclidean differential invariants, such
as Euclidean curvature and torsion for space curves, are the most classical. The affine and
projective counterparts of curvature and torsion are also well known. The dependence of
curvature and torsion on high order derivatives (up to order 3 for the Euclidean group, 6 for
the affine group and 9 for the projective group), makes numerical approximation of these
invariants highly sensitive to noise and, therefore, impractical in computer vision applica-
tions. This has motivated a high interest in other types of invariants such as semi-differential,
or joint, invariants [4, 29, 37, 38] and various types of integral invariants [17, 23-25, 31].
The term integral invariants is used in the literature when an invariant depends on quanti-
ties obtained by integration (versus differential invariants that depend on the derivatives).
There are various types of integral invariants, and some of them (such as in [31]) are, in
fact, mixed: they depend on quantities obtained by integration and on quantities obtained by
differentiation. Semi-differential, or joint, invariants are obtained by extending an action to
several copies of the same curve, and then computing algebraic and differential invariants
on this extended space. This leads to a decrease in the order of derivatives involved in the
invariants. The trade-off, however, is the increase in the dimension of the underlying space.
Since integration reduces the effect of noise, it is desirable to use purely integral invariants
whose computation does not include differentiation.

Although explicit expressions for various types of integral invariants under Euclidean
and affine transformations, as well as some other subgroups of the full projective group for
curves in R? were computed before [17, 23-25, 31], the computational difficulties have thus
far prevented the extension to curves in R3. In [12] a mixed integro-differential affine in-
variants that only uses first order derivatives along with integrals were computed for curves
in R3. Although improvement over classical differential invariants in classification of curves
affected by slight perturbation and noise was achieved, the presence of first order deriva-
tives still affected the performance. In a conference proceedings paper [13], we presented,
for the first time, explicit formulae of purely integral Euclidean and affine invariants for
spatial curves in R?. An inductive implementation of the Fels-Olver moving frame con-
struction [11], proposed in [22], was used to simplify the derivation, as it allows one to
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construct invariants for the entire group from invariants of its subgroups: in our case, affine
invariants in terms of Euclidean ones. In this paper we review the definition and the main
steps of derivation of these invariants. In this paper we also introduce two types of signatures
based on these invariants: the global and the local integral signature. Two curves related by
an affine transformation have the same signature. Both signatures are independent of curve
parameterization. The global signature depends on a choice of the initial point and, there-
fore, cannot be used for local comparison. The local signature, albeit slightly more sensitive
to noise, is independent of the choice of the initial point and can be used to solve local
equivalence problem, and hence can be applied to curves with occlusions. Although the pa-
per focuses on signatures with respect to the affine group of transformations, the method is
easily adapted to a its proper subgroup of Euclidean transformations. We include an experi-
ment that illustrates robustness of the proposed signatures in application to the classification
of curves extracted from the images of various surfaces in R?. Our literature search indi-
cates that this is the first method for classification of spatial curves with respect to affine
transformations based on purely integral invariants.

The type of integral invariants that we consider is an extension of the invariants in-
troduced by Hann and Hickman [17] for curves in R2. For planar curves they are ob-
tained by prolonging the action of the group to integrals of the monomials along the
curve y(t) = (x(¢), y(¢)),t € [0, 1]. In other words, integral invariants depend on the ini-
tial and current points on the curve, as well as on integral variables Y'"/1 = [ X'Y/dYy
and X"/l = fot X'Y/dX, where X (¢t) = x(t) — x(0) and Y (¢) = y(t) — y(0). For example,
Ii(t)= fof X@)dY () — %X ()Y (¢) is invariant under the action of the special affine group.
Geometrically, I represents the signed area between the curve and the secant (see Fig. 1).
In a way, the integral invariants of this type can be thought of as the 1-dimensional analog
of moment invariants [8, 34, 41]. The difference, however, lies not only in dimensional-
ity: a moment invariant corresponds a number to a surface, whereas an integral invariant
corresponds a curve to a curve.

Integral invariants depend on parameterization of a curve (or curve sampling in the dis-
crete case). A uniform parameterization is required for two curves to be compared. In or-
der to overcome this limitation, we propose to use signatures. The signature of a curve
is obtained by plotting one independent invariant, evaluated on the curve, versus another.
Applications of signatures based on differential invariants and on joint invariants to curve
classification can be found, for instance, in [1, 4-6, 29]. Signatures based on differential
invariants are highly sensitive to noise. Although utilization of joint invariants, decreases
noise sensitivity, it does in general increase the dimension of the signature (a joint-invariant
signature for a curve might be given by a surface or a higher dimensional manifold, which
makes signature comparison challenging). The advantage of integral signature proposed
here is that it diminishes the effects of noise and does not enlarge dimensionality of the
problem. In [24, 25] integral signatures based on integral invariants of different type were

Fig. 1 Invariant

Ii(t) = jé X)dY (t)— %X(Z)Y(t)
equals to the area B between the
curve and the secant
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proposed. This construction is restricted, however, to planar curves undergoing Euclidean
transformations only.

Several interesting directions of future research emerge from this investigation. From the
definition of invariants it follows that equivalent curves have the same signatures. At present,
we do not, however, have a general proof of the converse statement, namely that signatures
of non-equivalent curves are different (although our experiments support this conjecture). In
other words, the separating property of the invariants derived in this paper remains to be es-
tablished. In the case of differential invariants, the corresponding proof relies on the known
structure of differential invariants, established by Tresse [36]—differential invariants form
a finitely generated differential algebra. At present, there is no analogous result about the
structure of integral invariants, and thus we can only conjecture on the number of separating
invariants. The problem of equivalence is closely related to the problem of finding the sym-
metry group of an object, i.e. the transformations that map the object to itself. Possibility of
extracting the symmetry information from the integral signature is another interesting open
question. Extension to higher dimensions and other group-actions is also of interest.

Exploring various applications of these invariants to computer image recognition and im-
age processing problems is another important venue of future research. The defining features
of 3D or 2D objects are often represented by spatial or planar curves, as illustrated in Fig. 2.
Since the images of the object are often taken by the cameras located in various positions and
with various focal lengths, the resulting images of the same feature curve are often related
by projective transformations, or in many cases by elements of a proper subgroup of the pro-
jective group, in particular, by affine and Euclidean transformations [26]. Integral signatures
introduced in this paper provide a new tool for establishing equivalence of various images of
the same object. In [14] we reported the initial results of applications of Euclidean integral
signatures to the problem of face recognition and obtained some promising results. Further
investigation in this direction is underway. A thorough comparison of the performance of
our method with methods based on other types of constructions, in particular, with methods
based on affine invariant Fourier descriptors [3], and affine invariant wavelet representation
[35], is planned (see conclusion of the paper for more details). We would like to point out
that the vast majority of the existing methods are restricted to the classification problems of
planar curves.

The paper is structured as follows. In Sect. 2, after reviewing the basic facts about group
actions and invariants, we define the notion of integral jet bundle and integral invariants in
a general setting of curves in R”. Explicit formulae for affine integral invariants in terms
of Euclidean ones for curves in R? and R? are given in Sect. 3, along with their geometric
interpretation. The details of their derivation is given in the Appendix. In Sect. 4 we de-
fine a global integral signature that classifies curves with a given initial point up to affine
transformations. We also define a local signature that is independent of the initial point of a

(a) Brain feature curves [28] (b) Gun feature contour

Fig. 2 Examples of feature curves
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curve. In Sect. 5 a discrete approximation of the signature construction is tested on curves
extracted from 3D objects. The curves are given as discrete sequences of points, with possi-
ble additive noise. The experiments show that signature construction gives a robust method
for classification of curves under affine transformations. The conclusion section summarizes
the results of the paper and indicates the directions of further research.

2 Group Actions and Invariants

In this section we review the basic properties of group actions and invariants, as well as the
concept of prolonging the action to jet spaces and the notion of differential invariants. We
then introduce the notion of integral jet space and define the corresponding prolongation of
the action which gives rise to integral invariants.

2.1 Definitions

Definition 2.1 An action of a group G onaset Sisamap «: G x S — S that satisfies the
following two properties:

1. a(e,s)=s, Vs € S, where e is the identity of the group.
2. a(gr,a(gr,s)) =a(g1g2,5), forall s € Sand g1,2, € G.

For g € G and s € S we write «(g,s) =g -5 =5.
Definition 2.2 The orbit of a point s € S is the set O, = {g - s|g € G}.

Definition 2.3 A function f: S — R is called invariant if
f(g-s)=f(s), VgeGandVseS. (1)

Invariant functions are constant along each orbit and can be used to find equivalence
classes of objects undergoing various types of transformations.

Let GL(n) denote a group of non-degenerate n x n matrices with real entries. Its subgroup
of matrices with determinant 1 is denoted by SL(n). The orthogonal group is O(n) ={A €
GL(n)|AAT = I}, while the special orthogonal group is SO (n) = {A € O(n)|detA = 1}.
The semi-direct product of GL(n) and R”" is called the affine group: A(n) = GL(n) x R".
Its subgroup SA(n) = SL(n) x R" is called the special affine group. The Euclidean group
is £(n) = O(n) x R". Its subgroup SE(n) = SO0 (n) x R" is called the special Euclidean
group.

In the paper we consider the action of the affine group .A(n) and its subgroups on curves
y(t) = (x1(t),...,x,(t)),t €[0, 1] in R" by a composition of a linear transformation and a
translation, for n =2 and n = 3:

x; (1) x1(2) vy
Sol=Al 0 ] (@)
Xn (t) Xn (t) Up
where the matrix A € GL(n) denotes a linear transformation and the vector (vy, ...v,) € R"

denotes a translation.
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2.2 Prolongation of a Group Action

Our goal is to obtain invariants that classify curves up to affine transformations. The clas-
sical method of obtaining such invariants is to prolong the action to the set of derivatives
(x®, . x®Plk=1,...,1} of a sufficiently high order [

dx; (t) W(t) _ dxi(k)(t)

o)
A 1) = s A
xo0==7 i dr

3

Definition 2.4 Functions of {xi,.. .,xn,xi(k)li =1,...,n,k=1,...,1} that are invariant
under the prolonged action (3) are called differential invariants of order [.

For the Euclidean action on curves in R?, the two lowest order invariants are called cur-
vature and torsion, and are classically known in differential geometry. Analogous invariants
for the affine and projective groups are also known.

As noted in the introduction, differential invariants are highly sensitive to noise. We intro-
duce integral variables, extending the approach of [17] from planar curves to curves in R".
Let y () be a curve parametrized by ¢ € [0, 1]. We define integral variables

t
xila"”"a“(t)=/ X (O - X, (O dxi (1), i=1,....n, 4
0

where the integrals are taken along the curve y(¢) and «;, ..., &, are non-negative integers,
suchthato) +---+o;— 1 +aip + -+, #0. Wecalll =« + - - - +«, the order of integral
variables, and there are totally n((”nfll,)! -+ 1)) of variables of order less than or equal to /.
Note that integrals corresponding to x[o R0 0000y 0"H( 1) — a’“ (0) are not integral
variables, according to our definition. Integratlon—by—parts formula dlctates certain relations
among the integral variables, the coordinates x; (¢), ..., x,(¢) of an arbitrary point on a curve

y(t),t € [0, 1], and the coordinates x(l), R x,? of the initial point y (0). For example,

t t
[0 1000y — / X2 (1)dx; () = x2()x1 () — x3x) — f x1(t)dxy (1)
0 0
= x2()x; (1) — x9x0 — x[H00-0 ),
It is not difficult to show that there are

le(n—l)n—'—

independent integral variables of order less than or equal to /. A canonical choice of such
variables is given by:

t
x ) = / (O, (0 i (1),
0
suchthato; +---+o;_; >0, i=1,...,n. 5)
In other words, there is a non-zero entry in the first i — 1 components of the tuple

1.0,0,..0 0,0.1,0.....0 1.1,0,....0
[aq, ..., a,]. For example, variable x[ 1 is canonical, but x [ ! and x{ ]
are not canonical.
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Definition 2.5 Let Z/ be an N;-dimensional space of independent integral variables of order
I and less, then the integral jet space of order I (denoted S') is defined to be a direct product
of 7! and two copies of R", i.e. S' =T’ x R" x R". The coordinates x, ..., x, of the first
copy of R” represent an arbitrary point on a curve y (¢), t € [0, 1], and coordinates x?, el x,?
of the second copy of R” represent the initial point y (0).

The action (2) can be prolonged to the curves on the jet space as follows:

xi (1) x1(7) vy
c o |=a] |+ ]
Xu (1) X (1) Uy
x_? x) v
Al |+ ] ©)
x0 x0 v,

X ) = / ) X (O (1),
0

It is important that the integration-by-parts relations among the integral variables are re-
spected by the prolonged action, and therefore the action on the integral jet space S' is well
defined.

Definition 2.6 A function on S’ which is invariant under the prolonged action (6) is called
integral invariant of order I.

By introducing new variables
Xit)=xt)—x", i=1,...,n @)

and making the corresponding substitution into the integrals, we reduce the problem of find-
ing invariants under the action (6) to an equivalent but simpler problem of finding invariant

functions of variables {X1, ..., X,, Xim1 """ *l|i = 1...n} under the action of GL(n) defined
by
Xi (1) X, (1)
=l )
X, (t X, (1)
) ®)

Xy = / X0 X, (0d X (1),
0

Invariants with respect to (6) may be obtained from invariants with respect to (8) by
making substitution (7).! Invariants with respect to a very general class of actions of con-

I This reduction by the group of translations can be put in the context of inductive method described in
Appendix. We feel, however, that making this step “upfront” makes the presentation more transparent.
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tinuous finite-dimensional groups on manifolds can be computed using Fels-Olver gener-
alization [11] of Cartan’s moving frame method (see also its algebraic reformulation [19]).
The method consists of choosing a cross-section to the orbits and finding the coordinates
of the projection along the orbits of a generic point on a manifold to the cross-section (see
Appendix for more details). It can be, in theory, applied to find the invariants under the
action described by (8) for arbitrary n. Hann and Hickman [17] used Fels-Olver method
to compute integral invariants for planar curves (n = 2) under affine transformations and a
certain subgroup of projective transformations. The corresponding derivation of invariants
for spatial curves (n = 3) remained, however, out of reach due to computational complexity
(it is often the case in the computational invariant theory that practical computations become
unfeasible as the dimension of the group increases, despite the availability of a theoretical
method to compute them [9, 33]). In [13], we derived, for the first time, integral invariants
under the Euclidean and affine transformations for spatial curves using an inductive vari-
ation of the moving frame method [22], which allows one to construct invariants for the
entire group in terms of invariants of its subgroups: in our case, affine invariants in terms
of Euclidean. Explicit derivation of invariants for curves in the spaces of higher dimension
(n > 3) remains an open problem, which seems at present, to be of more theoretical, rather
than of practical interest.

3 Integral Invariants for Planar and Spatial Curves

In this section we present explicit expressions for integral invariants for n = 2 (planar
curves) and n = 3 (spatial curves) under the affine action (6). The affine invariants are written
in terms of the Euclidean invariants. We discuss their properties and geometric interpreta-
tion. The inductive derivation of these invariants is outlined in the Appendix.

3.1 Integral Affine Invariants for Curves in R?

We prolong the standard affine group action on curves in R?:

x(t) an an\ [ x@) v an anp
r = + , det 0,
()’(ﬂ) (azl azz)(y(l)> (Uz) ((121 022>7é
to integral variables up to the third order.
By translating the initial point ¥ (0) to the origin and making the corresponding sub-
stitution X () = x(¢) — x(0), Y(¢#) = y(t) — y(0) in the integrals, we reduce the prob-

lem to computing invariants under the action (8) with n = 2. Among 12 integral vari-
ables

X[i,jj(t) =/ X(Z‘)iY(I)jdX(t)s Jj#0,i4+j<3,
0
t (C))
a0 =/ XY@/ dYy @), i#0,i+j<3
0

we make a canonical choice of 6 independent: Y1-01 Y201 yllL.1l 'yB3.01 yi2.11 " yll.2] - a9
suggested by formula (5). The rest can be expressed in terms of the canonical variables
using integration-by-parts formulas, as follows:

x00 — yy — ylLon,
X102 — xy? _ oyl
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X[l,l] — leY _ lY[Z,O],
2 2

| (10)
X“’Z] — _X2Y2 _ Y[2,1]
2 9

X103 = yix —3y!"2l

xen = Lysy _ Lyooy,
3 3

This reduces the problem to finding invariants under the following G L(2)-action on R8,
where detA 1= a1ax — ariax

X =anX +any, Y =auX +axnY,

J—— 1 1
YOI = (det A) YO+ 5“11021}(2 +anan XY + EalzazzYz,
1N nny Lovpa)ol 2 3
YL = (detA)| apY' ' + §a21Y )+ 3% anX
1 2 L 3
+ 56121(61116122 + apnaxy) XY +aziapnpanXY*+ 392 anY’,
[E— 1
Y[R2.01 — (detA)(a”Y[z’O] + ZGIQY[I’I]) + gaf1a21X3

1
+61116112(121X2Y + [1%2(121XY2 + 5011012021Y3,

1
Y2 = (detA) <a§2Yl"2J + ga§11/l3~‘” +a21a22Yl2-“> (11)
—|—la Sx* 1 2 X3y
7a + 36121( ayia + apdsy)
—|—la 2 X*y? 2xy? ! Sy#
2 21ax(2apay + ayaz) + apazaxn + 7tan’ Y,

— 2
Y[Z,l] = (detA) <(a11a22 +a12a21)Y[2’1] + 2L112(122Y[1’2] + 5(111(121Y[3’0]>

Ly oy e, ] 3
+ 1011021X + 5011021(011022 +2apa,) XY

1 1
+ 5012021(2011022 +ana)X*Y? +alanan XY + 1012211222)’4,
E— 1
Y30l = (detA) (afl YB’O] + 3(,1%2)/“’2] + 361] 1a12 Y[Z’l]) + Zafla21X4
3 1
+ a%la12a21X3Y + Ealla%2a21X2Y2 + a|32a21Y3X + Zaf2a22Y4.

We restrict the above action to the subgroup SO(2) of rotation matrices by setting
ap =cos¢,ap = —sing, ax = sing, ay = cos¢. We use the moving frame method to
find invariants as described in the Appendix. Computationally this reduces to the substi-
tution ayy = %, a;; =L, az = =, ay = %, where r = /X2 + Y2 in (11). The resulting
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non-constant expressions comprise a set of generating invariants for the SO (2) action:

X5E=\/X2—|—Y2=r,
XY
2 bl

1 1 !
ylLn _ ;<Y“’”X _ 51/[2,011/ - €X2Y2>’

Yg},fm — ylnol _

2.0 _
YSE -

1 1 2
_(Y[2,01X+2Y[1,1]y_§X3y_§xy3>, (12)
.

1 | )
Yg;] = <Y[1.2]X2 —yRUxy 4+ gY[3,0]Yz _ ﬁX3Y3>’

1 2 1 1
Y2 = > <Y[2’”(X2 — YY) 2y Xy + §Y[3*°]XY — ZX2Y4 — EX“)ﬂ),

[3,0] 3,0] y2 1,2]1y2 2,1 5 3y3 5
YSE __r2 <Y[ ]X +3Y[ ]Y +3Y[ ]XY——X Y--XY —-XY >

The invariants with respect to the special Euclidean group are obtained by making a sub-
stitution of ¥ =y — y® and X = x — x° in the above expressions (12):> We note that
since r is invariant, the expressions in the parenthesis in the above formulas are also in-
variant.

We use the inductive approach, described in the Appendix, to build invariants under the
SL(2)-action defined by (11) with the condition detA = 1. The inductive method yields
SA(2)-invariants in terms of S E(2)-invariants (12):

XY
[1,0] [1,0] ,0
Ysp =Yg =t J—T,
[1,1] (1,1 [L,1] 1 [2,0] L s
Yo' =XseYsy :Y’X—EY’Y—EXY,
YélAZJ _ YéIEZJX?SE —yl2ayx? _yRliyy 4 %Y[3,0]Y2 . %X3Y3, (13)
2,1] 2.1] Ygém [1.2]
YS/:\ = YSI;" - [1,]]Ysé ’
SE
[2,0] [2,0]\ 2
y3i_ 1 Y[3,0]+§YSE Y[2,1]+§(YSE ) ylay)
SA X?S‘E SE 2 Ygél] SE 4 Ygél] SE

By replacing (X, Y) with (x — x°, y — y°) in (13) we return to the integral jet space coordi-
nates. In particular, Y% = y11.01 — 1Xy = fot (x —x0dy — 1 (x —xO(y — 9.

The following three special affine invariants are used in the next section to solve the
classification problem with respect to both special and full affine groups:

2The notation for invariants suggests a certain correspondence between the invariants and the coordinate
functions of the integral jet space, which we make clear in the Appendix.
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1
L=y8" =ylor - XY,

1 1
12:Y‘[51A1]:Y“’”X_EY[ZO]Y_EXZYZ, (14)
I; = YélAZ] — Y[l,2]x2 _ Y[Z,I]XY + %YB,O]YZ _ %X3Y3.

To obtain invariants with respect to the full affine group we need to consider the effect
of reflections and arbitrary scaling on the above invariants. We note that the transformation
x — Ax and y — —\y induces the transformation I, — —A2I;, I, — A*I, and I; — —A°1;5.
The following rational expressions are thus invariant with respect to the full affine group:

Lo YUy — JyROy — ix2y?

A== =
e (yior— lxyy? |
[1,2] y2 [21]2 1 y[3.0]y2 1 yv3y3 (15)
ja_ B YUEXE o yRUXY 4 YRy - X0y
S (Yo — Lyy)s '

The first of the above invariants is equivalent to the one obtained in [17].
3.2 Geometric Interpretation of Invariants for Planar Curves

The first two integral invariants (14) readily lend themselves to a geometric interpretation.
Invariants /; is the signed area B between the curve segment and the secant (see Fig. 1 in the
Introduction). Indeed, the term Y% in the invariant /; is the signed area between the curve
y (t) (whose initial point is translated to the origin) and the Y -axis, while % is the signed
area of the triangle A. Their difference is the area B. Since the S A(2)-action preserves areas,
I, is clearly an invariant.

The interpretation of I, is slightly more subtle. Using that Y'>0 = X2y — 2X!!l and
rearranging the terms we rewrite I, as idea), and (16) is rewritten as

1
L= —5(()(21/2 —3xy™ ! 4+ (x?y? — 3y xth1y),
where X =x —x°, ¥ =y — ", (16)

Further, the curve y (¢) is lifted from R? to R? by defining z(¢) = x () y(¢) (similarly to the
kernel idea), and (16) is rewritten as

1 ! !
12:—§(<XYZ—3X/ ZdY) + (XYZ—3Y/ de>>,
0 0

where Z = XY = (x —x%)(y — y°). (17)

The geometric meaning of (XY Z —3X fot ZdY) is illustrated in Fig. 3. The term fot zZdy
is the signed area “under” the plane curve (Y (¢), Z(¢)) in the Y Z-plane. Thus X fot ZdY is
the signed volume C under the surface F =y (¢) x [0, X (¢)] in Fig. 3. Since XY Z is the
signed volume of a rectangular prism (C + D in Fig. 3), then XYZ — 3X fot ZdY is the
signed volume of the rectangular prism (C + D) minus three times the volume C “under”
the surface y(¢) x [0, X (¢)]. Interchanging X and Y we obtain a similar interpretation for
XYZ -3Y [, ZdX.
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Fig. 3 Geometric interpretation
of the invariants I, 1000

500

ol

3.3 Integral Affine Invariants for Curves in R?

We prolong the standard affine group action on curves in R3:

x() ay ap  aps x(1) v ay ap  aps
YO | =|axn axn ax yo) |+ v ], det| a1 ax» axn | #0,
z(t) a3 ax  as z(1) v3 a3 ax  as

to integral variables up to second order. We translate the initial point y (0) to the origin,
and make the corresponding substitution X (1) = x(¢) — x(0), Y(t) = y(t) — y(0), Z(¢) =
z(t) — z(0) in the integrals. This reduces the problem to computing SL(3)-invariants under
the action (8) with n = 3. Among 21 integral variables

XK (py = / XY@ ZOdX (@), jAk#0,i+j+k<2,
0

Y7k (1) =/ XYY ZOrdY (1), i+k#0,i+j+k<2, (18)
0

z[fva”(r)=f X' YW ZWZ@), i+j#0.i+j+k=<2,
0

we choose 11 independent:®* X101 x11.0.11  x10.2.0] = 7(1.0.0] = y(1,0.0] = yl1.0.1] = 7[0.1,0]
Z0.L1 1 710.201 - 7I1,0.11 = 7IL10I The rest can be expressed in terms of those using the
integration-by-parts formula. Using the inductive approach, we first compute the invariants
with respect to rotations SO (3). We find the following 8 independent invariants. (See Ap-
pendix for details of the derivation.) S E (3)-invariants are obtained by replacing (X, Y, Z)

with (x —x,y =% z—2%.Let R=v/X2+ Y2+ Z2and T = \/(2532’0])2 +4(ZR" 12

3The canonical choice dictated by (5) is Y1001 y[2.0.01 " y[1.1.0] " y[1.,0.11 - 71,00 * 7[0,1,0] - 7[0,1,1],

Z [0*2’0], Z [2*0’0], Z [1*0’1], zILLOl We made a computation with an equivalent but non-canonical set of
variables.
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then
Xsg =R
Z90 = %(XYZ —2x 71010 4 2y ZIM001 _ 27y 1001
1
Y}gl),gO,O] — ?(Z%),LOJ Yllgl'OYOJ + ZZ%)’I’”Z%’O’OJ),
1

[1,0,1] __ [0,2,0] -[0,1,1] -[1,0,1] [0,1,1] -[0,2,0] 4~[0,2,0]
YSE - F(Q’ZR ZR ZR + ZR ZR XR

[0,1,112 [1,1,0] [0,2,012,[1,0,1]
—4Zy Zg +Zg Y ),

19)
[0,2,0]
Z020 — 7,

1 2 2
[1,0,1] _ [0,2,01< ~[1,0,1] [0,2,0] -10,1,1] [1,1,0] [0,1,1]7 ~[0,2,0]
Zsp _W(ZR Zy =222y 2y —2Zg Xy
[0,1,1] -[0,2,0]y,(1,0,1]
—2Zg ' Z YR ),
1
[1,1,0] _ [0,2,0] 7[0,1,1] [1,0,1] [0,1,1] 10,2,0] 5-(0,2,0]
Zsk —W(ZZR Zp Zp A Zp LT Xy

[0.1,112,[1,0,1] 102,012 5[1,1,0]
—4Zy Yy +Zy Zy ),

where expressions Z%’O’O], ZE?’I’O], Yl[e1,o‘0]’ Z,[é)’l’l], Z%“'O], Z%,O,l], Zl[?l,l,()], Y}EI.O,I], XEel.l,O],
X %’0’”, X 5?’2‘0] are provided at the end of the Appendix. Note that since R and 7" are invari-
ant, then so are all expression in the parenthesis of (19).

Using the inductive approach, we obtain the expressions for S A(3)-invariants in terms of
S E (3)-invariants.

0.1,0
Xsa= Z‘[gE 'X sk,

[1,0,1] -[0,1,0] [0,1,0] —[1,1,0] [0,2,0] -[1,0,0]
2Y‘S'E ZSE _ZZSE ZSE +3ZSE ZSE

yE o = - = (20)
SA [0,1,0] ’
275y 2
[1,0,1] [0,2,012
Z1L0.11 _ Zsg Zsi
SA T T a3

[0,1,013
Zsg

We introduce a simpler notation for the special affine invariants which will subsequently be
used to solve the classification problem with respect to both the special and the full affine
groups:

Jl :XSA :n1X+n22—n3Y,

1
S = —4(Y£§1A0’1] + §>XSA

=2ny(XYZ?* - 37210 x 43y ZzIW01 — ZzZILL0L 27y 101

@2n
+n32XY?Z +3X 21920 -3z x10200 _ 4y ZIL1LOT 2y y 1011

—2n, BY X101 - 3Z X101 x ZILLOT Xy 104y,
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where X =x —x, Y =y—)y", Z=7z—7andn, = % —ZOL00 = ¥ — Yoo =
XZ _ 711001 The expression of the third invariant in terms of the original integral variables
is too long to be included.

To obtain the invariants with respect to the full affine group we consider the effect of
reflection and scaling on these invariants. For A € R scaling (x, y, z) = (Ax, Ly, —Az) in-
duces scaling J, — —A3J,, J, = A%J, and J; — ASJ;. We therefore obtain the following
two invariants with respect to the full affine group of transformations:

J3

and J{'= = (22)

J
J,ZA: Y
1

hel
JP
3.4 Geometric Interpretation of Invariants for Spatial Curves

The first invariant J; may be viewed as an extension of the 2D invariant /; to 3D. Indeed,
ni, ny, and n3 represent exactly the same area as the 2D invariant /; (in Fig. 3) in three co-
ordinate planes. They are extended to a volume of a three-dimensional solid, by multiplying
by X, Z, and Y respectively. For example, n; X is the volume C under surface F in Fig. 3,
and n,Z and n3Y are similar volumes obtained by relabelling of X, Y, Z axis. Therefore,
the invariant J; is the summation of two volumes n; X and n,Z minus the volume n3Y. The
geometric interpretation of the invariants J, and J3, however, remains at the present time
unclear to us.

4 Curve Classification via Integral Signatures

The integral invariants derived in the previous section depend on the choice of the initial
point and the parameterization of a curve. For instance, consider a planar curve y (t) =
(1/2sint —cost+1, sin? ¢ +cost — 1), shown in Fig. 4a. A curve Y (¢) (Fig. 4b) is obtained

2

from y (¢) by a special affine transformation ( 5

115 ) A curve y,(t) (Fig. 4c) is obtained from

v (t) by a full affine transformation (j i)

The integral invariants I; and I, for curves in Fig. 4a and b with a matching parameteri-
zation coincide and are shown in Fig. 5a and b.

As illustrated in Fig. 5c and d, these invariants change under reparametrization 7 =
+/t + 1. Therefore the graph of invariants with respect to an arbitrary parameter can not be
used for curves comparison. In theory one can achieve a uniform affine invariant curve para-
meterization by using an affine analog of the Euclidean arc-length parameter da = «'/?ds,
where « is Euclidean curvature and ds is Euclidean arc-length. We would like, however, to
keep our methods derivative free. Even when the uniform parameterization is achieved, the
dependence of the invariants on the choice of the initial point presents another comparison
challenge for matching closed curves, or for matching parts of the contours.

The signature construction, proposed in this section, leads to classification methods
which are independent of parametrization and of the initial point. Inspired by signatures
based on differential invariants [6], we use integral invariants to construct two types of sig-
natures that classify curves under affine transformation: the global signature and the local
signature. Global integral signature is independent of parametrization, but is dependent on
the choice of the initial point and can not be used to compare partial contours. Local integral
signature is independent of both the initial point and parametrization. They can be used to
compare parts of contours and can therefore be used on images with occlusions. As our ex-
periments illustrate they are slightly more sensitive to noise than global signatures, but still
provide robust classification results.
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Fig. 4 Planar curve y and its 15
transformations

0.5r 1

(a) Curve y (1)

-15 -1 -0.5 0 0.5 1 1.5 2 25

(b) Special affine transformation y (¢)
6 ; ; ‘ ‘ ‘ ‘

(c) Full affine transformation y,, (¢)
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Fig. 5 Dependence of invariants 0.5
on re-parametrization:
T=+t+1

Invariant I1

Parameter t
(a) Invariant I, for y(¢) and y (¢)

Invariant | 5

Paramter t
(b) Invariant I, for y(¢) and y (¢)

4.1 Global Integral Affine Signatures

A global integral signature of a curve is the variation of one independent integral invariant,
evaluated on the curve, relative to another integral invariant. If a curve is mapped to another
curve by a group transformation, their signatures coincide independently of the selected
parametrization. The global signature, however, does depend on a choice of the initial point.

4.1.1 Global Affine Signature for Curves in R?

The special affine signature of a planar curve y (¢) is constructed by, first, evaluating invari-
ants /; and I, in (13) on this curve, and then plotting the parameterized curve (/;(t), I>(t))
in R2. For instance, the signature of the planar curve y (¢) shown in Fig. 4a is a planar curve

in Fig. 6. The signature of the curve y(¢) (Fig. 4b), which is related to y(¢) by an affine
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Fig. 5 (Continued)

0.5
of i
—05f .
=
3
= 1t i
©
>
=
-1.5¢ b
ot 4
o5 ‘ ‘ ‘ ‘ ‘ ‘
0 1 2 3 4 5 6 7
Parameter t
(c) Invariant I for y(t) and y (7)
1
05 b
of i
—N _o5¢ 1
=
3
= RS i
©
>
£ -isp 7
2o} 4
—25f .
3 ‘ ‘ ‘ ‘ ‘ ‘
0 1 2 3 4 5 6 7

Paramter t
(d) Invariant I, for y(t) and y (1)

transformation, coincides with the signature of y (¢). Moreover, it coincides with the signa-
tures of reparametrized curves y (t) and y (7).

Similarly, a full affine signature can be defined as a parameterized planar curve (1%, I;*)
defined by invariants in (15). Alternatively, we can use the two special affine invariants to
cancel the effects of reflections and arbitrary scalings,

111 ()] = ||

L) = —, L) = ———.
1) max, || 2(0) max, (I})

(23)

Both invariants are reduced relative to the range of |/;|. The range of I, is from 0 to 1. It is
not difficult to show that max, [/;| =0 on y if and only if y is a straight line. In this case
I,(¢) and I,(¢) are undefined, but straight line regions can be easily detected by other means.

The full affine signature of a plane curve y (¢) is obtained by, first, evaluating /; and I,
on this curve and by then plotting the parameterized curve (1 (1), 12 (¢)) in R?. For example,
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Fig. 6 Signatures for y (1), 1

y(1),y(t), and y (t) coincide
0.5 1
ot i
) —0.5F 4
<
8 4l i
©
>
£ -15¢ 1
2} 4
25 q
3 s s s s s
-25 -2 -1.5 -1 -05 0 0.5
Invariant I,
Fig. 7 Full affine signatures for 07

curves y(¢) and y, (t) coincide

Reduced Invariant

Reduced Invariant |

curves in Fig. 4a and c are related by a non-area-preserving affine transformation. Their full
affine signatures coincide as shown on Fig. 7.

4.1.2 Global Affine Signatures for Curves in R3

To construct special affine signatures for spatial curve we use invariants J; and J, given
by (21). Similarly to 2D case, the special affine signature of a spatial curve g(¢) is ob-
tained by, first, evaluating J; and J, on this curve, and then plotting the parameterized curve
(J1(1), Ja(1)) in R?.

For example, the signature of a spatial curve 8(¢) = (sint — 1/5cos?t + 1/5,1/2sint —
cost + 1, sin’¢ + cost — 1), shown in Fig. 8a, is the plane curve shown on Fig. 9. A curve
B(1) is obtained from B by a special affine transformation

0.3816 0.7631 1.1447
1.9079 1.5263 2.2894
2.6710 3.0526 3.4341
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Fig. 8 Spatial curve g and its 0.5
transformations
0
-05
N
-1
15

(a) Original curve S(t)

Y S X

(b) Special affine transformation 8(r)

25
20

15

N 10

(¢c) Full affine transformation g, (¢)
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Fig. 9 Signatures for B () and
B(1) coincide

InvariantJ2
1
o

-251

=301

_35 ‘ ‘ ‘
-6 -5 -4 -3 -

2
InvarinatJ1

-1 0 1

A curve B,(t) is obtained from f by a full affine transformation
1 2 3
4 5 6
9 8 17

As Fig. 9 illustrates, the special affine signatures of 8(¢) and B(¢) coincide.
Similar to the 2D case, the full affine signature for curves in 3D is obtained by reducing
special affine invariants J; and J, by the range of | J;|

[J1(0)] Jo(r) = (1)

Ji(t) = , —
10 max, |J| max,(le)

24

The full affine signature of a spatial curve B(¢) is obtained by first evaluating J;, and J,
on this curve, and by then plotting the parameterized curve (Ji(t), Jo(1)) in R2. The full
affine signatures of 8, 8 and B, coincide as shown in Fig. 10.

The advantage of global signatures is their independence of parametrization, whereas the
result of evaluation of invariants J; and J, on a curve depends on the choice of parame-
trizations similarly to /; and I, in 2D case. The disadvantage of global signatures is in their
dependence on the choice of the initial point of a curve. The local signature construction in
the next section overcomes this dependence.

4.2 Local Integral Affine Signatures

The signatures defined in the previous section can not be used for classification unless the
initial point of a curve is known. This becomes an obstacle for comparing closed curves
or for matching partial contours. For illustration, let us choose two different initial points, a
black circle or a red star, on the planar curve in Fig. 11. The resulting global affine signatures
are different as illustrated in Figs. 12a and b. We overcome the dependence on the initial
point by introducing local signatures. To proceed with the construction of the local signature,
we replace the integration from the initial point with integration on local segments. To retain
affine invariant properties of the signatures, we need to partition the curve in an invariant
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Fig. 10 Full affine signatures for 14
B(1), B(), Ba (1)
12F 1
N
v
s
5
= 0.8f 1
S
>
£
S 06 1
@
o
3 o04r 1
@
o
0.2 i
0 ‘ ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1

Reduced Invariant

Fig. 11 A planar curve with two

. . A 1.5
different choices of the initial
points
1+ ]
0.5 1
>

or ]
0.5} 1

manner. Such partition can be achieved using the notion of affine arc-length from classical
differential geometry. Our goal, however, is to propose a derivative free method, and so we
use the lowest order integral invariants, namely /; for plane curves and J; for spatial curve
to obtain an equi-affine partition of a given curve. The details are described in the following
subsections.

4.2.1 Local Affine Signatures for Curves in R?

We will use I; to partition a given curve into equi-affine sub-segments. Assume that y
is parametrized by ¢ € [0, 1]. Recall that the integration in the integral variables is per-
formed from the initial point y(0) to a current point on the curve y (). For instance,
I(t) = fot XdY — %XY, where X = x(¢) —x(0) and Y = y(t) — y(0). Thus I, (¢) is a func-
tion from [0, 1] to R.

We define the evaluation of an invariant on a sub-segment of y by treating the starting
point of the sub-segment as the initial point, and computing the value of integral variables at
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Invaﬁnatg
IR

-3 . . . . .
-25 -2 -15 -1 -0.5 0 0.5

Invaﬂanth

(a) Initial point is the black circle in Fig. 11

Invaﬁnatb

16 I I I I

-18 -16 -14 -12 -1 -08 -06 -04 -02 0
Invaﬂanth

(b) Initial point is the red star in Fig. 11

Fig. 12 Global signatures for the same curve with two different choices of the initial point

its end point. In particular, for a sub-segment defined by the parameter range [p, ¢] C [0, 1],
we compute the evaluation 17" = [1(x(t) = x(p))dy(1) = 3(x(q) = x(p)(y(@) = y(P)).
and similarly for invariants I, and /3 defined by (13). We note that the evaluation of an
invariant on a segment is a real number.

We choose a sufficiently small A > 0 and define an equi-affine partition 0 =1y < #; <
--- <ty =1 of the curve y (¢),t € [0, 1] into sub-segments by the condition

|11 = A (25)
In practice we choose A proportionally to the maximum of the absolute value of Iy, i.e.,

we choose an integer M and set A = ™Il Note that the total number N of segments
that we obtain using condition (25) differs from M in general. The local discrete special
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Fig. 13 Local special affine
signature for the curve shown on
Fig. 11

Local Invarinat I3

-9 -8 -7 -6 -5 -4 -3 -2
Local Invariant | 5 x10°

affine signature of y is defined by the evaluation of I, and /3 on the intervals [#;_, t;],i =
1,..., N, thatis a set of points with coordinates (12[[["’['], 13[1,'71,%])’ i=1,...,N.Figure 13
shows the local discrete special affine signature for the curve shown in Fig. 11. The signature

does not depend on a choice of the starting point. To obtain local discrete affine signature of
AR N US|
1

we use reduced invariants, that is we plot (=2 2, i=1,...,N.
v ’ p (max,uf)’ max,uﬁ)’ R

4.2.2 Local Affine Signatures for Curves in R

For spatial curves we proceed in a similar manner as for planar curves. We use invariant J; to

partition a curve y (¢),t € [0, 1] into N sub-intervals definedby a =1 <t; <--- <ty =b
[ti1.ti

such that J; I_ A,i=1,..., N, where A > 0 is proportional to the maximum of the
absolute value of J;. We define a local special affine signature by evaluation of J, and J3 on
the intervals [t;_y,%;],i = 1,..., N, that is by a set of points on the plane with coordinates

(L ey =1, N,
Figure 14b shows the local special affine signature for a curve shown on Fig. 14a. The
signature does not depend on our choice of initial point.

5 Application to 3D Object Classification

The features of many computer vision and pattern analysis problems are spatial curves.
We can hence view the classification problem as that of assorting the similarity of curves
in 3D, in particular, when subjected to affine transformations. In this section, we apply
integral special affine invariants J; and J5, the global special affine signature, and the local
special affine signature to classify curves in 3D under special affine transformations. The
performance of each of the proposed methods is evaluated. Applying these invariants to
classification of 3D objects based on a set of characteristic spatial curves is in line of [2],
and will be considered in subsequent publications.
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(a) A curve with two different choices of an initial point

0.01 T T T T T T

ok 4

-0.01r q

-0.02 1

-0.03 b

~0.04| j

-0.05 1

Local Invariant J3

-0.06 - q

-0.07 1

-0.08 b

~0.09 . . . . . .
-0.5 -0.4 -0.3 -0.2 -01 0 0.1 0.2

Local Invariant J2
(b) Local special affine signature

Fig. 14 A spatial curve and its local special affine signature

5.1 Experimental Design

The Princeton Shape Benchmark [20] provides a repository of 3D models. A subset of three
models are shown in Fig. 15. We extract a total of 100 characteristic curves, and each of
them are re-sampled to 5000 points with the same arclength. We applied to each curve
9 randomly generated 3D special affine transformations as shown on (Fig. 16). To make
this problem even more challenging and to illustrate the noise sensitivity of the proposed
approach, Gaussian noise with distribution N (0, 0?) is added to each of the variations. We
therefore obtain a classification set of 900 curves that has to be separated into 100 equivalent
classes under affine transformations. The training set consists of 100 original curves without
any noise and transformation. The discrimination power and sensitivity to noise are analyzed
using the error rate of classification. We implemented a Nearest Neighbour (NN) classifier
in a Euclidean space using Euclidean distance. In order to illustrate the advantages of the
signature construction, we design two experiments. The first experiment uses a common
parametrization for both the training and testing curves, while in the second experiment, we
choose two different parametrizations (samplings) for the testing data.
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& -

Fig. 15 3D models from the Princeton shape benchmark

50 900 220 800 900
200 700 800
40 800
180 600 700
30 700 160 500 600
35 700 400 450 550
60 800 500 500 800
30 40 800 700 450 400 900 600
25 20 500 600 350 400 400 300 450 400
700 900 600 900 750
600 550 800 700
800
500 500 700 650
400 700 450 600 600
300 000 400 700 500
700 450 1000 800 1000
250 00 800 350 0o 600 500 500
200 500 600 400 300 600 500 400 450 600

Fig. 16 A curve and 9 variations of it under affine transformation

5.2 Experimental Results

Three experiments are carried out with different noise variance, namely o = 2 (Fig. 17),
o=1,and o0 =0.5.

In the first experiment curves in testing and training sets had the same parameterization.
The classification error rates for the three different values of sigma are shown in Table 1.
Both the integral invariants and the signatures perform well as indicated by the error rates.
For comparison, the classical differential invariants have a classification error rate more
then 80%, which makes the differential invariants practically useless. Since the order of
integral variables involved in J, is higher than J;, as well as the explicit form of J, is
more complicated than J;, the performance of J, is not as good as that of J;. The global
signature is constructed with both J; and J,, and the local signature is based on J, and J3.
The performance of these signatures is therefore slightly worse than J;.
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(b)

Fig. 17 (a) A spatial curve without noise (b) with Gaussian noise N (0, 4)

Table 1 Classification error rate with same parametrization, same initial points

Noise variance 1 Jo Global signature Local signature
o=0.5 0.0022 0.0472 0.06 0.07
o=1 0.04 0.12 0.15 0.17
o=2 0.0789 0.2233 0.28 0.32

If the parameterizations are not the same, the plots of invariants J; and J, with respect to
a parameter can not be used for a classification purpose as illustrated in Table 2. Even with
the lowest noise variance, the error rates are more than 0.4 for J; and 0.6 for J,. However,
neither the global signature nor local signature are affected.
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Table 2 Classification error rate with different parametrization, same initial points

Noise variance J1 Jo Global signature Local signature
0=0.5 0.42 0.61 0.06 0.07
o=1 0.48 0.70 0.15 0.17
oc=2 0.56 0.83 0.28 0.32

Table 3 Classification error rate with different parametrization, different initial points

Noise variance J1 Jo Global signature Local signature
=05 0.87 0.95 0.95 0.07
o=1 0.91 0.97 0.97 0.17
oc=2 0.94 0.98 0.98 0.32

If we make an arbitrary selection of the initial points, both individual invariants (J; and
J») and global signature have poor performance as shown in Table 3. Only local signature
may be used to characterize a curve.

In summary, if the training data and testing data have similar parameterization and same
initial point, either invariants or signatures may be used. Under different parametrization,
the global signature is the best choice. In the case when the starting point is undefined one
needs to use local signature.

6 Conclusion

In this paper we presented explicit formulae for affine integral invariants for planar and
spatial curves in terms of Euclidean invariants, and introduced signatures based on these
invariants. Two curves that are equivalent with respect to affine group of transformation
have the same signature. Although we have focused here on a larger group of the affine
transformations, the integral Euclidean invariants, presented here, can be used to classify
curves under Euclidean transformations with the analogous signature constructions.

Integral invariants are functions of a parameter and hence depend on the parameterization
(curve sampling). The signatures, based on these invariants, are independent of parameter-
ization. Global integral signatures depend on a choice of the initial point. Local integral
signatures provide a classification method independent of the choice of the initial point,
and so they can hence be used on images with occlusions and for comparing fragments of
contours. They are slightly more sensitive to noise than global signatures.

Our interest in noise tolerant integral invariants for spatial curves is motivated by an in-
creasing availability of 3D data acquisition systems and subsequent emerging interest in 3D
image analysis. As an experiment, a classification of characteristic curves of 3D objects,
subjected to random affine transformations and noise, was conducted by using individual
invariants, and global and local signatures. Integral invariants allow us to perform noise
tolerant classification of curves with respect to affine transformations (for comparison: dif-
ferential invariants give 80% error rate).

Substantial further experiments in this direction and comparison of the proposed method
with numerous other approaches is the subject of our current and future work. In partic-
ular, we would like to compare the performance of our methods with methods based on
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the following approaches. Arbter et al. [3] applied affine-invariant Fourier descriptors to
the problem of 3D object recognition. More specifically, affine-invariant Fourier descriptors
were applied to planar feature-curves extracted from a 3D object. Tieng and Boles [35] in-
troduced a wavelet based affine-invariant representation for planar objects. Sener and Unel
[32] used principal component analysis (PCA) and independent component analysis (ICA).
Wang and Teoh [39] developed an affine invariant approach to model planar curves in B-
spline model and to match curves in curvature scale space. Note, however, that in all these
cases, the affine classification methods were limited to planar curves. Our literature-search
indicated that the present paper is the first to introduce a noise tolerant method for the affine
curve-matching in 3D.

Understanding theoretical properties of integral invariants introduced in this paper, in
particular, establishing the structure of the entire set of these invariants, as well as extensions
to higher dimensions and other groups are of interest.

Appendix: Derivation of Invariants
7.1 Cross-section and Moving Frame Map

Building on the works [15, 16, 21], Fels and Olver [11] generalized Cartan’s normalization
procedure [7], and proposed a general algorithm for computing invariants. The Fels-Olver
algorithm relies on a map p: S — G with an equivariant property:

p(g-s)=p(s)-g', VgeG, Vses. (26)

From Theorem 4.4 in [11], it follows that such map exists if and only if the action of G is
free and, in addition, there exists a global cross-section, i.e. a subset IC C S that intersects
each orbit O; at a unique point. Indeed, under the above assumption the map p may be
defined by the condition p(s) - s € K. Then p(s) - s = p(g - 5) - (g - ) is the unique point of
the intersection of O; and K. Since the action assumed to be free it follows that s may be
“cancelled” and hence the condition (26) is satisfied.

If G is a Lie group acting smoothly on R” and both S C R" and K C § are smooth
submanifolds, then R”-coordinate components of the projection ¢(s) = p(s) - s: S — K are
smooth invariant functions, called normalized invariants. Normalized invariants contain a
maximal set of functionally independent invariants, and have a replacement property, which
allows us to rewrite any invariant in terms of them by simple substitution [11, 18, 19].

Although, a global smooth cross-section does not always exist, a local smooth cross-
section® passing through every point of S can be found for every semi-regular action.’ The
freeness assumption can be also relaxed to a semi-regularity assumption. With these weaker
assumptions the above method can be used to construct local invariants [11, 19].°

For algebraic groups acting on algebraic varieties, a purely algebraic counterpart of the
Fels-Olver construction was obtained in [18, 19]. The algebraic method can be combined
with the inductive approach described below. In some particular examples, including the 3D

4 A local cross-section is defined on an open subset of U C S and Vs € U intersects each connected component
of Oy NU at a unique point.

5 An action of G is called semi-regular if all orbits have the same dimension.

6 A function f, defined on an open subset U of S, is a local invariant if Vs € U there exists an open neigh-
borhood Gy of e € G s.t. condition (1) is satisfied for all g € Gy.
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example presented here, the computation based on the moving frame map p turns out to be
more practical.

When the group G is of a relatively large dimension, computation of invariants by either
a geometric or algebraic approach becomes challenging. In [22] two modifications of the
moving frame method were proposed to simplify the computation by splitting it into two
steps: invariants of a subgroup A C G are first computed, and then invariants of the entire
group are constructed in terms of those. For the problem at hand, we use one of these mod-
ifications, called the inductive approach, which is applicable when a group factors into a
product of two subgroups.

7.2 Inductive Approach

Definition 7.1 A group G factors as a product of its subgroups A and B if for any g € G
there are a € A and b € B such that g = ab.

We write G = A - B. If in addition A N B = e, then for each g € G there are unique
elements a € A and b € B such that g = ab.

From Theorem 4.4 in [22] it follows that if G = B - A, such that A N B is discrete, and
G acts freely on a manifold S then Vs € S there exists a local cross-section 4, contain-
ing s, invariant under the action of the subgroup B. From Lemma 4.7 in [22] it follows that
invariants of G can be constructed from the invariants of A using the following method.

Inductive method

1. Restrict the G-action to A. Find a local cross-section L4 C S for the action of A which
is invariant under the action of B.

2. Construct a moving frame map p4: S — A defined by the condition ps(s) - s € Ky,
Vs € S, by solving the corresponding equations. Composition of coordinate functions
with the projection t(s) = pa(s) - s: S — K4 are invariant with respect to the action
of A.

3. Restrict the action of G to the action of its subgroup B on the invariant subset K4 and
choose a local cross-section g C Ky4.

4. Construct a moving frame map pp: K4 — B defined by the condition pg(s) - z €
Kg,Vz € K4, by solving the corresponding equations.

5. The G-moving frame map p: S — G is defined by p(s) = pg(pa(s) - s)pa(s), and
G-invariants are the coordinate components of p(s) - s = pg(pa(s) - 5) - (pa(s) - s) =
pB(ta(s)) - tals).

7.3 Affine Integral Invariants for Curves in R?

We have a product decomposition SL(2) = B - A, where B = {(}’(‘)1 b )|y >0} and A =
by

SO(2) is a group of rotations. The intersection B N A = {e}, and therefore we can apply the
inductive method as follows.

1. We restrict the SL(2)-action (11) to the subgroup SO (2) of the rotation matrices by
setting a;; = cos¢, a;p = —sing, ax; =sing, a, = cos¢. A subset 4 defined by con-
ditions Y = 0, X > 0 serves as a cross-section on an open subset of the integral jet bundle.
Moreover K4 is invariant under the restriction of (11) to subgroup B.
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2. The corresponding moving frame map

X Y
2r2 21 r2
_\/X £ \/XX+Y

VX24Y2 /X24y2

pa(s) =

is obtained by solving the equation ¥ = 0 with the condition X > 0 (see the first line
of (11)). The projection ¢4 : R’ — K 4, obtained by substitution p4 into (11), produces a
point whose coordinates are invariant under the action of SO (2). Non-constant normal-
ized invariants are given by (12) and Ysg = 0 is the remaining constant invariant.

3. We now restrict the action (11) to the action of a subgroup B on an invariant subset /4.
We obtain the following transformations.

Xa=buXs, Y=y
_ 1 P
vitl= oyt = b e 2yt
L 111 L ) 27)
Y/gl,Z] — b_zyf[‘ll]’ YE’I] — Y1£2.1] + 2b_12y/[§1,2]7
11 11

YE’O] = b%l YE’O] + 3b%2 Y/[41’2] +3b11b12 Y/[f’l].

A subset Kp C K4 defined by the equations X, =1, YE’O] = ( serves as a cross-section
on the subset of K4, where Y/Ll’” #0.
4. This leads to the moving frame map

2,0

S/ w
1,1

pp(s) = X+ 2rilxy
0 Xa

The projection tp: K4 — Kp, defined by t5(s) = pp(s) - s, produces a point with coor-
dinates

— [1,0] _ y[1,0]
Xp=1,  ylO=yllo
(1,11 _ [1,1] [2.0] _
YB = X4 YA s YB =0,
Y[l 2] X2 Y“’Z] Y[2 1] Y[Z 1] YE‘OJ Y[I,Z] (28)
B AtA A - YU’IJ A
A

[2,0] [2,0]\ 2
P = (Y}S'OJ p2Xaypay §<—Y*‘ ) YE“)
2 (1] (1] ’
X4 2y, 4\y,

invariant under the B-acti_o_n (27) on K4. N
5. Replacing coordinates Yf,”’ ! with the corresponding Y gg] given by (12) produces inde-
pendent invariants (13).
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7.4 Affine Integral Invariants for Curves in R?

We have a product decomposition SL(3) = B - A, where

bll b12 b13

B = 0 b bz | by >0,by#0
0 0 =
11022

and A = SO(3) is a group of rotations. The intersection B N A = {e} is trivial. We again
follow the steps of the inductive method.

1. We restrict the SL(3)-action (8) to the action of SO (3) whose elements can be repre-
sented as the product of three rotations:

1 0 0 cos¢p 0 sing cosf —sinf O
0 cosy —siny 0 1 0 sinf cosf O
0 siny cosy —sing 0 cos¢ 0 0 1
A subset K4 defined by conditions ¥ =0, Z =0, Z%"11 =0, X > 0 serves as a cross-

section on an open subset of the integral jet bundle where X + Y2 + Z% > 0. The cross-
section K4 is invariant under the action of B.

2. The corresponding moving frame map p, is obtained by solving the equation
Y =0, Z=0, ZI0L.11 = with the condition X > 0. Explicitly, let r = +/X2 + Y2,

R=+/X?24Y24+Z%2and T = \/(ZES'“”)Z + 42212 where Zi"! and Z!192% are
given on the last page of the Appendix, then

g X o’ " zZR?"
cosfd = —, cosgp = —, cosyr = ———,
r R T

(29)

[0,1,1]
ZR

o Y ing Z iny ’
sinf = ——, sing = —, sinyr = —
r R T

The corresponding set of SO (3) invariants is given by (19).
3. We now restrict the SL(3)-action to the action of a subgroup B on an invariant subset
of 4. We obtain the following transformations:

X4 =bnXa,
10,1,0] 1 _o.1,0
ZO10T . Z101.01
b
— o0 1 b
Zoa _ L o 12 71010
by biibx

1,00 1,0,0 01,0 1,00 0.1,0
Y/L V= by by Y1100 blsbzzzg 1+ b11b23254 '+ bl2b23z£4 !

Z[O,Z,O] — @Z[O,Z,OJ
A bll A ’

Z[],O,l] — 1 [1,0,1]
A bub3,

)
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bas b1y
ZE,I’I’O] _ ZE,I’I’O] n _Z£‘1,0,1] i _Zg),z,O]’
by biy
—HoT by o b2 20
yIom _ oy 923 S0 710201
A A b22 A Zb“ A
A subset Ky C K4 defined by equations
[0,1,00 _ [1,0,0 _ [1,0,0] _ [0,2,0] _ [1,1,00 _
Z, =1, Z,0 =1, Y, =1, Z,70 =1, Z, =1
is a cross-section on an open subset of /C4.
4. The corresponding moving frame map pp is
[0,2,0] [1,0,0] [0,1,0]
bio — 710100 by — Ly 2y —Zy
n=2Z, ", 2= Z1020] )
A
, Zﬁ)’w] , _Z/[L‘O.I,O]ZL‘I,I,O] n ZE?’Z’O]ZE’O’O]
2 = —o30 23 = ,
ZE;).Z,O] ZE;),Z,O]ZL},O,I]
bia = 1 Z[o,1,0]22[0,2,012[1.0,01 Z[0,1,013Z[1,1,0]
13 = (Zy A A —4a A

ZE)’Z’O]ZE;’O’”ZK)’I’OF

+ ZE:).z,O]2&1.0,112&0,1,0]2Y/£1,0,01 _ ZE’O’”ZT’Z‘Oﬂ).

The coordinate components of the projection pg(s) - s: K4 — Kp
Xp=2Z,""Xa,

[1,0,1] [0,2,0]2
o _ Za” 2y
B = 3
[0,1,0]
ZA

[1,0,1] -[0,1,0] [0,1,0] »[1,1,0] [0,2,0] -[1,0,0]
Y”’O*HZZYA Z, —2Z,7Z, +3Z,7"Z, _l
C 22070 2

are invariant under the action of B on KCy. N
5. Replacing X4, YX”’“, ZL’”’“ with Xsg, Yg’E”“, Zg‘é’“ given by (19) produces indepen-
dent invariants (20).

The following auxiliary expressions were used in the paper where r = VX2 + Y%, R =
VX2 Y2+ 7%

ZR0r = _i(XYZ —2XZ0M0 4 2y ZIL00T _ 5 Zy[L00T)
K 2R
ZB00 = _zi(xzz D VARLES &V A G/Aul ]
r

YI[?l,O,O] — _2]R (YX3 4 XY3 _ 2Y2Y[1.0,0] _ 2zyz[l,0,0] _ 2x2y[1.0,0] + ZZXZ[OYLO]),

’
1

10110 _ _
R 6rR

(2rx*z? —ex’zM +6x?y zM 0N — 6x2 Zy !0
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Z020 _

[1,0,1] __
ZR =

[1,1,0] _
Zy =

[1,0,1] _
Y =—

Xgel,o,l] —

x10200 _

~ 6rR2

—6xZMy? 43Xy 727 4472y X + 6XY Z X101
—6xZ°x 0 —ey?zzIM 0 — ey Zy U0 4 ey Z1 0N — 372y x[0:200)

‘ﬁ (=3x2Z1020 —2y2X27 46Xy 7! 4+ 3x 7 x1020)
r

+6y>x0 —6zy x10T),

IR (—4z°x* +6Z"00X° +6x°Y 20 —2X? 7Y + 62X X! O
.

—6Xyzz"M Oy exzMO0Ny? —3y2 77020 46y 100U — 7274,

pyo) 21R2 (6z?xy X" —6zxy? X101 — 37Xy X190 4 62y y 101
r

—4ZX°Y + ZY’X + 6x*Z1M 10 — ey IO

—6zyZMONx? 462X 7" y? 4322 Xy 21020 — 6ZX X110
—3X°Y3Z + 12x3y xU00 4 1o xy3x(ton

—6zy Z 0N 46Xy 21020 46Xy 21020 62X 71011

—6X°Z°y +6x° 72210 ox? 27y 0N — 37y 3 x1920 373y X)),

1
el

—6ZX*y X020 _gy2zI1L0x2 o7y zU0Ux2 4 gy2z27[1100

—6Xx* YOl — 12z xy? x0T 622y 2y O — gyt ZIH 10

— 2y2x?ython _gy4y 0l _ gzy3 x10201 _ o7 x3x 101 _373y3x
+9XYZ+42X°Y — 122y 20N 122X 71001 43Xy 71020
+5ZY3X —3722XyZz1920 4y 127x 701 0y? _6z2xy x11.01

+6XY3X“‘O’”+6X3YX“’O’”+6X222Y“’0’”+3X3YZ[0’2’0]),

(=Y’ X +32°v’X —6zy*y" 0N —6zx?y! 0N —6zy2zIM 10 —2xy

+6X X0 43Xy 271920 4 3x?y X020 4 6xy ZX O 46X Y2 X110

+3y° X020 —3x°y? — 627y ZI"0N 4 622X 2101 1),

1
o (—2zx* +6x> X0 4 2y2 X2 7 + 2X2 77 —6XY ZU 1O — 62X Z1 0N
;

—6zYZ" 4 2v? 7% + ¥4z —371920y?),

1
3r2R

+6XxYZZM 0 —3zx2 71920 4 6x?y x0T — 3 X3 x10.200 gy x 11101,

(=X*y? —y*x? - 3xy2x020 —3x27°y? + 6y* Zzx 01
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