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Abstract—This study introduces a novel wall shear stress
(WSS) estimation method for 4D flow MRI. The method
improves the WSS accuracy by using the reconstructed
pressure gradient and the flow-physics constraints to correct
velocity gradient estimation. The method was tested on
synthetic 4D flow data of analytical Womersley flow and flow
in cerebral aneurysms and applied to in vivo 4D flow data
acquired in cerebral aneurysms and aortas. The proposed
method’s performance was compared to the state-of-the-art
method based on smooth-spline fitting of velocity profile and
the WSS calculated from uncorrected velocity gradient. The
proposed method improved the WSS accuracy by as much as
100% for the Womersley flow and reduced the underestima-
tion of mean WSS by 39 to 50% for the synthetic aneurysmal
flow. The predicted mean WSS from the in vivo aneurysmal
data using the proposed method was 31 to 50% higher than
the other methods. The predicted aortic WSS using the
proposed method was 3 to 6 times higher than the other
methods and was consistent with previous CFD studies and
the results from recently developed methods that take into
account the limited spatial resolution of 4D flow MRI. The
proposed method improves the accuracy of WSS estimation
from 4D flow MRI, which can help predict blood vessel
remodeling and progression of cardiovascular diseases.

Keywords—Phase-contrast MRI, Fluid dynamics, Pressure

field reconstruction, Wall shear stress, Cerebral aneurysm,

Thoracic aorta.

INTRODUCTION

Vascular wall shear stress (WSS) is an important
determinant of endothelial function and phenotype.24

WSS has emerged as an essential feature of atheroge-
nesis.10,15 The low WSS due to disturbed blood flow
promotes atherogenesis,10,11 while high WSS is asso-
ciated with plaque rupture.17 Abnormal WSS is also
related to the growth and rupture of intracranial
aneurysms.6,9,21,27 Additionally, WSS and WSS-der-
ived metrics such as oscillatory shear index (OSI) are
correlated with aortopathy. The distribution of low
WSS and high OSI resembles the regions of aortic
atherosclerotic lesions,16,25 and the abnormal WSS in
the bicuspid aortic valve (BAV) patients was associ-
ated with the aortic dilation.1,2,42 Therefore, the
information on the magnitude, distribution, and vari-
ation of WSS can provide valuable insights for pre-
dicting and assessing vascular diseases.

WSS can be estimated from the velocity gradient at
the vascular wall. 4D flow magnetic resonance imaging
(MRI) resolves blood flow in space and time in vivo,
enabling the estimation of WSS.26,40 Stalder et al.39

introduced a method to evaluate the aortic WSS from
the B-spline interpolation of the 4D flow velocity on
manually positioned 2D planes. However, this method
only resolves the WSS on the 2D slices, and the plane
selection can be laborious. Several methods were
introduced later to resolve the 3D WSS distribution on
the vessel wall from the velocity profile along the wall-
normal direction at each wall point.4,5,33 The method
proposed by Potters et al.33 uses smooth spline fitting
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of the velocity along the wall-normal direction and
assumes no-slip boundary condition to evaluate the
velocity gradients and WSS. The method has been
applied to 4D flow data acquired in the aorta,42,33

carotid arteries,12,33 and intracranial aneurysms.43

The accuracy of the WSS estimated from 4D flow
data is affected by the spatial resolution and segmen-
tation.12,31,33 A significant inverse relationship was
found between the estimated WSS and the spatial
resolution of 4D flow data.12 The WSS estimated from
in vivo 4D flow MRI was inconsistent with the results
from high-resolution modalities, including computa-
tional fluid dynamics (CFD) and in vitro particle
imaging velocimetry (PIV), potentially due to the
limited resolution of MRI. The aortic WSS estimated
from in vivo 4D flow data was 0–2 Pa,2,42,39 while pa-
tient-specific CFD models yielded a range of 0–30
Pa.22,32,34 The WSS estimated from 4D flow MRI was
also lower than the CFD results in intracranial an-
eurysms and carotid bifurcations, and the differences
were more significant in regions of higher WSS.41

Several multi-modality studies showed that the mean
WSS evaluated from in vivo 4D flow MRI in the
intracranial aneurysms was less than half of the results
from patient-specific CFD simulations and in vitro PIV
measurements.7,43 Because of the discrepancy in WSS
magnitudes, the normalized parameters such as the
normalized WSS and OSI are usually preferred for
clinical and physiological investigations as they possess
qualitatively similar distributions between MRI and
other modalities.7,31,41

This study aims to introduce a method to enhance
the WSS estimation with 4D flow MRI. The proposed
method, termed pressure-gradient induced velocity-
gradient correction (PG-VGC), corrects the velocity
gradient based on the reconstructed pressure field
gradient to improve the estimated WSS’s accuracy.
The conservation laws of mass and linear momentum
are incorporated to formulate a linear system. This
linear system is used to estimate the velocity-gradient
errors with a least-squares approach. The error is then
subtracted from the velocity gradient to improve the
assessment of WSS. The method was first tested with
synthetic 4D flow data of Womersley flow and flow in
two cerebral aneurysms. The method was then applied
to in vivo 4D flow data acquired in the cerebral an-
eurysms and aortas.

MATERIALS AND METHODS

Wall Shear Stress Estimation with Navier–Stokes
Equation Correction

The WSS vector s
*

can be calculated as:

s
* ¼ 2le � n*; ð1Þ

where l is the dynamic viscosity of the blood, n
*
is the

inward wall-normal vector with a magnitude of 1, and

e is the deformation or strain rate tensor. The WSS

value represents the magnitude of s
*

in this study, and
the time-averaged WSS (TAWSS) denotes the WSS
averaged arithmetically over a cardiac cycle. The
deformation tensor can be expressed as:

e ¼ 1

2
ruþ ru

� �T
� �

; ð2Þ

where ru is the velocity gradient tensor which can be
determined from the velocity field of the blood flow
using numerical differentiation or interpolation.4,5,33

Figure 1a presents the proposed WSS estimation
procedure with PG-VGC. The velocity gradient and
the pressure field are first calculated from the 4D flow
data. The spatial gradient of the pressure field is em-
ployed to correct the velocity gradient based on the
conservation of mass (COM) and conservation of lin-
ear momentum (COLM). The WSS is then determined
from the corrected velocity-gradient. Figure 1b
demonstrates that PG-VGC uses the data in the whole
region with blood flow (ROI) for estimating WSS. The
ROI consists of the voxels within the lumen and the
partial volume voxels whose centers locate inside the
surfaces representing the vessel wall. The details of the
algorithm are provided as follows:

Pressure Reconstruction with Wall-Distance-Based
Weighted Least-Squares

The wall points where the WSS is of interest and the
center points of the 4D flow voxels within the blood
flow are combined to a list of N spatial points. The
instantaneous pressure gradients at these spatial points
were estimated from the velocity field based on the
COLM46 as:

rip ¼ �q
@ui
@t

þ u � Gxui þ v � Gyui þ w � Gzui

� �

þ lr2ui; ð3Þ

where the subscript i 2 fx; y; zg indicates the spatial

dimension. rip is the column vector (2 RN) of the
pressure-gradient along each dimension at the spatial
points. ux � u, uy � v, and uz � w represent the col-

umn vectors (2 RN) of the velocity component along
each encoded direction. � represents the Hadamard
(elementwise) product, and q is the fluid density. The
temporal derivatives of velocity were calculated using
the second order central (SOC) difference scheme. Gx,
Gy, and Gz are the discrete gradient operators (matri-

ces) with a size of N�N. The coefficients in the
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operators were determined using the RBF-generated
finite difference method (RBF-FD),45 which is a
meshless computational method based on the localized
RBF-interpolant in a compact finite-difference mode.
The RBF-FD method approximates the function
derivative at the center node x1 as the linear combi-
nation of the function values u xkð Þ at n support nodes

xk 2 R3 for k ¼ 1; _s; n as:

Lu x1ð Þ �
Xn

k¼1

w1;ku xið Þ; ð4Þ

where L denotes the derivative operator, e.g., the
gradient along a spatial dimension, and w1;k with k ¼
1; _s; n is the RBF-FD weights determined by solving
the linear system19:

U e
eT 0

� �
w
l

� �
¼ L/1

0

� �
; ð5Þ

with Uk;l ¼ / kxl � xkkð Þ for k; l ¼ 1; _s; n
where / k � kð Þ is the RBF function, e is a column

vector consisting of ones with a size of n, L/1 ¼
L/ kx1 � x1kð Þ � � � L/ kx1 � xnkð Þ½ �T is a column
vector of the derivative values of the RBF, and l is the
constant that enforces the zero summation of the RBF-
FD weights. In this study, the multi-quadratic RBF is
used and expressed as:

/ rð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

c2
þ 1

r
; ð6Þ

where c>0 is the shape parameter of the RBF. The
support nodes are selected as the spatial points within
2 times of the diagonal length of the 4D flow voxel
from the center node x1 including itself, and the shape
parameter c is determined as the mean of the distances
from the support nodes to the center node. Each row
of the discrete gradient operators Gx, Gy, and Gz

consists of the RBF-FD weights determined from (5)

for each spatial point, and the discrete gradient oper-
ator transforms the function values to the corre-
sponding gradient values, e.g.,

rxu � Gxu: ð7Þ

The discrete Laplacian operator was generated from
the gradient operators as:

r2 ¼ GxGx þ GyGy þ GzGz: ð8Þ

The pressure field in the whole ROI was recon-
structed by spatially integrating the pressure gradients
with weighted least-squares (WLS)46 as:

pWLS ¼ pargmin kW Gp�rpð Þkð Þ; ð9Þ

with G ¼
Gx

Gy

Gz

2
4

3
5 and rp ¼

rxp
ryp
rzp

2
4

3
5, where pWLS 2 RN

is the column vector containing the reconstructed
pressure at the spatial points, k � k represents the L2
norm, and the weight matrix W is a diagonal matrix
with a size of 3N� 3N. Each diagonal element of W
corresponds to a spatial point and controls the influ-
ence of the pressure gradients at the point on the
resulting pressure field. The weight was specified as:

wdiag ¼ wmax � wminð Þ s

smax
þ wmin; ð10Þ

with wmin ¼ 1 and wmax ¼ 10,
where wdiag>0 is the diagonal element, s is the dis-

tance from the corresponding point to its closest wall
point, smax is the maximum s in the ROI and corre-
sponds to the radius of the largest artery in the ROI,
and wmin and wmax are the minimum and maximum
weights, respectively. Equation (10) specifies the
weights to increase linearly with the increase of the
distance from the wall, therefore amplifying the effect
of the core-flow pressure-gradient on the reconstructed

FIGURE 1. (a) The flow chart of the WSS estimation procedure with PG-VGC method. (b) The schematic demonstrates that the
flow data in the whole region of interest (ROI) is used for enhancing the WSS estimation. The ROI consists of the voxels within the
lumen and the partial volume voxels whose centers locate inside the surfaces representing the vessel wall. The green box and red
box indicate the data in the core-flow and near-wall regions, respectively.
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pressure. It should be noted that the exact values of
wmin and wmax do not affect the pressure result if the
ratio wmax=wmin remains constant. The solution of
Eq. (9) can be obtained by solving the following matrix
equation:

GTW2GpWLS ¼ GTW2rp; ð11Þ

which is similar to the equation solved for the least-
squares reconstruction in the previous work20 with an
additional weight matrix. In the present study, the
pressure field is directly solved from Eq. (9) using
LSQR, an iterative method for solving sparse least-
squares problems,29,30,37 which is implemented in Py-
thon using the ‘‘scipy.sparse.linalg.lsqr’’ function. At
least one reference point is required for determining
the pressure field from the pressure gradients. In this
study, the reference point is selected as an arbitrary
point in the blood flow region with a reference pressure
of 0 Pa. The selection of the reference point and the
reference pressure should not affect the velocity-gra-
dient correction in the later steps as only the spatial
gradient of the reconstructed pressure field is used.

Pressure-Gradient-Induced Velocity-Gradient Correc-
tion

The velocity gradient (ru) evaluated from 4D flow
data can be decomposed into a true component

(rutrue) and an error component (ruerr) as:

ru ¼ rutrue þruerr: ð12Þ

ruerr arises from the velocity measurement errors
and gradient calculation. The COLM and COM can be
expressed with the velocity gradient tensor as:

@u
*

@t
þ @u

* � ru� mr � ruþ 1

q
rp ¼ 0; ð13Þ

r � u* � @u

@x
þ @v

@y
þ @w

@z
¼ I : ru ¼ 0; ð14Þ

where @u
* ¼ u v w½ �T is the flow velocity vector, p is

the pressure, r represents the gradient operator, ‘‘r�’’
represents the divergence operator, and m ¼ l

q is the

kinematic viscosity. Iij ¼ dij is the identity tensor, and

‘‘:’’ is the double dot product such that

I : ru ¼ dijruij. The left-hand-side of (13) and (14) can

be nonzero because of ruerr and the errors in @u
*
and

rp. Assuming that ruerr is the major source of error,
the equalities of (13) and (14) can be achieved by

replacing ru with rutrue, and the following equations
can be subsequently derived from (13) and (14) by

substituting rutrue for ru�ruerr according to (12) as:

u
* � mr

� �
� ruerr ¼

@u
*

@t
þ @u

* � ru� mr � ruþ 1

q
rp;

ð15Þ

I : ruerr ¼ I : ru: ð16Þ

Equations (15) and (16) relate ruerr to the residuals
of (13) and (14), respectively, and can be used to esti-

mate ruerr.
With the reconstructed pressure pWLS, the following

linear system can be constructed based on (10):

u� mGx v� mGy w� mGz½ �
rxui;err
ryui;err
rzui;err

2
4

3
5

¼ @ui
@t

þ u � Gxui þ v � Gyui þ w � Gzui � mr2ui

þ 1

q
G

i

pWLS; ð17Þ

where the subscript i 2 fx; y; zg indicates the spatial

dimension. rxui;err 2 RN is the column vector con-

taining the errors in @ui
@x, and this convention also ap-

plies to other velocity-gradient error terms. GipWLS is
the spatial gradient of the reconstructed pressure.
Three linear systems can be constructed from (17) for
the COLM along x, y, and z dimensions. A linear
system for the COM can be formulated based on (16)
as:

I I I½ �
rxuerr
ryverr
rzwerr

2
4

3
5 ¼ Gxux þ Gyuy þ Gzuz; ð18Þ

where I represents the identity matrix with a size of
N�N. The linear systems of (17) and (18) were com-
bined to form a linear system with 4N equations and
9N unknown velocity-gradient errors. The combined
linear system is underdetermined with infinite number
of solutions as there are fewer equations than un-
knowns. The linear system was also solved with the
LSQR method implemented in Python which provides
the solution with the least L2 norm. The velocity gra-
dients initially evaluated using the discrete gradient
operators were corrected by subtracting the estimated
velocity gradient errors, e.g.,

rxucorr ¼ Gxu�rxuerr; ð19Þ

And the WSS was determined from the corrected
velocity-gradient according to (1) and (2).

Since the velocity gradient also affects the reliability
of the pressure reconstruction, we have implemented
an iterative procedure that uses the corrected velocity-
gradient for the pressure reconstruction and the
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velocity-gradient correction in the next iteration. The
flowchart in Fig. 2 demonstrates the iterative algo-
rithm. The convergence of the WSS is determined
based on the relative root-mean-square (RMS) change
of WSS defined as:

D WSSð Þ ¼ kWSSct �WSSct�1k=kWSSct�1k; ð20Þ

where D WSSð Þ is the relative RMS change of WSS,
WSSct represents the WSS obtained from the iteration
ct, and k � k represents the L2 norm. The WSS is con-
sidered to be converged if D WSSð Þ<0.01, and the
maximum number of iterations is 5.

Aneurysmal Flow Acquisition and Simulation

To test the proposed PG-VGC method with real
arterial flows, in vivo 4D flow MRI data were acquired
in a basilar tip (BT) aneurysm at San Francisco VA
Medical Center and an internal carotid artery (ICA)
aneurysm at Northwestern Memorial Hospital with a
3T MRI scanner (Skyra, Siemens Healthcare, Erlan-
gen, Germany). The 4D flow data were on Cartesian

grids with the spatial resolution of 1:25� 1:25�
1:33mm3 for the BT aneurysm and 1:09� 1:09�
1:30mm3 for the ICA aneurysm. The temporal reso-
lution was 40.5 ms (20 frames per cycle) and 44.8 ms
(13 frames per cycle) for the BT and ICA aneurysms,
respectively. The contrast-enhanced magnetic reso-
nance angiography (CE-MRA) data was also acquired
for the BT aneurysm with the spatial resolution of

0:7� 0:7� 0:7mm3. For the ICA aneurysm, non-con-
trast time of flight (TOF) angiography was acquired

with a spatial resolution of 0:4� 0:4� 0:6mm3. The
CE-MRA and TOF images were segmented to create
surfaces (STL) of the vessel wall. The 4D flow data
were registered to and masked by the STL geometries.
To ensure the smoothness of the aneurysmal geometry,
the STL surfaces were processed with Laplacian
smoothing which moves each vertex to the averaged
location of its neighboring vertices on the surface. The
wall points and wall-normal extracted from the STL
surfaces were used for evaluating and analyzing the
WSS. Approval of all ethical procedures and protocols
was granted by the Institutional Review Boards (IRB)
at Purdue University, Northwestern Memorial Hospi-
tal, and San Francisco VA Medical Center.

Additionally, CFD simulations were performed
using FLUENT 18.1 (ANSYS) with the created STL
surfaces and the flow waveforms obtained from 4D
flow data as the inflow and outflow boundary condi-
tions. The flow was assumed to be laminar, incom-
pressible, and Newtonian. The walls of the vessel were
assumed to be rigid. The density and dynamic viscosity

used for the simulations were 1060kg=m3 and
0:0035Pas. More details on the in vivo imaging and
CFD simulations can be found in Ref. [7].

In Vivo Aortic 4D Flow MRI Acquisition

In vivo 4D flow data were acquired in the aortas
from three subjects to evaluate the performance of PG-
VGC, including a patient with BAV, a patient with
tricuspid aortic valve and an aortic aneurysm (TAV-
AA), and a health control subject with tricuspid aortic
valve. The scans were performed in a sagittal oblique
volume on a 1.5 T scanner (MAGNETOM Avanto,
Aera, Siemens, Erlangen, Germany) at Northwestern
Memorial Hospital with prospective ECG gating and

FIGURE 2. The iterative procedure of PG-VGC. The corrected
velocity-gradient is used for the pressure reconstruction and
velocity-gradient correction in the next iteration.
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during free breathing. Gadolinium-based contrast
(Magnevist, Ablavar, or Gadavist) were used for
imaging the two patients, while no contrast was used
on the control subject. The resolutions and scan
parameters were presented in Table 1. The venc was 150
cm/s for the TAV-AA and control scans and 175 cm/s
for the BAV scan. No velocity aliasing was observed.
The patient data for this IRB approved study were
retrospectively included with waiver of consent. The
healthy control subject underwent a research cardiac
MRI after written informed consent was obtained
from the study participant. A static mask of the blood
vessel was created for each dataset based on the mag-
nitude image and the time-averaged velocity magni-
tude, which was manually corrected by an expert
observer using Mimics (Materialise NV, Belgium). A
smooth surface (STL) was then generated from the
mask with Laplacian smoothing to represent the vessel
walls. The wall points and wall-normal from the sur-
faces were used for estimating the WSS.

Performance Evaluation and WSS Error Analysis
Method

The proposed method’s performance was first
evaluated on synthetic 4D flow datasets of the ana-
lytical Womersley flow with varying Womersley num-
ber and spatial resolution as given in the
supplementary material, and the WSS from the ana-
lytical solution was employed as the ‘‘ground truth’’.
Additionally, the method was tested on synthetic 4D
flow datasets created based on the velocity fields from
the CFD simulations of the cerebral aneurysms with
the same spatial and temporal resolutions as the in vivo
acquisition and a velocity-to-noise ratio (VNR) of
10%, and the WSS from the CFD was considered as
the ‘‘ground truth’’.

The WSS error level of each test case was repre-
sented by the RMS error (RMSE) evaluated as:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNt

i¼1

PNwall

j¼1 WSSi;j �WSStrue;i;j
	 
2
Nt �Nwall

s
; ð21Þ

where Nt and Nwall represent the number of timeframes
and the number of wall points, respectively. The rela-

tive RMSE was determined as the RMSE normalized
by the RMS of the ground truth WSS.

To demonstrate the improvement by PG-VGC, the
state-of-the-art method introduced by Potters et al.33

was employed in this study and referred to as ‘‘Spline’’
since it evaluates the WSS with the smooth-spline fit-
ting of the velocity profile. WSS was also estimated
using (1) and (2) from the uncorrected velocity gradi-
ents and was referred to as ‘‘Vgrads’’. The accuracy of
Spline and Vgrads was also assessed and compared to
the PG-VGC method. For the aortic flow data, we also
used the two surrogate methods introduced by Corso
et al.14 to estimate the WSS and compare to the PG-
VGC method. The methods determine the WSS based
on the maximum coordinate invariant Reynolds shear
stress (RSSmax) and the maximum coordinate invariant
viscous shear stress (VSSmax) at a normalized distance
of 	D from the wall as:

WSS
M1 ¼ q
C
~D

2R
 VSSmax;~D; ð22Þ

WSS
M2 ¼ q
K
~D
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RSSmax;~D

q
VSSmax;~DRe; ð23Þ

where WSS
M1 and WSS
M2 are the nondimensionalized
WSS estimated using method 1 (M1) and method 2
(M2), respectively. q
 denotes the relative density, and
the reference length and velocity for the nondimen-
sionalization are the inlet radius and twice the mean
inflow velocity. The nondimensional constants C and
K are optimized through regressions with direct
numerical simulation (DNS) data of aortic flow14.

RESULTS

Error Analysis with Synthetic 4D Flow Data

Figure 3a presents the normalized streamwise
velocity profile and the velocity gradient with respect
to radius (dw/dr) at the peak flow rate from the ana-
lytical solutions of the Womersley flow with different
Womersley number (a). With an increase of a, the
shear layer became thinner leading to a steeper velocity
gradient near the wall. Figure 3b shows the time-de-
pendent median of the streamwise pressure gradient

TABLE 1. The spatial and temporal resolutions, the number of cardiac timeframes (Ntime), the flip angle, echo time (TE), and
repetition time (TR) for the in vivo aortic scans

Subject Voxel size (mm3) Dt(ms) Ntime Flip angle (�) TE/TR (ms)

TAV-AA 2.375 9 2.375 9 3 37.6 21 15 2.3/4.7

BAV 2.125 9 2.125 9 2.5 38.4 24 15 2.4/4.8

Control 2.375 9 2.375 9 2.4 38.4 21 7 2.5/4.8
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(dp/dz) estimated from the flow data with a of 4 and 12
and a spatial resolution of D/9. The pressure gradient
directly evaluated from velocity field with (3) is de-
noted as ‘‘Pgrad-u’’, while ‘‘Pgrad-p’’ represents the
gradient of the reconstructed pressure field. The le-

gends ‘‘wall’’ and ‘‘core’’ indicate the pressure gradient
at the wall points and in the core-flow region with
r<0:5R, respectively. For both datasets, the Pgrad-u
in the core-flow matched the true dp/dz with errors less
than 0.1 for most timeframes, while the Pgrad-u at the

FIGURE 3. (a) The streamwise velocity and velocity gradient profiles for Womersley flow with different Womersley numbers (a).
The velocity is normalized by the centerline velocity (wcenter ), and the velocity gradient is normalized by wcenter=R. (b) The time-
dependent median and interquartile range (IQR) of the streamwise pressure-gradient estimated at the wall points and in the core-
flow region. Pgrad-u denotes the pressure gradient evaluated from the local velocity data, and Pgrad-p indicates the gradient of the
reconstructed pressure field. The pressure gradients were normalized by the amplitude of the streamwise pressure-gradient from
the analytical solution. (c) The time-dependent median and IQR of the WSS estimated from different methods in one flow cycle.
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wall deviated from the true solution by as much as 0.5
for a ¼ 4 and up to 0.8 for a ¼ 12. The Pgrad-p at the
wall achieved similar accuracy as the Pgrad-u in the
core-flow and was more reliable than the Pgrad-u at
the wall. Figure 3c compares the WSS estimated using
different methods with the ‘‘ground truth’’ from the
analytical solution, and the WSS was normalized by
the amplitude of the true WSS. The Spline and PG-
VGC methods estimated similar WSS results at a ¼ 4
and were more accurate than the estimation by Vgrads.
With a=12, Spline and Vgrads underestimated the
WSS amplitude by 40% with a phase shift of
approximately 0.1 s, while PG-VGC underestimated
the WSS amplitude by 20%.

Figure 4 presents the relative RMSE of the esti-
mated WSS from the synthetic Womersley flow data-
sets with different a, grid resolution, and noise level.
The cases with a grid resolution less than 0.5 mm or
greater than 3.5 mm were uncommon in practical
applications and were excluded from the analysis. The
wedge area corresponds to the relative RMSE of each
method, and the color on the wedge indicates the
RMSE by Spline or Vgrads as compared to PG-VGC.
A red wedge suggests higher RMSE by Spline or
Vgrads than PG-VGC, while a blue wedge indicates
that the WSS estimated by Spline or Vgrads were more
accurate than PG-VGC. The proposed PG-VGC
method yielded more accurate WSS for most datasets
than Spline and Vgrads. Greater improvement was
achieved by PG-VGC for higher a with more than
100% improvement at a of 12 and 16. The estimated
WSS’s accuracy was affected by the resolution and a.
The 10% noise led to slightly increased RMSE for
several cases with relatively fine resolution as com-
pared to the results without noise.

Synthetic and In Vivo Aneurysmal 4D Flow

The velocity fields at peak systole from the CFD
simulations, the synthetic 4D flow data, and the in vivo
4D flow data were shown in Fig. 5 for the BT and ICA
aneurysms. For the BT aneurysm, the flow entered
from the basilar artery, circulated in the aneurysmal
sac, and then exited primarily through the posterior
cerebral arteries (PCAs). For the ICA aneurysm, the
flow entered from the ICA, circulated in the aneurys-
mal sac, and exited through the distal ICA and the
middle cerebral artery (MCA).

The Bland–Altman plots in Fig. 6a compare the
CFD WSS with the WSS estimated by Spline, Vgrads,
and PG-VGC from the synthetic aneurysmal data. The
mean WSS from CFD was 2.1 and 1.9 Pa for the BT
aneurysm and ICA aneurysm, respectively, while the
mean WSS was underpredicted by 0.57 to 1.23 Pa by
the three methods as presented in Fig. 6a. The PG-
VGC method reduced the WSS underestimation by 39
to 50% and improved the robustness compared to the
other methods, as suggested by the lower bias values
and standard deviations. Figure 6b compares the spa-
tial distributions of the TAWSS from CFD and syn-
thetic MRI. High WSS regions were observed in the
anterior view and superior view of the BT aneurysmal
sac in CFD results, which PG-VGC also predicted, but
absent in the results obtained by Spline and Vgrads.
For the ICA aneurysm, the PG-VGC method pre-
dicted the high WSS region at the tip of the aneurysmal
sac from the superior view, which was missing from
Spline and Vgrads results. Moreover, PG-VGC yielded
higher WSS in the ICA than Spline and Vgrads, which
was more consistent with CFD. The time-dependent
median and interquartile range (IQR) of the WSS
distributions are provided in Fig. 6c. The estimated
WSS waveforms using the three methods have similar

FIGURE 4. The relative RMSE of WSS estimated from synthetic Womersley 4D flow datasets with 0% noise (a) and 10% noise (b).
The area of each wedge corresponds to the relative RMSE by each method, and the color scale indicates the comparison between
the RMSE from Spline or Vgrads with PG-VGC as expressed by the formula over the color bar.
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shape with the waveform from CFD despite the dif-
ferences in the amplitudes. Additionally, the Pearson
correlation coefficient between the estimated WSS
waveforms and the ‘‘ground truth’’ waveforms from
CFD was determined, and the histograms of the cor-
relation coefficients from all the wall points are pre-
sented in Fig. 6c. The mean correlation coefficients
between the estimated WSS waveforms and the CFD
waveforms are greater than 0.8 for all three methods.
The waveforms obtained by PG-VGC have slightly
higher correlation coefficients than Spline and Vgrads
in terms of the mean and median values.

Figure 7a shows the shows the change of the WSS
differences between the PG-VGC and the CFD results
as a function of the noise level added to the synthetic
aneurysmal flow data. Both the mean and the standard
deviation of the WSS differences are insensitive to the

FIGURE 5. The velocity fields at peak systole of the BT (a)
and ICA (b) aneurysms from CFD, synthetic MRI, and in vivo
MRI.

FIGURE 6. (a) The Bland–Altman plots comparing the WSS estimated from synthetic 4D flow data with the WSS from CFD at all
cardiac phases, with the mean and standard deviation (std) of the WSS differences presented in the plots. (b) The spatial
distributions of the TAWSS estimated from the synthetic 4D flow data and from CFD. (c) The time-dependent median and IQR of the
WSS estimated from the aneurysmal flow data in a cardiac cycle, and the probability density distributions of the Pearson
correlation coefficients between the estimated WSS waveforms and the CFD waveforms at all the wall points. The dotted vertical
lines and the dashed vertical lines represent the mean and the median of the correlation coefficient distributions, respectively.
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level of noise in the flow data. Figure 7b presents the
change of the Pearson correlation coefficient between
the WSS waveforms estimated by PG-VGC and CFD
as a function of the noise level. The median of the
correlation coefficients from all the wall points changes
from 0.97 to 0.92 for the BT aneurysm and from 0.95
to 0.90 for the ICA aneurysm, suggesting that the
accuracy of the estimated WSS waveforms is slighted
affected by the noise level in the flow data.

Figure 8a compares the statistical distributions of
the TAWSS estimated from the in vivo aneurysmal
data. The mean TAWSS estimated by Spline was 46
and 33% lower than that estimated by PG-VGC for
the BT and ICA aneurysm, respectively, while the
mean TAWSS obtained by Vgrads was 31 and 50%
lower than that from PG-VGC for the BT and ICA
aneurysm respectively. Figure 8b presents the time-
dependent median and IQR of the estimated WSS for
the two aneurysms. The different methods obtained

similar WSS waveforms; however, PG-VGC predicted
higher WSS than the other methods at all timeframes.
Figure 8c shows the spatial distributions of the esti-
mated TAWSS. PG-VGC predicted additional high
WSS regions in the BT aneurysmal sac as shown on the
anterior and superior views. The three methods yielded
qualitatively similar TAWSS distributions for the ICA
aneurysm, with higher WSS predicted by PG-VGC
than the other two methods around the ‘‘neck’’ of the
aneurysmal sac.

In Vivo Aortic 4D Flow MRI

Figure 9a compares the statistical distributions of
the TAWSS estimated from the in vivo aortic data of
the three subjects. The mean TAWSS by PG-VGC was
4.4 to 5.4 times the mean TAWSS assessed by Spline
and 3.0 to 3.8 times the mean TAWSS assessed by
Vgrads. The mean TAWSS by PG-VGC is close to the

FIGURE 7. (a) The change of the WSS difference between the results by PG-VGC and CFD as a function of the noise level of the
aneurysmal flow data. The solid line indicates the mean of the WSS differences from all spatiotemporal points, and the bounds of
the shaded region are the mean 6 the standard deviation of the WSS differences. (b) The distribution of the Pearson correlation
coefficient between the WSS waveforms estimated by PG-VGC and CFD as a function of the noise level. The solid line indicates the
median correlation coefficients from all the wall points, and the shaded region is bounded by the 25th and 75th percentiles.
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mean TAWSS by M1 and is 30% to 40% lower than
the TAWSS by M2. Similar profiles of the time-de-
pendent median of WSS were obtained from all
methods as shown in Fig. 9b, while PG-VGC predicted
higher WSS and larger IQR for all the timeframes than
Spline and Vgrads. The M2 predicted the highest
median WSS and IQR among all the methods. The
median WSS estimated at peak systole was 1 to 2 Pa by
Spline and Vgrads, 4 to 7 Pa by PG-VGC, 4 to 6 Pa by
M1, and 7 to 12 Pa by M2.

Figure 10 presents the velocity field, the vortical
structure (VS), the pressure distribution on the wall,
and the relative WSS at peak systole. The relative WSS
is defined as the WSS normalized by its global average
at peak systole for the three subjects. The peak-systolic
velocity fields are represented using 3D pathlines
whose color corresponds to the velocity magnitude.
The VSs are included because it has shown to be cor-
related with high WSS in the aorta.3 The VSs were
detected using the Q-criterion18 with the velocity gra-
dients evaluated using the SOC scheme from the 4D
flow data and are represented by the iso-surfaces in
Fig. 10 at peak systole. Both the right-anterior (R-A)
and the posterior-left (P-L) views were presented. The
green circles in the PG-VGC WSS distributions indi-
cate the high WSS regions predicted by PG-VGC but
are absent from the other estimations. For all subjects,
VSs were observed in the ascending aorta near the
aortic root and in the descending aorta near the aortic

arch, with a corresponding location of the local mini-
mum pressure. For the control subject, high WSS
regions around the VSs were calculated by all the
methods, as shown on the R-A view. However, only
PG-VGC predicted the marked high WSS regions on
the P-L view. For the TAV-AA subject, PG-VGC
predicted the high WSS region in the aneurysm at the
aortic arch, which was missing from the results
obtained with other methods. PG-VGC also yielded
the high WSS region next to the VS in the ascending
aorta near the P-L wall. For the BAV subject, PG-
VGC predicted multiple regions with high WSS in the
ascending aorta corresponding to the VSs near the R-
A and P-L wall, which were not seen in the results by
other methods.

DISCUSSION

This study introduced, evaluated, and applied a
method for WSS estimation from 4D flow MRI. The
proposed method, PG-VGC, improves the WSS esti-
mation by enhancing the near-wall velocity gradients.
The near-wall velocity-gradient calculation from 4D
flow data is commonly unreliable because of the sys-
tematic velocity errors caused by the partial-volume
effects and intravoxel phase dispersion.35,44 Moreover,
the velocity gradient near the wall is typically higher
than the core-flow region, therefore increasing the bias

FIGURE 8. (a) The statistical distributions and mean values of the TAWSS estimated from in vivo 4D flow data of the BT aneurysm
and the ICA aneurysm. (b) The time-dependent median and IQR of the WSS estimated from the in vivo 4D flow data in a cardiac
cycle. (c) The spatial distributions of the TAWSS estimated from the in vivo 4D flow data.
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error in the gradient calculation in cases with limited
spatial resolution. Additionally, the venc of the 4D flow
acquisition is normally significantly higher than the
near-wall velocity to avoid velocity aliasing, leading to
increased velocity noise which affects the accuracy of
the velocity-gradient estimation. The uncertainty in the
wall location also affects the velocity-gradient’s accu-
racy if the wall points are incorporated in the gradient
evaluation. The velocity-gradient correction by PG-
VGC was based on the flow physics constraints of
COLM and COM. The divergence-free constraint
based on COM has been shown to be effective for
denoising and reconstructing the velocity fields
acquired with pc-MRI.8,23,28,36,38,47 At the stationary
wall, the COLM is reduced to the balance between the
pressure force and the viscous diffusion and directly
relates the velocity gradient to the pressure gradient.
The near-wall pressure gradient evaluated using (3)

based on the near-wall velocity gradient can be unre-
liable, while the pressure gradient estimated in the
core-flow is more accurate as shown in Fig. 3b. We
reconstructed the pressure field in the ROI by spatially
integrating the pressure-gradients using WLS. This
WLS approach is a global optimization process,
dominated by the pressure-gradients in the core-flow
regions due to their greater weights. The spatial gra-
dient of the reconstructed pressure in the near-wall
region is more reliable than the uncorrected pressure-
gradient as shown by comparing Pgrad-u and Pgrad-p
in Fig. 3b. Therefore, the more reliable Pgrad-p was
used and proved to be effective for correcting the near-
wall velocity-gradient.

The PG-VGC method improves the mean and the
range of WSS estimated from 4D flow data. A previous
study has shown that the WSS estimated in intracra-
nial aneurysms depend on the spatial resolution of the

FIGURE 9. (a) The statistical distributions and mean values of the TAWSS estimated from the in vivo aortic data. (b) The time-
dependent median and IQR of the estimated WSS in the cardiac cycle. The dotted vertical line indicates the phase at peak systole.
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phase-contrast MRI data with 50 to 60% underesti-
mation of the mean WSS at a resolution of 1 mm.43

Therefore, the 31 to 50% increase on the mean WSS
prediction by PG-VGC as compared to Spline and
Vgrads improved the accuracy of the WSS estimation
in the cerebral aneurysms. For the in vivo aortic data,
Spline and Vgrads yielded a median WSS of 1 to 2 Pa
at peak systole, which was consistent with the results in
previous studies using similar methods.2,42,39 However,
the common range of mean aortic WSS at peak systole
was 5 to 20 Pa according to CFD studies.22,31,32,34 The
underestimation of WSS in the aorta with 4D flow
MRI was due to the low spatial resolution of the

imaging data. Perinajová et al.31 estimated the WSS
from spatially downsampled CFD data in a flow
phantom of aortic coarctation, and the mean WSS was
underestimated by 34% at a resolution of 0.2 mm and
by 63% at a resolution of 0.7 mm. In the present study,
the spatial resolution of in vivo aortic MRI data was 2–
3 mm, which was expected to cause greater WSS
underestimation compared to higher resolutions. PG-
VGC predicted 3 to 6 times higher mean WSS than
Spline and Vgrads resulting in better agreement with
the results from previous CFD studies22,31,32,34 and the
results from two surrogate methods (M1 and M2)
based on the velocity gradient tensor and the Reynolds

FIGURE 10. The peak-systolic velocity fields represented using 3D pathlines, the vortical structure indicated by iso-surfaces at
peak systole, the pressure distribution on the wall at peak systole, and the relative WSS estimated by the Spline, Vgrads, PG-VGC,
M1, and M2 methods from the in vivo 4D flow data of the control subject (a), the TAV-AA subject (b) and the BAV subject (c) at peak
systole. The green circles in the PG-VGC WSS distributions indicate the high WSS regions predicted by PG-VGC but are absent
from the other estimations.
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stress data in proximity of the wall.14 The overall in-
crease of the WSS magnitude computed by PG-VGC
can potentially resolve the inconsistency between the
WSS obtained from different modalities as observed in
previous studies.7,43,41 The improvements achieved by
PG-VGC method promote the use of WSS in addition
to the normalized parameters such as relative WSS and
OSI for the investigation of WSS-related cardiovas-
cular diseases with 4D flow MRI.

The PG-VGC method also improves the prediction
of the relative WSS distribution. From the synthetic
aneurysmal flow data, PG-VGC recovered the high
WSS regions absent in the Spline and Vgrads results,
as shown in Fig. 6b. PG-VGC also predicted addi-
tional high WSS regions for the in vivo BT aneurysm
data that were absent in results computed with the
other methods as shown in Fig. 8c, thus obtaining
WSS distribution more consistent with the CFD results
shown (Fig. 6b). Based on in vivo aortic 4D flow data,
PG-VGC predicted high WSS in regions correspond-
ing to near the VSs, which is consistent with the pre-
vious finding that high WSS correlates with VSs in the
aorta.3 The Spline and Vgrads methods failed to pre-
dict several of these high WSS regions, as highlighted
in Fig. 10. The improved prediction of relative WSS
distribution by PG-VGC is valuable for detecting
regions with abnormal WSS, as these are related to
cardiovascular disease progression such as growth and
rupture of intracranial and aortic aneurysms.

There are several limitations of the PG-VGC
method. First, time-resolved flow data is needed to
determine the temporal derivative of velocity for
pressure-gradient estimation. The in vivo 4D flow data
employed in this study had 13–24 timeframes per cycle,
which is standard in clinical acquisitions and was
shown to be adequate for PG-VGC to enhance the
WSS estimation. Additionally, the cycle-to-cycle vari-
ation is not considered since 4D flow MRI acquires the
phase-averaged velocity measurement. Moreover, the
uncertainty on the wall locations can affect the WSS’s
accuracy. However, this is a limitation for most WSS
estimation methods, and PG-VGC is expected to be
more robust than the other methods since it should
also reduce the velocity-gradient errors caused by the
inaccurate wall location. Another limitation of the PG-
VGC method is that the gradient operator generated
using the RBF-FD method does not account for the
small-scale turbulent structures that exists in the aortic
flow. This can affect the accuracy of the estimated
pressure drop and the shear stress as shown in the
work by Corso et al.13. Compared to the other meth-
ods, the computational cost by PG-VGC is signifi-
cantly higher which is another disadvantage. Using a
workstation with 16 cores (Intel Xeon CPU E5-2450
v2) at 2.5 GHz, each iteration of PG-VGC takes about

10 to 15 min on the aneurysmal flow data and about 45
to 60 min on the aortic flow data. The computational
time of Spline is about 2 to 3 and 4 to 6 min on the
aneurysmal data and the aortic data, respectively. The
Vgrads uses about 10 s for the aneurysmal data and 0.5
to 1 min for the aortic data. The M1 and M2 methods
spend less than 10 s on processing the aortic flow data.

There are several additional limitations in this
study. First, the ‘‘ground truth’’ WSS was unavailable
for assessing the WSS errors for the in vivo 4D flow
data. Moreover, Newtonian flow was assumed for the
WSS calculations and the CFD simulations, which
may not be ideal in low WSS regions. Additionally,
rigid walls were assumed for the cerebral aneurysms
and the aorta. Although the rigid wall assumption is
reasonable for modeling the flow in cerebral arteries as
cine MR images showed no appreciable movements of
these vessels over the cardiac cycle in a previous
investigation,6 it may not be appropriate for the aortic
wall. However, this limitation should not affect the
comparison between different WSS estimation meth-
ods.

In conclusion, this study introduced a novel WSS
estimation method for 4D flow MRI. The method uses
the pressure gradient estimated from the flow data in
the whole ROI and flow physics constraints to correct
the velocity gradient, therefore enhancing the WSS
estimation. The method’s performance was evaluated
using synthetic and in vivo 4D flow data in cerebral
aneurysms and thoracic aortas. The proposed method
showed reliable estimation of the mean and the relative
distribution of WSS with as much as 100% improve-
ment in WSS accuracy. The method can benefit clinical
applications of 4D flow MRI as it improves the accu-
racy of the WSS estimation.
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