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Abstract—Computational fluid dynamic (CFD) simulations
are widely utilized to assess Fontan hemodynamics that are
related to long-term complications. No previous studies have
systemically investigated the effects of using different inlet
velocity profiles in Fontan simulations. This study implements
real, patient-specific velocity profiles for numerical assessment
of Fontan hemodynamics using CFD simulations. Four
additional, artificial velocity profiles were used for compar-
ison: (1) flat, (2) parabolic, (3) Womersley, and (4) parabolic
with inlet extensions [to develop flow before entering the total
cavopulmonary connection (TCPC)]. The differences arising
from the five velocity profiles, as well as discrepancies between
the real and each of the artificial velocity profiles, were
quantified by examining clinically important metrics in TCPC
hemodynamics: power loss (PL), viscous dissipation rate
(VDR), hepatic flow distribution, and regions of low wall
shear stress. Statistically significant differences were observed
in PL and VDR between simulations using real and flat
velocity profiles, but differences between those using real
velocity profiles and the other three artificial profiles did not
reach statistical significance. These conclusions suggest that
the artificial velocity profiles (2)–(4) are acceptable surrogates
for real velocity profiles in Fontan simulations, but parabolic
profiles are recommended because of their low computational
demands and prevalent applicability.

Keywords—Computational fluid dynamics, Fontan hemody-

namics, Inlet velocity profiles.

INTRODUCTION

The Fontan procedure is a palliative surgical pro-
cedure commonly performed on pediatric patients
born with congenital single ventricle heart defects.
Such patients often suffer from a critically low oxygen
saturation since oxygenated and deoxygenated blood
mix in the single ventricle. To alleviate this problem,
the standard Fontan procedure reroutes the venous
return directly to the pulmonary arteries, creating a
total cavopulmonary connection (TCPC) that sepa-
rates the pulmonary and systemic circulations (sepa-
rating oxygenated and deoxygenated blood). Though
this procedure generally results in favorable short-term
outcomes, a single ventricle circulation still performs
less efficiently than that of a standard biventricular
heart. Many Fontan patients have been known to de-
velop long-term complications after the surgery that
have been linked to compromised TCPC hemody-
namics.10,25

To assess Fontan hemodynamics, computational
fluid dynamic (CFD) simulations are often performed
on patient-specific TCPC models. These simulations
help researchers understand clinically important fac-
tors such as power loss (PL), hepatic flow distribution
(HFD), and wall shear stress (WSS) in the context of
Fontan hemodynamics. PL has been correlated to
exercise intolerance which is universal among Fontan
patients,9,34 HFD has been linked to the development
of postoperative pulmonary arteriovenous malforma-
tions,15,22 and recent studies have suggested that
abnormal WSS is related to underdevelopment of the
pulmonary arteries and the formation of blood
clots.11,36 The use of patient-specific anatomies further
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augments the clinical power of CFD simulations and
enables the use of surgical planning platforms,16

allowing surgeons to understand the predicted hemo-
dynamics of proposed surgical strategies.

A crucial aspect of the reliability of CFD simula-
tions is the choice of boundary conditions (BCs).14

This topic has been extensively investigated,7,12,14,18,37

as there is generally a gap between the data required
for mathematical models and that which is available.
Typically, vessel flow rates are available, but the full
velocity profiles required by mathematical models are
not. Traditionally, a Dirichlet BC with an arbitrary
velocity profile is selected to fit the available flow rate.
Utilizing a Neumann BC as inflow boundaries is prone
to numerical instabilities and requires to be associated
with a Dirichlet pressure BC.1,2,20 Unfortunately, pa-
tient-specific pressure, which could be obtained by
invasive catheterization, is not available from the
stand-of-care clinical practice. Two of the most pop-
ular choices of Dirichlet inlet BCs for CFD simulations
of the cardiovascular system are flat and parabolic
velocity profiles. While far from the patient-specific
velocity profile obtained from medical imaging, these
two profiles are simple to describe, easily adapted to
the inflow section, and preserve patient-specific volu-
metric flow rates. When used in conjunction with pa-
tient-specific anatomies, parabolic velocity profiles are
believed to provide an acceptable interpretation of the
patient’s true hemodynamics, e.g., in simulations
regarding the carotid bifurcation.4 However, the
parabolic profile is, in fact, the solution of the blood
flow equations under steady conditions, ignoring the
pulsatile nature of cardiovascular flows. This profile
can accommodate pulsatile flows by changing the
instantaneous flow rate to fit; however, the mathe-
matical background of this choice is questionable. To
overcome this shortcoming, the Womersley profile35 is
often used. This profile is the counterpart to the
parabolic solution derived in a cylindrical domain
under pulsatile conditions. The combination of
Womersley elementary profiles (referring to a specific
frequency) can be used to fit a given periodic, time-
varying flow rate in a manner more consistent with
pulsatility than the parabolic approach. In order to
mitigate the impact of these arbitrary choices on the
solution in the region of interest, a common practice is
to add cylindrical regions called ‘‘flow extensions’’ at
the inlets of the domain, alleviating the effects of the
arbitrary choice far from the critical regions of inter-
est.17 Jansen et al. concluded that Womersley profiles,
in comparison to parabolic profiles, result in different
WSS magnitudes in cerebral aneurysmal hemody-
namics.8 Similar findings have resulted from numerical
modeling of abdominal aortic aneurysms7 and the
thoracic aorta.37 However, very few studies have

investigated the differences in using the aforemen-
tioned artificial velocity profiles in comparison with a
real, patient-specific velocity profile. In particular, no
previous literature has discussed the choice of inlet
velocity profiles on the computational assessment of
TCPC hemodynamics.

This study directly investigates the effects of these
velocity profiles on Fontan hemodynamics with a
numerical sensitivity analysis of the aforementioned
relevant clinical hemodynamic metrics. CFD simula-
tions were conducted for nine Fontan patients. Inlet
BCs were imposed by either a real, patient-specific
velocity profile or one of four artificial velocity profiles:
(1) flat profile, (2) parabolic profile, (3) Womersley
profile, or (4) numerical profile developed by adding
extensions to the original inlets of the TCPC. Differ-
ences stemming from the use of the different velocity
profiles, as well as discrepancies between the use of the
real and each of the four artificial profiles, were
quantified by comparing the resulting relevant TCPC
hemodynamic metrics.

MATERIALS AND METHODS

Patient Cohort

This study was a retrospective analysis of patient
data acquired from the Georgia Tech-Children’s
Hospital of Philadelphia Fontan database. Nine
(n = 9) patient datasets were selected based on their
cardiac output, pulsatility indices (PIs), and Womers-
ley number. Informed consent was obtained, and the
protocol was approved by the Georgia Institute of
Technology and Children’s Hospital of Philadelphia
Institutional Review Boards.

Velocity Segmentation and Anatomical Reconstruction

Phase-contrast magnetic resonance imaging (PC-
MRI) data were acquired at the Children’s Hospital of
Philadelphia. Each scan was taken under breath-held
conditions and was electrocardiogram-gated. The inlet
and outlet velocities of each patient’s TCPC were
segmented from the PC-MRI scans using Segment
(Medviso AB, Lund, Sweden). From this segmenta-
tion, a series of 3D patient-specific velocity profiles in
space, as well as volumetric flow waveforms, were
obtained for each vessel over the length of the cardiac
cycle.

As depicted in Fig. 1, the PC-MR segmented flows
and patient-specific velocity profiles were interpolated
in both time and space in preparation for CFD simu-
lation. The temporal resolution between PC-MR
images for all cases was 31.01 ± 4.09 ms, while the
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pixel size (spatial resolution) for all inlet vessel images
was 1.18 ± 0.17 mm 9 1.18 ± 0.17 mm. However, fi-
ner temporal and spatial resolutions are required for
accurate transient CFD results. In order to achieve this
temporal resolution, the volumetric flow waveform for
all vessels was decomposed through a Fast Fourier
Transform (FFT) into Fourier coefficients, from which
the waveform could be reconstructed to the desired
level of temporal accuracy. To increase spatial reso-
lution, the 3D, patient-specific velocity profiles of the
inlet vessels were interpolated from the coarse MR grid
to the centroids of the CFD mesh.

Cardiac MRI data were acquired at the Children’s
Hospital of Philadelphia. Each scan was taken under
breath-held conditions and was electrocardiogram-
gated. The 3D geometry of each patient’s TCPC was
segmented and reconstructed from the MR scans using
3D Slicer (http://www.slicer.org). Following anatomy
segmentation, each 3D TCPC model was smoothed
and reconstructed using Geomagic Studio (Geomagic,
Inc., NC, USA). An in-house MATLAB (R2016b, The
Mathworks, Inc., Natick, MA) code was used to
determine the spatial location and angle at which the
PC-MRI scans were acquired, and the inlets and out-
lets of each model were trimmed with a plane
accordingly, as shown in Fig. 2. This planar trimming
was performed to ensure that the patient-specific inlet
velocity profile would be imposed on the reconstructed
anatomy at the same spatial orientation/location as the
in vivo measurements.

CFD Simulations

3D, pulsatile CFD simulations of blood flow
through the TCPC were run using Fluent (v17.0,
ANSYS, Inc., Canonsburg, PA). A polyhedral mesh
with 10 layers of boundary layer mesh (geometric
growth ratio = 1.05) was used, and the average
diameter of each model’s inlet and outlet vessels di-

vided by 50 was employed as the mesh size to ensure
grid-independent simulation results31 (number of
computational cells = 1,958,674 ± 696,182). No-slip
BCs were imposed on the TCPC wall with the rigid
wall assumption. All simulations for a given patient
used the same mesh, CFD parameters, and time-
varying patient-specific flow ratios between the LPA
and RPA derived from PC-MRI. Blood was modeled
as a non-Newtonian fluid (with a density q = 1060 kg/
m3) with Carreau model curve-fitted data from Cheng

et al.5 The Carreau model is expressed in gð _cÞ ¼
g1 þ ðg0 � g1Þ½1þ ð _ckÞ2�

n�1
2 ; where _c is the shear rate,

time constant (k) = 3.34 s, power-law index
(n) = 0.3025, zero shear viscosity (g0) = 0.06109 kg/
m s, and infinite shear viscosity (g¥) = 0.003218 kg/
m s. No turbulence modeling was used in the simula-
tions of this study because of the relatively low Rey-
nolds numbers, as shown in Table 1. The coupled flow
model was utilized. Pressure and momentum dis-
cretization employed the second-order implicit and
third-order MUSCL schemes, respectively. The tran-
sient formula was the second-order implicit scheme.
Warped-face gradient correction was enabled to en-
hance the accuracy of gradient calculation in the
polyhedral mesh. Time step size was 1E23 s, and
convergence criteria were 1E24.

For each patient-specific geometry, five simulations
were run, only varying the inlet velocity profiles. One
simulation was run with extensions (of length equal to
10 times the vessel diameter) on the inlet vessels and
parabolic profiles implemented at the ends of the
extensions as BCs. This case allowed the flow to de-
velop before entering the TCPC and is therefore re-
ferred to as the case with ‘‘extension-developed’’
velocity profiles throughout the rest of this study. The
other four simulations did not include any extensions
on the inlets but directly implemented either flat,
parabolic, Womersley, or real, patient-specific velocity

FIGURE 1. Post-processing of PC-MR velocity data. Each patient’s volumetric flow waveforms were temporally-interpolated with
a Fast Fourier Transform, while the patient-specific velocity profiles were interpolated from the PC-MR grid to the CFD
computational grid.
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profiles on the original inlet vessels. The first three
profiles were calculated from the patient-specific vol-
umetric flow waveform. Since the cross-sections of
most TCPC inlet vessels were very close to circular in
this study, a direct implementation of parabolic or
Womersley profiles resulted in less than 5% error in
flow rate. The numerical velocity profile was regulated
by adding any discrepancy in flow rate to all compu-
tational cells of the inlet surface in simulations based
on the ratio of the local flux through the cell face to the
global flux of the inlet surface. This procedure ensured
that the only difference between simulations using
different velocity profiles was the spatial velocity dis-
tribution. The parabolic profile was implemented using
a user-defined function (UDF) in ANSYS Fluent. Both
the Womersley and real velocity profiles were con-
structed with an in-house MATLAB code based on the
computational mesh and imported to the CFD simu-

lation via UDF. The Womersley profile followed
Eqs. (1) and (2):

QðtÞ �
XN

n¼0

Bne
inxt; ð1Þ

Uðr; tÞ ¼ 2B0

pR2
1� r

R

� �2
� �

þ
XN

n¼1

Bn

pR2

1� J0 an r
R i

3=2
� ��

J0ðani3=2Þ
1� 2J1ðani3=2Þ=ani3=2J0ðani3=2Þ

" #( )
einxt;

ð2Þ

where x is the angular frequency of the temporal
velocity waveform and R is the radius of the vessel
calculated by using (Area/p)0.5. Bn are Fourier coeffi-
cients that decompose a time-varying flow rate Q(t),

and an ¼ R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qðnxÞ=l

p
;, where l = 0.0034 Pa s. J0 and

J1 are Bessel functions of the first kind of order 0 and
1, respectively.

Quantification of Discrepancy Between Velocity Profiles

The intrinsic discrepancies between the parabolic,
Womersley, or extension-developed velocity profile
and the real patient-specific velocity profile were
quantified by their root-mean-square deviation
(RMSD):

RMSD(tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ

Surface

YiðtÞ � yiðtÞð Þ2dA=Area

vuut ; ð3Þ

where Yi is a velocity of the actual patient-specific
profile and yi is the corresponding velocity of either the
flat, parabolic, Womersley, or extension-developed
profile. This RMSD was normalized by the ratio of the
mean volumetric flow rate through the vessel at a given
time to the area of the vessel:

nRMSD(tÞ ¼ RMSD(tÞ
QðtÞ=Area

: ð4Þ

The resulting nRMSD was then averaged over a
cardiac cycle to obtain a time-averaged value,
nRMSDavg, between the flat, parabolic, Womersley, or
extension-developed and real velocity profiles. This
analysis was intended to directly compare the dis-
crepancy between the profiles and understand error
propagation from velocity segmentation to simulated
Fontan hemodynamics.

Hemodynamic Metrics

In this study, clinically relevant hemodynamic
metrics were used to quantify the discrepancies

FIGURE 2. Planar trimming locations on the TCPC for a
sample case. Vessels were trimmed at the same location/
orientation as the PC-MRI velocity planes. IVC/SVC
inferior/superior vena cava, IV innominate vein, HV hepatic
vein, LPA/RPA left/right pulmonary arteries, IVC*/SVC* IVC/
SVC before the confluence with HVs and IV, respectively.

TABLE 1. Patient demographic and hemodynamic
information (n = 9).

Age (years) 13.5 ± 5.3

BSA (m2) 1.4 ± 0.5

Gender (male/female) 5/4

Cardiac output (L/min) 4.0 ± 1.6

PI (IVC/SVC, %) 73.9 ± 44.2/77.3 ± 31.1

Weighted eU,avg (%) 13.2 ± 3.2

Weighted eU,PI 70.3 ± 26.2

a (IVC/SVC) 15.7 ± 3.3/11.9 ± 1.9

Reynolds number (IVC/SVC) 850 ± 404/556 ± 96

Data reported as mean ± standard deviation.
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between the various velocity profiles. These metrics
include indexed PL (iPL), indexed viscous dissipation
rate (iVDR), HFD, and WSS.

In the simulations, HFD was defined by the per-
centage of IVC flow to the LPA. The WSS parameter
of interest was the percentage of TCPC surface area
which experienced a WSS lower than 0.4 Pa,11,36 de-
noted by AWSS< 0.4 Pa. PL was defined by performing
an energy analysis of the TCPC, modeling it as a
control volume:

PL ¼
Z

CS

pþ 1

2
qU2


 �
~U �~ndA

� �
; ð5Þ

where p, q, U, Q, A, and n are static pressure, density,
velocity magnitude, flow rate, area, and the normal
vector, respectively. CS indicates a control surface,
which, in this case, includes the surfaces of the original
vessel ends and the TCPC wall. VDR, a good surro-
gate of PL,31 was defined as:

VDR ¼ leff

2
@Ux

@x


 �2

þ @Ux

@y
þ @Uy

@x


 �2

þ2
@Uy

@y


 �2

þ @Uy

@z
þ @Uz

@y


 �2

þ2
@Uz

@z


 �2

þ @Uz

@x
þ @Ux

@z


 �2

8
>>>><

>>>>:

9
>>>>=

>>>>;

:

ð6Þ

iPL and iVDR were defined as follows:

iPL ¼ PLavg

qQ3
s;avg=BSA

2
and

iVDR ¼
R
Vol VDRdVol

� �
avg

qQ3
s;avg=BSA

2
;

ð7Þ

where Qs;avg is time-averaged systemic venous flow,
BSA is body surface area, and Xavg is the time-aver-
aged value of the variable X. In this paper, character-
istic discrepancies, DiPL, DiVDR, DHFD, and
DAWSS< 0.4 Pa, were defined to quantify the differences
between the three artificial velocity profiles and the real
velocity profile. Their equations are:

DiPLh ¼
jiPLh � iPLrj

iPLr
ð%Þ; ð8Þ

DiVDRh ¼
jiVDRh � iVDRrj

iVDRr
ð%Þ; ð9Þ

DHFDh ¼ HFDh �HFDrj j ð%Þ; ð10Þ

DAWSS<0:4 Pa;h ¼ AWSS<0:4 Pa;h � AWSS<0:4 Pa;r

�� �� ð%Þ;
ð11Þ

where h can be either ‘‘f’’ for flat, ‘‘p’’ for parabolic,
‘‘w’’ for Womersley, or ‘‘e’’ for extension-developed
profiles. It is worth noting that DHFD and
DAWSS< 0.4 Pa are percentages by definition. There-
fore, Eqs. (10) and (11) report the differences without
further normalization by the value from the real
velocity profile.

Furthermore, the PI,32 and Womersley number, a,26

are important fluid dynamic parameters that describe
pulsatile flow waveforms. They are defined as

PI ¼ Qmax �Qmin

2�Qavg
� 100%; ð12Þ

where Qmax, Qmin, and Qavg, are the maximum, mini-
mum, and time-averaged flow rates within the vessel
during one cardiac cycle, respectively, and

a ¼ R
ffiffiffiffiffiffiffiffi
x=t

p
; ð13Þ

where R is the radius of the vessel, x is the frequency of
the flow waveform, and m is kinematic viscosity.

Instantaneous flow eccentricity (eU) was obtained
from the real velocity profile based on the following
equation21:

eU ¼
P

i rijð~U �~nÞijP
i jð~U �~nÞij

; ð14Þ

where i is the index that loops through all lumen pixels
of the actual velocity profile, and ri is the radius of the
lumen pixel in terms of the centroid of the vessel. The
time-averaged flow eccentricity and its corresponding
fluctuation (pulsatility) over a cardiac cycle, eU,avg and
eU,PI respectively, were calculated.

Flow-weighted quantities were calculated based on

wP ¼
X

i¼all inlets

Pi �
Qavg;iP

k¼all inlets Qavg;k
; ð15Þ

where P can be a, PI, eU,avg, eU,PI, or nRMSDavg in
this study.

Statistics

IBM SPSS Statistics (IBM, Inc., Armonk, NY) was
utilized for statistical analysis. Significant differences
were examined using a Repeated Measures ANOVA
test. Because of the violation of the assumption of
sphericity, the Greenhouse–Geisser correction was
used to determine the existence of significant differ-
ences between different velocity profiles. Pairwise
comparisons were then conducted to detect significant
difference between each of the two velocity profiles.
Additionally, the multiple linear regression model was
used with a forward stepwise procedure. p < 0.05 was
considered a statistically significant correlation.
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RESULTS

Patient Cohort

Patient demographic and hemodynamic details are
provided in Table 1.

Velocity Profile Comparisons

A qualitative comparison between the four velocity
profile BCs for one sample case is shown in Fig. 3.

The time-averaged normalized RMSD values for
the comparison of the flat, parabolic, Womersley, and
extension-developed velocity profiles to the real, pa-
tient-specific profile, nRMSDavg,f, nRMSDavg,p,
nRMSDavg,w, and nRMSDavg,e respectively, are given
in Table 2. This analysis was performed on both the
IVC and SVC inlet velocity profiles. The flow-weighted
nRMSDavg values for the flat, parabolic, Womersley,
and extension-developed velocity profiles are
57.2 ± 6.7, 57.5 ± 10.6, 57.8 ± 10.5, and
58.2 ± 10.8%, respectively.

Hemodynamic Results

Figures 4 and 5 illustrate differences in VDR and
regions of low WSS, respectively, between the various
velocity profiles.

Statistical analysis of the hemodynamic metrics
resulting from the five velocity profiles is summarized
in Fig. 6. Statistical significant differences were
observed between simulations using the flat and real
velocity profiles with regard to iPL (p = 0.018) and
iVDR (p = 0.02), but not regarding HFD (p = 0.77)
nor AWSS< 0.4 Pa (p = 0.63). No significant difference
was detected between simulations using the real
velocity profiles and the other three artificial velocity
profiles. Additionally, four characteristic discrepancies
were calculated by comparing the hemodynamic met-
rics from the real velocity profiles to those resulting
from either the flat, parabolic, Womersley, or exten-
sion-developed profiles.

Figure 7 demonstrates that DiPL and DiVDR for
the flat velocity profile exhibit significant differences
compared to those of the parabolic (p = 0.009 and
0.0123, respectively), Womersley (p = 0.004 and
0.006, respectively), and extension-developed
(p = 0.038 and 0.049, respectively) velocity profiles.
No significance was observed between the flat velocity
profiles and the other three velocity profiles in terms of
DHFD and DWSS, nor between the latter three
velocity profiles regarding any characteristic discrep-
ancies.

Furthermore, multiple linear regression analyses
were conducted to explore possible correlations

between the four characteristic discrepancies and flow
parameters: nRMSDavg,f, nRMSDavg,p nRMSDavg,w,
nRMSDavg,e, PIIVC, PISVC, a, eU,avg, and eU,PI. Corre-
lations were found between eU,avg and DiPL, DiVDR,
and DAWSS< 0.4 Pa from simulations using the flat and
extension-developed velocity profiles, as shown in
Fig. 8.

DISCUSSION

This study is the first to investigate the effects of
inlet velocity profiles on clinically important hemody-
namic metrics for Fontan patients. Nine patients were
involved in the study. The two major parameters that
characterize the error between the input velocity pro-
files are eU and nRSMDavg. Four characteristic dis-
crepancies, DiPL, DHFD, DiVDR, and DAWSS< 0.4 Pa,
are the primary variables that quantify the difference
between the real velocity profile and four artificial
velocity profiles (flat, parabolic, Womersley, and
extension-developed).

Qualitative differences were observed in the detailed
flow fields between simulations using the patient-
specific, real velocity profiles and all four artificial
velocity profiles. However, statistical significance was
only detected in differences in iPL and iVDR between
simulations using the real and the flat velocity profiles.
The characteristic discrepancies of these two hemody-
namic metrics (DiPL and DiVDR) with regard to the
flat velocity profile were also significantly higher than
the characteristic discrepancies of the other three
artificial velocity profiles. It is interesting to note that
the flat profile has a similar nRSMDavg compared to
the other three artificial profiles, and correlations were
detected between eU,avg and both DiPLf and DiVDRf

for the flat velocity profile. Considering that both
parabolic and Womersley profiles have a velocity peak
at the center of the vessel, the difference in this peak
between these two profiles and the real profile is ex-
actly equal to eU,avg (13.2 ± 3.2%). However, since the
flat profile does not have a spatial velocity peak, it can
be assumed to be found at the boundary of the vessel.
Then, the peak difference between the flat and real
profiles becomes ~ 87%. Although the peak velocity of
an extension-developed profile may not be at the center
of the vessel, the peak difference between the flat and
real profiles may be less than the difference between the
parabolic/Womersley and real profiles, a good example
of which is shown in Fig. 3. Therefore, the lack of a
spatial peak on the flat velocity profile may be the
primary reason for its significant difference with other
artificial velocity profiles when compared to the use of
the real velocity profile.
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A better option of artificial velocity profile that
could obtain acceptable iPL and iVDR can be chosen
from the other three profiles (parabolic, Womersley,
and extension-developed), since no statistically signif-
icant differences were observed in these two hemody-
namic metrics between simulations using these three
options and the real velocity profile. Additionally, no
statistical differences were found between simulations
employing these three artificial velocity profiles them-
selves. The reason that no statistical differences were
found for all hemodynamic metrics is primarily be-
cause these metrics are bulk hemodynamic metrics cal-
culated throughout the TCPC volume. The exponential
decay of the error with the distance away from the
boundaries may diminish the effects of the discrepan-
cies of ~ 13% of eU and ~ 50% of nRSMDavg from the
BCs,30 but the errors still impact small regions in the
vicinity of the boundaries, as shown in Fig. 5. Fur-
thermore, a collision between flows from the IVC and
SVC may further weaken the effects of the inlet
boundaries on the bulk flow field within the TCPC.
Therefore, the effects of discrepancies in flow bound-
ary profiles do not considerably influence the iPL and

iVDR, as these hemodynamic metrics are affected
primarily by bulk flow.

This theory may be applicable to HFD as well.
Because no significant difference was observed between
simulations with all four artificial velocity profiles and
the real, patient-specific profile, HFD can be con-
cluded to be even less sensitive to inlet BCs than iPL
and iVDR. WSS, on the other hand, is a fluid dynamic
parameter that is sensitive to the choice of velocity
profile14; therefore, the contours for regions of the
TCPC wall where WSS < 0.4 Pa (Fig. 5) illustrate
noticeable differences near the TCPC inlet boundaries.
However, the effects of this difference near the
boundaries may be diminished in the calculation of
AWSS< 0.4 Pa, since it is also a bulk metric that con-
siders the WSS over the entirety of the TCPC wall.
Nevertheless, the flat velocity profile is not recom-
mended for assessing AWSS< 0.4 Pa because of the
noticeable difference in location of the low WSS
regions between the flat and real velocity profiles, as
shown in Fig. 5.

Moreover, it is interesting to observe that using ei-
ther the parabolic or Womersley velocity profiles re-
sults in no significant difference when compared to the
use of the extension-developed profile. Extension-de-
veloped profiles are generally utilized under the
hypothesis that the flow loses its dependence on the
inflow profile in the extensions before entering the re-
gion of interest. The development of the flow depends
on the shape of the extension. In TCPC simulations,
the IVC flow is typically a confluence of flow from the
hepatic veins (HVs) and the IVC under the diaphragm
(IVC* in Fig. 2). This mixed flow travels only a short
distance before reaching the plane where the IVC flow
is acquired for TCPC simulations. Therefore, a long
extension implemented in these simulations is ulti-
mately unnecessary for inlet BCs. In other words, the
extension-developed profile does not show any supe-
riority to the parabolic profile in its approximation of

FIGURE 3. A comparison of the (a) flat; (b) parabolic; (c)
Womersley; (d) extension-developed; and (e) real velocity
profile BCs for a sample case.

TABLE 2. Tabulated nRMSDavg for all patients.

ID

nRMSDavg,f nRMSDavg,p nRMSDavg,w nRMSDavg,e

IVC (%) SVC (%) IVC (%) SVC (%) IVC (%) SVC (%) IVC (%) SVC (%)

1 56.1 47.5 41.9 42.4 42.1 43.6 44.7 39.4

2 44.4 76.6 34.9 90.6 35.1 91.1 27.0 78.8

3 40.4 54.6 42.2 47.4 42.4 48.5 71.8 39.2

4 52.1 47.1 54.2 52.7 54.9 53.3 59.9 45.4

5 48.5 75.7 43.2 75.1 43.2 75.4 35.2 67.5

6 65.4 45.7 66.9 45.1 67.5 45.1 78.0 47.0

7 66.4 47.4 62.4 52.7 62.6 53.0 79.1 45.3

8 57.5 56.5 71.0 52.4 71.0 51.9 65.4 54.5

9 73.5 58.8 81.7 52.1 81.8 53.2 80.0 50.2

Average 56 ± 10 57 ± 12 55 ± 16 57 ± 16 56 ± 16 57 ± 16 60 ± 20 52 ± 13

BIOMEDICAL
ENGINEERING 
SOCIETY

WEI et al.2264



in vivo flow characteristics for Fontan simulations.
This theory also applies to SVC flow, which merges
with flow from the innominate vein (IV).

The results of this study suggest that parabolic
velocity profiles as inlet BCs are acceptable surrogates
for patient-specific profiles in Fontan CFD simula-
tions. No significant difference was observed between
simulations using this profile and the real, patient-
specific profile for all clinically relevant hemodynamics

metrics, and characteristic discrepancies of these met-
rics with regard to the parabolic velocity profile were
the lowest when compared to the other three artificial
velocity profiles. Additionally, it is worth recalling that
the enlarged domain when including flow extensions
introduces an additional computational burden.
Avoiding flow-extensions could reduce the computa-
tional mesh by approximately 20%, saving computa-
tional resources and decreasing simulation time. Image

FIGURE 4. Comparison of VDR in multiple planes between the (a) flat; (b) parabolic; (c) Womersley; (d) extension-developed; and
(e) real velocity profile BCs for a sample case.

FIGURE 5. Comparison of AWSS< 0.4 Pa between the (a) flat; (b) parabolic; (c) Womersley; (d) extension-developed; and (e) real
velocity profile BCs for a sample case. The top row is the posterior view, and the bottom row is the anterior view.
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processing and implementation of the real velocity
profile are also not trivial and could potentially in-
crease ‘‘segmentation processing’’ of ‘‘total user input
time’’ for Fontan surgical planning.27 While it is evi-
dent that parabolic profiles do not require these addi-
tional costs, the present study shows that for the
clinical indexes of interest, they do not impair the
reliability of the results. Therefore, using parabolic

velocity profiles may help researchers meet the tight
clinical turn-around time for Fontan surgical planning
cases.27 The better applicability of a parabolic velocity
profile relies on its simplicity. First, many commercial
CFD solvers have built-in subroutines to implement
parabolic velocity profiles, whereas Womersley and
real profiles require further development for most
commercial and academic computational packages.

FIGURE 6. Box and whisker plots for hemodynamic metrics resulting from the flat (F, teal boxes), parabolic (P, purple boxes),
Womersley (W, red boxes), extension-developed (E, black boxes), and real (R, green boxes) velocity profiles. The asterisk indicates
a statistically significant difference (p < 0.05) between the two velocity profiles.

FIGURE 7. Box and whisker plots for characteristic discrepancies of hemodynamic metrics resulting from the flat (F, teal boxes),
parabolic (P, purple boxes), Womersley (W, red boxes), and extension-developed (E, black boxes) velocity profiles. The asterisk
indicates a statistically significant difference (p < 0.05) between the two velocity profiles.
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Second, the real, patient-specific velocity profile is not
always readily available, such as in the case of patients
who cannot tolerate routine MRI due to implanted
devices. When this is the case, echo-Doppler or
catheterization becomes the routinely used alternative
medical imaging technique to acquire blood flows for
this patient cohort. These two techniques can only
provide flow rates rather than velocity profiles.
Therefore, using the real velocity profile becomes
unfeasible, and the flow rate based parabolic velocity
profile becomes the superior choice.

Furthermore, real, patient-specific profiles are not
necessary for Fontan surgical planning. In particular,
surgical planning may rely on the combination of 3D
CFD simulations coupled with surrogate models rep-
resented by lumped parameter networks (LPNs).20 As
a surrogate, LPNs incorporate patient-specific flow
rates and spatially averaged pressures, as they do not

have the space-dependence to incorporate velocity
profiles.

However, it is worth noting that despite the afore-
mentioned advantages of parabolic velocity profiles
over real velocity profiles, the use of real velocity
profiles may be essential when the location of low WSS
regions is of interest, consistent with previous litera-
ture.14 Though Figs. 6 and 7 show no statistically
significant differences between the real and four arti-
ficial velocity profiles regarding WSS, Fig. 5 illustrates
slight differences in the locations of low WSS regions.
Therefore, it is suggested to consider the real velocity
profile in TCPC simulations used to identify low WSS
regions when attempting to avoid blood clots.

The authors acknowledge that this study is based on
a small cohort of Fontan patients. Though special ef-
forts were made to cover a range of possible cardiac
outputs and flow pulsatilities, a large-cohort study is

FIGURE 8. Significant correlations between eU,avg and DiPL, DiVDR, and DAWSS< 0.4 Pa from simulations using the flat and
extension-developed velocity profiles.
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needed for more generalizable results. In addition,
while the hemodynamic metrics investigated in this
study showed no significant differences between
velocity profiles, other metrics may not follow this
trend. The rigid vessel wall assumption was utilized for
all simulations, considering the negligible impact of
compliant vessel walls on the energy loss and HFD
involved in this study.10,23 Long et al.10 showed the
effect of wall compliance on high WSS, i.e. WSS > 2
Pa, and negligible effects on low WSS in Fontan sim-
ulations. Therefore, the WSS-related findings (regard-
ing the locations and areas experiencing low WSS) in
this study may not be affected by this assumption, but
a thorough investigation regarding this matter is mer-
ited.

Additionally, strictly speaking, the prescription of
flow rate conditions to the incompressible Navier–
Stokes equations is a ‘‘defective’’ problem, as not all
the data are provided for the mathematical theory.20

Different sophisticated mathematical approaches have
been proposed in the literature to address this problem
without prescribing any specific profile.6,19,29,30 How-
ever, all these approaches are computationally
demanding and require non-standard customization of
the numerical solvers. Therefore, they do not fit well
with the purpose of the present research, which is
oriented to provide practical recommendations. With
the same point of view, the authors note that the
parabolic and Womersley profiles considered in this
study are the exact analytical solution of the incom-
pressible Navier–Stokes equations under many
assumptions, including the Newtonian rheology. Other
models, e.g. an analytical solution for an Oldroyd-B
non-Newtonian rheology,13 are available, but they are
less popular and add significant mathematical com-
plexities and computational costs, while this study is to
suggest a practical approach among the most used
ones and to assess their practical reliability. For this
reason, these complicated models are not involved in
this study. Also, the parabolic and Womersley velocity
profiles, theoretically, are designed for cylindrical ves-
sels, while the cross-sections of in vivo vessels are not
perfectly circular. A geometric transformation could
be implemented to address this concern.3

Moreover, there are two major limitations of med-
ical images included in this study. First, the real, pa-
tient-specific velocities were obtained from PC-MRI
images, which only contain through-plane velocities,
while in-plane velocity is ignored. The in-plane velocity
could be important, particularly, when the PC-MRI
plane is close to the anastomosis between IVC/SVC to
the pulmonary arteries where they are not perpendic-
ular to the main flow direction. Emerging MR tech-
niques, e.g. 2D PC-MRI with three directional velocity
encoding and 4D PC-MRI, can obtain in-plane

velocity components; however, these imaging tech-
niques were not the routine MRI for Fontan patients.
Secondly, the patients included in this study are rela-
tively old, and the routine PC-MRI was usually
acquired under breath-held conditions. Consequently,
the effects of respiration on the inlet boundary profiles
were not included. Respiration increases flow pul-
satilities but not time-averaged flow rates.33 Though
small differences were observed in hemodynamic met-
rics between simulations using breath-held and respi-
ratory inflow BCs,24,28 these differences were not
reported to be statistically significant.24 Nevertheless,
the in-plane velocity components and respiration may
affect the details of the flow, e.g. locations of the
regions with low WSS; hence their effect on the
boundary velocity profiles warrant future examina-
tions.

In conclusion, this study is the first, to date, to
investigate the effects of inlet velocity profiles on
Fontan hemodynamics obtained from CFD simula-
tions. Five types of inlet velocity profiles were
involved: the real, patient-specific velocity profile and
four artificial velocity profiles (flat, parabolic,
Womersley, and extension-developed), which are
derived from time-varying patient-specific flow rates
acquired from PC-MRI. This work focused on inves-
tigating the differences in clinically relevant hemody-
namic metrics, iPL, iVDR, HFD, and AWSS< 0.4 Pa,
between simulations employing these velocity profiles
as inlet BCs. Statistical analysis showed that significant
differences existed only between the use of the real
velocity profile and the flat velocity profile, but not
with the use of the other three artificial velocity pro-
files. Characteristic discrepancies for all hemodynamic
metrics for using the parabolic velocity profile always
exhibit the lowest cohort-averaged values compared to
those for the other artificial velocity profiles. These
findings suggest that the parabolic, Womersley, and
extension-developed velocity profiles are accept-
able surrogates for real, patient-specific velocity pro-
files in Fontan simulations. But, the parabolic profile is
recommended primarily because its lowest discrepan-
cies to the real, patient-specific velocity profiles and
computational cost, as well as its good robustness for
more applications.
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