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Abstract—Recent developments in medical image acquisition
combined with the latest advancements in numerical methods for
solving the Navier-Stokes equations have created unprecedented
opportunities for developing simple and reliable computational
fluid dynamics (CFD) tools for meeting patient-specific surgical
planning objectives. However, for CFD to reach its full poten-
tial and gain the trust and confidence of medical practitioners,
physics-driven numerical modeling is required. This study reports
on the experience gained from an ongoing integrated CFD model-
ing effort aimed at developing an advanced numerical simulation
tool capable of accurately predicting flow characteristics in an
anatomically correct total cavopulmonary connection (TCPC). An
anatomical intra-atrial TCPC model is reconstructed from a stack
of magnetic resonance (MR) images acquired in vivo. An exact
replica of the computational geometry was built using transpar-
ent rapid prototyping. Following the same approach as in earlier
studies on idealized models, flow structures, pressure drops, and
energy losses were assessed both numerically and experimentally,
then compared. Numerical studies were performed with both a
first-order accurate commercial software and a recently developed,
second-order accurate, in-house flow solver. The commercial CFD
model could, with reasonable accuracy, capture global flow quan-
tities of interest such as control volume power losses and pressure
drops and time-averaged flow patterns. However, for steady inflow
conditions, both flow visualization experiments and particle im-
age velocimetry (PIV) measurements revealed unsteady, complex,
and highly 3D flow structures, which could not be captured by
this numerical model with the available computational resources
and additional modeling efforts that are described. Preliminary
time-accurate computations with the in-house flow solver were
shown to capture for the first time these complex flow features
and yielded solutions in good agreement with the experimental
observations. Flow fields obtained were similar for the studied
total cardiac output range (1-3 l/min); however hydrodynamic
power loss increased dramatically with increasing cardiac output,
suggesting significant energy demand at exercise conditions. The
simulation of cardiovascular flows poses a formidable challenge to
even the most advanced CFD tools currently available. A success-
ful prediction requires a two-pronged, physics-based approach,
which integrates high-resolution CFD tools and high-resolution
laboratory measurements.
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INTRODUCTION

Developments in medical image acquisition and pro-
cessing have enabled hemodynamic analysis of patient-
specific anatomic geometries. Computational fluid dynam-
ics (CFD) has appeared to be a useful tool by producing
practical flow solutions that realize fast explorative studies.
Particular research areas include blood flow through the
carotid artery,* detailed aortic arch models,> aneurysms,**
embryonic heart development,® left ventricle models,>*
cerebral flows and cavities,* surgical anastomosis and
graft designs,*” coronary arteries,*® flow through large air-
ways and lungs,*® and coupled lumped-flow and anatomy
studies.'> Additional studies of interest have been presented
in specific workshops.?*% As emphasized in recent edito-
rial remarks,** % however, for CFD to realize its full poten-
tial as a powerful clinical tool for patient-specific modeling,
there is a pressing need for rigorous model validation with
detailed laboratory data. Using numerical simulation tools
void of comprehensive experimental validation to make im-
portant surgical or clinical decisions could be a dangerous
practice. Simply put, such tools could yield solutions that
are hemodynamically irrelevant and fail to capture even the
basic features of the actual flow.

The broader fluids engineering community has always
been skeptical about the credibility of numerical solutions
that have either been obtained with low-resolution tech-
niques and/or lack ground-truth experimental validation.
On many occasions,’® %% the limitations of CFD tools have
been documented,’®*! and the need for high-resolution
numerical schemes, comprehensive experimental valida-
tion, and careful applications have been reinforced.'”
Compared to most areas of engineering where CFD has
made a major impact (aerodynamics, ship hydrodynamics,
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turbomachinery, etc.), biomedical engineering involves
flows with a host of unique modeling challenges and
difficulties. Such flows take place in complex, multicon-
nected domains with compliant walls and flexible immersed
boundaries and are dominated, among other factors, by
pulsatile effects, three-dimensional separation and vortex
formation, regions of flow reversal, periodic transition to
turbulence and laminarization, and non-Newtonian effects.
In spite of these enormous complexities, which pose a
formidable challenge to even the most advanced CFD tools
available today, the notion that CFD is a mature technol-
ogy that can be applied indiscriminately to model any flow
physics is becoming de facto in the biomedical field. In re-
ality, CFD for complex cardiovascular flows is an intricate
and continuously evolving science that necessitates a syn-
ergy between modeling efforts and in vitro experimentation
to guide model development and validation.

Blood flow in the total cavopulmonary connection
(TCPC) morphologies, which is the primary focus of this
paper, serves as an excellent example for illustrating the
aforementioned complexities and modeling challenges. The
TCPC is the current procedure of choice for surgical re-
pair of single ventricle heart disease.® A good historical
background on Fontan surgery is provided by Friesen and
Forbess,?2 which involves the anastomosis of inferior and
superior venae cavae directly to the pulmonary arteries, by-
passing the right side of the heart in order to avoid mixing
oxygenated and deoxygenated blood. Even though postre-
pair survival rates have been steadily improving, patients
are still susceptible to numerous complications®?’ (limited
exercise capacity, progressive cyanosis from pulmonary
arteriovenous malformations, systemic to hepatic venous
malformations or atrial level shunting, thromboembolism,
atrial and ventricular arrhythmias, and protein losing en-
teropathy). Earlier studies have demonstrated that the ge-
ometric configuration of the TCPC is a primary factor in
determining the efficiency of the connection and in turn,
postoperative outcomes.'! The TCPC anatomy, complex
and highly variable among patients, is a good test case to
illustrate CFD modeling advances that can be generalized
to other complex cardiovascular flows.

Idealized models of the TCPC®>3 simplified the cen-
tral connection region, which is located upstream of the
pulmonary artery (PA) branches and downstream of the
innominate and hepatic veins, as a “+4” shape formed by
the intersection of four smooth vessels of constant diame-
ters. Two of these vessels serve as inlets and two as out-
lets. The most sophisticated configuration is currently the
combined model by Liu et al.,*2 which incorporated all
of the main anatomic features, such as caval offset, caval
diameters, vessel flaring and/or curvature, with the excep-
tion of PA branching.’” Fluid-structure interaction and tis-
sue/graft material mismatch in TCPC configurations are
also studied.** Though these studies provided some insight
into the relative impact of different geometric parameters

of the connection, we believe that more accurate patient-
specific models of the connection geometry are needed for a
complete understanding of the TCPC and for future surgical
planning applications.

Because the patients who undergo the TCPC proce-
dure are usually young, small anatomical regions of in-
terest and abbreviated scan times are involved, requiring
specialized reconstruction procedures'® and limit the num-
ber of anatomical TCPC flow studies in literature. Kim
et al.¥ investigated atriopulmonary and cavopulmonary
connections based on magnetic resonance imaging (MRI)
and computer tomography (CT) scans using realistic glass
replicas of the anatomy where laser Doppler anemome-
try and pressure measurements identified complex swirling
flows and large pressure drops associated with the supe-
rior vena cava (SVC) to main pulmonary artery (MPA)
transition. /n vivo magnetic resonance phase contrast imag-
ing (PC-MRI) has been a valuable tool'® for TCPC re-
search, as it provides semiquantitative and qualitative flow
field information.?* PC-MRI studies in in vivo TCPC ge-
ometries have captured central flow stagnation regions re-
sulting from the collision of SVC and inferior vena cava
(IVC) streams, and have confirmed the relationship between
caval offset and efficiency.® Studies on realistic TCPC
anatomies,?>*® using computational fluid dynamics as the
main tool, have outlined the concept of surgical planning.
Recently, Migliavacca et al. ¥ compared four alternative in-
ferior vena cava (IVC) geometries for a given Glenn stage
anatomy and reported the basic technical limitations in
their complex pulsatile simulations. While such studies pro-
duced comparative conclusions and qualitative flow visual-
ization, experimentally validated CFD models are critical
and should ultimately be used in assessing hemodynamic
performance. Even at the relatively simple step of CFD
model verification, significant differences in results were
found depending on the grid generation schemes used.*?
These differences are reported for anatomically realistic,
idealized models with combined features in steady-state
flow conditions. Transient flow and complex morpholo-
gies present additional verification issues that have not yet
been addressed in the literature. Based on our MRI re-
search database, TCPC anatomies can be roughly grouped
into five main templates (extra-cardiac conduit, intra-atrial
tunnel, bilateral SVC, interrupted IVC, and IVC to MPA).
At least one comprehensive in vitro experimental campaign
per template is needed for a good understanding of the flow
phenomena and for CFD tool validation before using CFD
for surgical design. Towards that end, this paper describes
a combined experimental and numerical in vitro analysis
methodology for a selected intra-atrial TCPC anatomy con-
taining an unusually large “pouch” shape connection. The
morphology and corresponding flow complexity introduced
new challenges both for the numerical and experimental
efforts. The results of this work suggest a cautious ap-
proach in the use of available CFD tools and indicate that
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high-resolution CFD techniques specifically tailored to
tackle the complexities of cardiovascular flows are
necessary.

The paper is organized as follows. In Anatomy section
we describe the TCPC anatomy and outline the reconstruc-
tion method. In In Vitro Experiments section we describe
the experimental techniques and data processing procedures
used for the in vitro experiments. In Computational Model
section we describe briefly the two CFD models employed
in this work and discuss various computational details. In
Results section we present and discuss the experimental and
computational results and in Discussion and Conclusions
sections we summarize our findings and the conclusions of
our work.

ANATOMY

Reconstruction

A 9-year-old child with an intra-atrial TCPC connection
was imaged via an MRI system (Sonata, Siemens, Malvern,
PA). Informed consent was obtained and all related studies
were approved by the internal review board at the Children’s
Hospital of Philadelphia. Twenty T1-weighted axial images
were acquired, spanning the entire connection region. The
MRI scanning parameters used in conjunction with this
work are as follows: static true-FISP pulse sequence with
slices = 40-50 without a gap encoding the phase A—P,
slice thickness = 4-5 mm, FOV = 200400 mm, TR =
140-200 ms, line TE = 1.3 ms, averages = 3, flip an-
gle = 65-90 degrees, matrix 92 x 256 to 128 x 256, echo
spacing = 2.9 ms, bandwidth = 1120/Hz/px, contrast was
not used. In order to counteract the out-of-plane sampling
limitations inherent to MRI, a technique called adaptive
control grid interpolation was used to enhance the image
stack.'® This process produces a data volume composed ex-
clusively of isotropic voxels. Following enhancement, the
vessels of interest were segmented from the data volume us-
ing an in-house code. Here a special case of region growing
called shape element segmentation was employed to isolate
the vascular area of interest in multiple image planes with
high consistency.'® The three-dimensional representation of
the TCPC was ultimately generated in Mimics (Materialise
Inc., Ann Arbor, MI), as presented in Fig. 1.

The characteristic dimensions of the intra-atrial TCPC
obtained were considerably smaller than those from previ-
ous studies in TCPC literature. Liu et al.** and Ryu et al.>?
had already studied idealized models mimicking anatomi-
cal diameters. Both proposed a SVC and IVC of 8 mm and
15 mm, respectively, and PA diameters of 13.335 mm. How-
ever, in our reconstructed geometry, the hydraulic diameters
2 cm away from the connection area were only 5.1 mm,
4.2 mm, 4.2 mm, and 12.4 mm, for the RPA, LPA, SVC,
and IVC, respectively. The connection site had a pouch
shape with a hydraulic diameter of 18 mm, and all vessels
were enlarged towards the anastomosis site. Typically the

LPA

FIGURE 1. Coarse unstructured grid of the intra-atrial Fontan
connection, 64,836 tetrahedral elements.

LPA diameter ranged from 10.8 mm at the anastomosis site
to 4.2 mm at 2 cm downstream of the connection. In the
same manner, the SVC and RPA connected to the pouch
with a hydraulic diameter of 8.5 and 8.2 mm, respectively,
but quickly tapered down to the dimensions mentioned pre-
viously. As in the previous study by Ryu et al.,’* all four
vessels were not coplanar. While both the IVC and RPA
occupied the coronal plane, the SVC and LPA bent in the
posterior direction, forming an angle of 48° and 37° with
the IVC-RPA plane, respectively. This reconstructed geom-
etry was used for both CFD and experimental purposes. The
complexity of the geometry, as well as its small dimensions,
conditioned the complex flow behavior that took place in
this specific TCPC.

CAD and Stereolithography

For a complementary in vitro experimental and CFD
study involving complex MRI-acquired morphologies, an
accurate prototype production methodology is the first re-
quirement. The in vitro prototypes must be optically clear
for quantitative flow measurement techniques such as laser
Doppler velocimetry (LDV) and PIV. With glass blowing
techniques, patient-specific experimental models can only
be approximately reproduced, depending on operator skill.
Rapid prototyping (RP) technology>*-3 eliminates opera-
tor dependence, and exact replication of the anatomy from
computer-aided design (CAD) data becomes possible. Op-
tically clear models may then be obtained with Sylgard
or silicone RTV based materials, but only through tedious
casting and accurately controlled curing processes.>% Our
approach to this problem was to use the recently available
“transparent” RP resins as an in vitro anatomic model mate-
rial, thus making possible a direct one-step “printout” of the
morphology from the anatomic CAD file. With this single-
step novel approach, exact replicates of the CFD models
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are put rapidly to benchtop in vitro testing. This technique
is particularly well-suited for small regions of interest, such
as the TCPC, and can enable patient-based analyses on a
large scale.

A major advantage of RP techniques is that CAD data
can be directly provided as input for further CAD and mod-
eling operations. Originally, as they were imaged, the ves-
sels of our anatomical model were no more than 2 cm long.
Clean cross-sections were obtained by cutting each of the
vessels orthogonally to their axis, and were then used as
a basis to extrude pulmonary arteries and vena cavae over
a distance sufficient for both numerical and experimental
purposes. While the extended lumen model could be trans-
ferred to grid generation, the actual experimental model was
generated by Boolean subtraction of the extended TCPC lu-
men from a solid box. The main constraints for box design
were to avoid image distortion and laser light scattering
when performing PIV. All angles in the box were designed
to be away from the region of interest; the outer surfaces
that would be facing the camera and the laser were made
flat and orthogonal to the desired acquisition and laser beam
axis.

Stereolithographic techniques generate construction
supports under all overhanging surfaces. Thus, had the
model been constructed as a single block, supports would
have been built throughout the entire blood volume. Though
easy to remove these supports significantly alter the inside
surface and would have impaired the optical quality as well
as the geometrical accuracy of our model. Therefore, the
box was split into two parts along the axis of the vessels.
These were then glued back together using epoxy glue,
which was less expensive than the available UV-curing tech-
niques and had no significant impact on data acquisition.

The model was manufactured using an SLA®250 (3D
Systems, Valencia, CA) system, with Renshape 5510 trans-
parent resin (Vantico AG, Basle, Switzerland) and a build
accuracy of 0.004 in. (0.1 mm). No chemical curing was
performed. Stereolithographic techniques cure the resin by
layers, thus generating ridges of the same thickness as the
set accuracy that can be removed with thorough polish-
ing. Since this study focused on CFD validation, the prior-
ity was set on geometric accuracy between the numerical
and experimental models. Given the small dimensions of
the intra-atrial TCPC considered here, the model was left
“as is” so as not to alter the anatomy. As rapid prototyp-
ing resins came out of the machines, their surfaces were
slightly blurry. This was overcome for the inner surfaces
by matching the refractive index of the working fluid and
by polishing the outer surfaces, first with wet sandpaper of
decreasing grain size (400 and 600) and then with coarse
and fine polishing compounds (No. 7 “rubbing compound”
and No. 7 “Clearcoat polishing compound,” respectively).
As a final step, before in vitro experiments, transparency
was improved by spraying a transparent acrylic paint (Rust
Oleum “Gloss Clear 1901”) over the closed box.

IN VITRO EXPERIMENTS

Pressure Measurements

All experiments were run under steady inflow conditions
maintained by a constant pressure head. Four rotameters
(Dakota Instruments, Monsey, NY) were used to assess the
total flow rate, the IVC flow, and each of the pulmonary
flows. Total cardiac output ranged from 1 to 3 1/min. The
SVC/IVC flow ratio was fixed at 40/60 to reflect the phys-
iological flow splits seen in children'* while the RPA/LPA
ratio was varied from 30/70 to 70/30 by 10% increments in
order to simulate varied pulmonary resistances. Pulmonary
flow readings were taken on the PA that had the highest
share of the flow in order to ensure optimal reading accu-
racy. A fully developed inflow profile was achieved by con-
necting extension pipes of 50 vessel diameters in length to
both the IVC and SVC. A solution of water-glycerin repro-
duced the kinematic viscosity of blood (v = 3.5 = 0.1 cSt).
Viscosity was checked using a Cannon-Fenske routine vis-
cometer (Fisher Scientific, Pittsburg, PA).

Static pressure was assessed at the wall of each vessel
10 cm away from the center of the connection. Three mul-
tiple range differential pressure transducers (Model DP15,
Validyne Engineering, Northridge, CA), calibrated for a
range of 040 mm Hg, were used to measure the pres-
sures in each one of the LPA, RPA, and SVC with respect
to the IVC pressure. The transducer signal was amplified
(Model CD19, Validyne Engineering, Northridge, CA) and
then interfaced to an A/D board (DAQCard 1200, National
Instruments Corp., Austin, TX). Pressure data were col-
lected on a PC using an in-house software package. The
data were acquired at a rate of 500 Hz over 10 s and
averaged to produce a single value for static pressure to
increase accuracy. At any given total flow rate and flow
split, the transducers were rotated and measurements were
performed in sequence by each one of the three differential
pressure transducers (SVC/IVC, LPA/IVC, RPA/IVC), so
as to remove any transducer bias. Each experiment was
repeated eight times. This provided 24 static differential
pressure data sets per location, flow split, and flow rate.
Each data set was used to compute the 24 corresponding
control volume power losses, which were then averaged as
one single value with the corresponding standard deviation.

Data Processing

For both experimental and CFD studies, only the power
losses occurring in the same size connection region were
considered. However, for experimental convenience, pres-
sures were acquired further downstream. Assuming that all
pressure drops occurring in the extension pipes were due
to friction, the experimental pressure data were corrected
using the following formula:

Peorrected = Pmeasured — APf (D
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where AP is the friction pressure loss and is calculated as
follows:

AP; = (A/dy)(pV?/2)L 2)

For laminar flow (Re < 2300), A is 64/Re, p is the density
of the working fluid, V the velocity (considered as being
the average velocity through the vessel and obtained by
dividing the flow rate by the cross-sectional area), and L
is the length of the extension pipe between the end of the
anatomy as in the MRI reconstruction and the pressure
acquisition point. The branch Reynolds numbers, Re, are
based on average flow velocity, V, and the hydraulic lumen
diameter, dj,.

Experimental pressure drops were also corrected for
pressure head effects. Prior to experimentation, differen-
tial pressures were acquired with still fluid in the loop (Py).
To improve experimental reproducibility, this Py value was
retrieved from all subsequent pressure measurements so as
to remove any pressure head bias that could have been in-
troduced by a small change in the model elevation. Finally
the static pressures used in the power loss calculations were
obtained with the following formula:

Pslalic = I'measured — AP_)" - PO (3)

Using Bernoulli’s theorem, the total pressures were com-
puted as follows:

Piotal = Pstatic + Prinematic = Pstatic + 1/2 /OV2 “4)

Energy losses were then computed by an integrated control
volume energy balance:

Eios =Y Priow Qi — ) Pirow Qi 5)

inlet outlet

where P; and Q; are the total pressure and the flow rate
respectively at an inlet (i = IVC, SVC) or an outlet (i =
LPA, RPA).

Flow Visualization

Control volume pressure drops and power losses enable
quantitative macroscopic comparison but provide no fur-
ther insight into flow structures. For that purpose, flow vi-
sualization experiments were performed in the anatomical
intra-atrial model. The flow conditions and experimental
setup were identical to those of the pressure measurements.
Catheters were inserted into the IVC and SVC 5 cm up-
stream of the model and driven down to the opening of the
connection. A mixture of liquid soap and dry pigments was
injected through the catheters to generate streaklines. The
model was illuminated from one side with a halogen lamp
while the images were acquired from the other side with
a CCD camera at 500 frame/s. A blank white paper sheet
located between the halogen lamp and the model acted as a
diffuser and prevented the flow visualization images from
being overexposed.

Particle Image Velocimetry

DPIV was also performed on the anatomical model. We
used a TSI system (TSI Inc., Shoreview, MN), which in-
cluded a data acquisition software package (Insight 3.34),
two 17 mJ miniYag lasers (A = 514 nm) and one cam-
era. The fluid was seeded with melamine-formaldehyde
spheres and dyed throughout the volume with Rhodamine
B (MF/RhB, size range: 2.5-5 um, Microparticles GmbH,
Berlin, Germany). As the emission spectra of RhB peak
is around 590 nm, a red color filter (A = 570 nm) was
used to cut off the laser beam reflections on the model sur-
faces while still allowing the fluorescent particles to shine
through. An aqueous solution of glycerin and sodium io-
dide was used to match both the kinematic viscosity of
blood (v = 3.5 £ 0.1 cSt) and the refractive index of the
resin (n = 1.51).

Velocity data were acquired in the coronal plane. Three
hundred double frames were acquired at each location at
15 Hz. The selection of 300 pairs was aimed at obtaining
a representative mean field. As an accuracy check we pro-
cessed the batch of data with different number of frames:
10, 50, 100, 150, 200, 250, and 300. The variation between
the average obtained with 200 and with 300 frames is less
than 5%, and the variation between 250 and 300 is less than
2.5%. It was thus considered that sufficient convergence of
the running average was achieved with 300 frames. More-
over when acquiring more than 300 double frames (which
could have been possible) storage of data becomes a serious
issue; 300 was thus a tradeoff between convergence and data
storage space.

Cross-correlation vectors were computed with DaVis
6.2.2 (LaVision Gmbh, Gottingen, Germany). A mask was
applied to filter out the region of interest. The vectors
were computed using the Fast Fourier Transform without
zero padding in multiple passes. The interrogation win-
dow is progressively decreased (64 x 64 pixels down to
16 x 16 pixels) and a 50% overlap window was specified,
satisfying the Nyquist condition. Intermediate flow fields
were smoothed out, but no smoothing was applied after the
last pass. The 300 instantaneous flow fields were averaged
into a single frame.

COMPUTATIONAL MODEL

Computational Fluid Dynamics of the anatomy were
studied for the same experimental conditions, namely in-
compressible, laminar flow with steady inflow conditions
and rigid vessel walls. Calculations were carried out with
two different flow solvers: the commercial CFD package
FIDAP and a recently developed, in-house, high-resolution
unsteady flow solver, which will be subsequently referred
to as the in-house code. The FIDAP computations were
aimed at exploring the accuracy with which a state-of-the-
art commercial code can predict the general flow patterns
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and in particular the energy losses for various flow splits
and Reynolds numbers. The simulations with the in-house
code were prompted by the finding that even though the
steady FIDAP solutions captured the global, time-averaged
features of the laboratory flow with reasonable accuracy
they did not yield the experimentally documented com-
plex, unsteady flow patterns in the connection region with
the available computational resources. Note that in spite of
using steady inflow conditions, unsteadiness in the labora-
tory flow emerged naturally (without any external forcing
through the boundary conditions) due to inherent flow in-
stabilities. The in-house code simulations are preliminary,
pending numerical sensitivity studies, but capture for the
first time the onset of unsteadiness in the connection region
and yield a time-averaged flow which is in reasonable agree-
ment with the measurements. Throughout this study, feed-
back between the experimental and computational studies
was crucial and enabled a thorough understanding of the
underlying flow phenomena.

The Commercial Flow Solver

The parallelized segregated finite-element solver FIDAP
(Fluent Inc., Lebanon, NH) with the SIMPLER-like pres-
sure projection algorithm?® was used in conjunction with
the conjugate gradient (CG) and conjugate gradient squared
(CGS) iterative solvers for symmetric and nonsymmet-
ric linear equations with Gauss-Seidel and diagonal pre-
conditioning, respectively. Petrov—Galerkin pressure stabi-
lization was activated for the 4-node linear unstructured
tetrahedrons.’> The streamline upwind scheme,?! which
enables better-than-first-order accuracy in the cross-stream
direction, was utilized to discretize the convective terms.
The overall accuracy of this scheme, however, is only first-
order.

All simulations with FIDAP converged to a steady-state
solution starting from a zero initial guess. The residuals lev-
eled off after approximately 800 iterations, as the velocity
residuals decreased by three orders of magnitude and the
pressure residuals decreased by four orders of magnitude.
The iteration process was continued, however, for 3000
iterations to ensure that convergence was indeed achieved
and that no long term instabilities develop. Convergence
criteria for the CG and CGS systems were 0.01 and 0.001
times the residual convergence criteria with an appropriate
number of inner iterations, respectively.

All jobs were run in parallel with 2- or 4-CPU nodes
in linux (2.8 GHz) and Sun (450 MHz) machines with 2—
4 GBytes memories. Mesh partitioning was done through
PMETIS?’ and DOMEC'? schemes with little difference
in CPU time. For the medium grid a typical convergence
required 32 CPU hours. For comparison, for the in-house
flow solver an equivalent calculation took around a week
to get a statistically converged solution on an AMD XP
2800+ machine.
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FIGURE 2. Boundary conditions. Bottom-Left and Bottom-
Right are inflow velocity profiles (axial-component) at SVC and
IVC, resepctively. Top: LPA pressure-flow rate correlation for
correct PA flow split specification.

Steady inflow boundary conditions were specified at the
IVC and SVC. The total cardiac output was split 60:40
between the IVC and SVC. At both vena cavae the in-
flow velocity profile was specified as fully developed. To
obtain the specific fully developed velocity profile, auxil-
iary steady CFD solutions were performed over the inlet
entrance lengths (since the anatomic vessel cross-sections
were not exactly circular, the actual fully developed flow
profile was an unknown). Computations with the uniform
plug-flow velocity profile did not reproduce the experimen-
tal DPIV flow field. Reasonable agreement with experi-
mental results was only achieved when the fully developed
flow profiles of the experimental conditions were imple-
mented. Outflow through the PAs was modeled using pres-
sure boundary conditions. To specify the correct split, a set
of auxiliary runs, as shown in Fig. 2, were performed to map
the pressure and PA split characteristics of the connection.*?

The In-House Flow Solver

As discussed above, the laboratory experiments showed
that even with steady inflow conditions, a very complex,
unsteady flow emerges naturally in the region where the
IVC and SVC flows collide. The unsteadiness appears to
be the result of a stagnation-point instability, which is dom-
inated by high-frequency modes and manifests itself as
a seemingly chaotic meandering and flapping of the flow
in the connection region. This kind of instability, which
is essentially identical to that reported in idealized TCPC
connections in previous experimental®® and computational
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studies,? was found to occur for all inflow conditions con-
sidered in this work. Yet for all simulated cases, the FIDAP
code converged to steady state solutions, thus, failing to
capture this important feature of the laboratory flow. An at-
tempt to carry out time-resolved, unsteady simulations with
FIDAP, which is an option available in the code, was not
conclusive. Running FIDAP in unsteady mode required a
very small time step and excessive computational resources
which were beyond those at our disposal. Consequently the
computations could not be continued long enough to estab-
lish whether physical unsteady flow patterns emerged and
were sustained over a long time interval.

To explore whether the onset of unsteady flow could in-
deed be predicted numerically, we carried out a simulation
using arecently developed, in-house CFD code. The numer-
ical method is that developed by Ge et al.?} for simulating
flows in mechanical, prosthetic heart valves. It employs
domain decomposition with overset (Chimera) meshes?3-%°
to discretize arbitrarily complex, multiconnected domains
with domain-structured, body-fitted meshes. The govern-
ing equations are discretized on a nonstaggered grid in
strong-conservation form using second-order accurate nu-
merics. Namely, three-point, second-order accurate central-
differencing plus third-order, fourth-difference, matrix-
valued artificial dissipation is used for the convective terms
while central differencing is used for the remaining terms
in the governing equations. The discrete equations are
integrated in time using a dual-time stepping, artificial
compressibility technique in conjunction with a block,
approximate-factorization iterative algorithm for rapid con-
vergence during each physical time step. At the exit of the
LPA/RPA, the velocity components are adjusted by a scal-
ing factor to obtain the same mass flux split ratio as used in
the experiments. Transient simulations are continued until
a steady-state running average in all the flow variables is
established; this roughly corresponds to 5000 time steps.

It is important to point out that, unlike the commercial
code, running the in-house code in a steady-state mode
failed to yield converged solutions. Based on our past
experience with this code, failing to obtain a converged
steady-state solution typically means that the physical flow
is likely to be inherently unstable and flow unsteadiness
is to be anticipated. For that reason we began running the
code in an unsteady mode, using the dual-time iterative
algorithm to converge the velocity and pressure residuals
by approximately two to three orders of magnitude per
physical time step. Upon switching to the unsteady mode
of the code, we found that a complex, unsteady solution
naturally emerged, which exhibited many of the attributes
of the laboratory flow.

Grid Generation

For the FIDAP computations, a systematic grid refine-
ment study was carried out using three gradually refined

RPA block

_ [SVCAVC block ] |

FIGURE 3. Fine structured overset grid, made of three blocks,
which is used with the in-house complex flow solver. A cutout
is provided on the surface of the SVC-IVC block to show the
overlapping LPA and RPA domains.

grid sets with 64,000 to 340,000 tetrahedral elements, re-
spectively (see Fig. 1 for a typical view of the FIDAP com-
putational mesh). The results of the grid refinement study
are discussed in Results section below.

For the in-house code a Chimera overset mesh was gen-
erated consisting of three block-structured grids (LPA arm,
RPA arm, and IVC/SVC conduit) with a total of 1.18 mil-
lion nodes. The meshes in each subdomain were generated
using the Gridgen (Pointwise Inc, Fort Worth, TX) com-
mercial grid-generation software. A typical view of the
overset mesh is shown in Fig. 3. The entire complex lumen
geometry is spanned by 74 individual structured surface
domains. For geometry as complex as that studied in this
work, generating a good quality (grid stretching ratios <1.2
and the grid aspect ratios <300) block structured mesh typ-
ically requires 40 times more effort than generating the
unstructured mesh used by FIDAP.

Ten-node tetrahedral elements with ultra fine grids
(~800,000 elements) are also employed with FIDAP in an
effort to obtain time-dependent simulations with higher spa-
tial resolution and second-order accuracy. However these
studies challenged our current computational capabilities
to their limit and the calculations could not be completed
in a reasonable amount of time.

RESULTS

For the fixed IVC/SVC ratio, results were gathered over
the hemodynamic operation range of the anatomic TCPC
connection. This range corresponds to the five measurement
runs at each cardiac output (RPA to LPA ratios used were
70/30, 60/40, 50/50, 40/60, and 30/70), which are summa-
rized in Table 1. All these operating conditions were studied
experimentally using flow visualization and DPIV. Numer-
ical simulations, however, were carried out only for those
operating conditions for which the flow remains laminar.
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TABLE 1. Case identification numbers for all studied flow

conditions, e.g., Case 21 denotes 30/70 flow split at 2 I/min

total cardiac output conditions and IVC/SVC split is 60/40 for
all these cases.

Flow split RPA/LPA

Cardiac
output (I/min) 30/70 40/60 50/50 60/40 70/30
1 11 12 13 14 15
2 21 22 23 24 25
3 31 32 33 34 35

Modeling turbulent flows in such a complex configuration
is a far more demanding undertaking and will be left as a
topic for future research. Steady-state solutions were ob-
tained with FIDAP for all measured operating points in the
laminar flow regime (Cases 11, 12, 13, 14, 15,21,22,23, 24,
25,33, and 34 in Table 1). Due to the higher computational
overhead per simulation, the very fine mesh employed and
the time-accurate solution procedure, the in-house code was
employed to carry out an unsteady simulation for only one
operating point (Case 13 in Table 1).

In the subsequent sections, the computed solutions are
compared with each other and measurements in the follow-
ing order. First, we compare predicted, steady-state energy
losses obtained with FIDAP with those extracted from time-
averaged experimental measurements (see Data Processing
section) for all simulated points. Next, we compare the
steady flow predictions of FIDAP for the velocity magni-
tude with the time-averaged results from the in-house code
simulations and the DPIV measurements at various planes
through the connection for Case 13. Finally, we discuss
the complex, unsteady characteristics of the flow as docu-
mented in the flow visualization experiments and compare
flow visualization images with instantaneous particle traces
obtained from the unsteady simulation with the in-house
code. Presenting our results in this fashion is intended to
underscore an important finding of our work, namely that
even though a reasonable description of time-averaged flow
quantities can be obtained using commercially available
CFD models that employ first-order discretization schemes
that are similar to FIDAP, predicting the details of the in-
stantaneous flow is a far more challenging and demanding
task that requires considerably more careful and sophisti-
cated modeling.

Model Validation with Time-Averaged Flow Quantities
Control Volume Power Losses

The hydrodynamic power loss variation, Eq. (5), for the
anatomical intra-atrial TCPC is plotted in Fig. 4 for 1, 2, and
3 1/min. Both computational (steady-state with FIDAP) and
experimental data demonstrated similar trends of energy
loss as a function of RPA/LPA split. The experimental vari-
ation in Fig. 4 is presented with a 98% confidence limit. The
steady laminar numerical solutions with FIDAP fell within

this error band for all cardiac outputs. For 3 I/min, CFD
power losses calculated with the steady-flow model were
only 5% higher than their experimental mean. Power loss
value calculated by the in-house code (8.02 mW), at 1 1/min
and at equal LPA/RPA split (Case 13), is also found to be
within the tight experimental error range of this cardiac
output.

Figure 4 also shows the results of the previously
discussed grid refinement study with FIDAP. For the
1 1/min case all three meshes with 64836 (coarse), 147721
(medium), and 340315 (fine) tetrahedral elements yielded
essentially identical results, which implies that even the
coarsest mesh is adequate to establish a grid independent
numerical solution for this case, insofar as the integral
power losses are concerned. For the other two cases, how-
ever, the coarse mesh tended to overpredict the losses, but
as the grid was refined the numerical solutions clearly con-
verged toward a grid insensitive solution, which was in good
agreement with the measurements. Mesh independency is
also verified for primitive flow variables. A typical con-
vergence with mesh refinement for velocity is plotted in
Fig. 5. These results show that the two finest meshes yield
very similar results, suggesting that the computed solution
is insensitive to further mesh refinement.

As seen in Fig. 4, for the highest cardiac output (3 1/min)
condition the numerical simulations agreed well with the
measurements only within a relatively narrow band of flow
splits. This discrepancy should be attributed to the fact that
for this condition transition to turbulence becomes very
likely within the pulmonary arteries. Based on the vessel
hydraulic diameter, the Reynolds number calculated for
both pulmonary arteries is close to 2300 for most of the
pulmonary flow split range. The SVC flow, on the other
hand, turned out to be relatively noncritical as compared to
the PAs. For example, at 3 1/min, 60/40 IVC/SVC split, the
SVC Reynolds number reaches 1900. Operating conditions
corresponding to turbulent flow are shown with dashed lines
in the hydrodynamic power loss map of Fig. 4. Since all
numerical simulations in this work assumed laminar flow,
it is not surprising that the predicted power losses began to
deviate substantially from the measurements for conditions
in the turbulent flow regime. Work is currently underway
to carry out turbulent flow calculations using a traditional
steady RANS model and other more advanced unsteady
statistical turbulence models. These results, however, will
be reported in future communications.

Mean Velocity Field

In this section we compare the calculated flow fields
with the time-averaged velocity magnitude measurements
obtained with DPIV. As we have previously mentioned,
both the DPIV experiments and flow visualizations revealed
a complex, unsteady flow for all cases considered in this
work (see subsequent section for a detailed discussion of the
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FIGURE 4. Grid size verification and experimental comparison of the steady-laminar CFD model. Dashed lines denote conditions
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FIGURE 5. Typical grid convergence of the velocity field for Case 23. Axial velocity component contours (m/s) are plotted in a
typical coronal plane for different unstructured grid refinements (Numbers of tetrahedral elements used are 64836 (coarse), 147721
(medium) and 340315 (fine), left-to-right).
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instantaneous flow fields). To construct the time-averaged
fields, instantaneous PIV measurements were collected and
averaged over 300 frames. For the FIDAP computations no
averaging was needed since, as previously discussed, only
steady-state results have been obtained in this work. For
the in-house code, however, instantaneous flow fields were
averaged over a time interval comparable to that used in the
PIV experiments.

During the numerical verification studies, the velocity
profile of inflow boundary conditions was found to have a
strong effect on the calculated flow field; for comparison,
plug and fully developed flow were specified at the SVC and
IVC boundaries. While both profiles have the same average
flowrate, they resulted in significantly different flow fields
within the TCPC. Specifying a plug flow velocity distribu-
tion at the IVC or SVC may be a practical CFD modeling
option, especially for anatomical flows with arbitrary ves-
sel shape and orientation, but it introduces considerably
less vorticity into the flow as compared to the parabolic
fully developed profile. Inflow vorticity is redistributed via
vortex skewing and intensified via stretching, and thus, its
intensity could greatly affect the strength and structure of
secondary flow and the distribution of momentum through-
out the connection region. All subsequently reported re-
sults have been obtained using fully developed inlet pro-
files, which is also the experimental condition, likewise
this boundary condition yielded results in close agreement
with the measurements.

The time-averaged DPIV measurements of velocity
magnitude for Case 13 are compared with the steady-state
FIDAP results and the time-averaged results obtained with
the in-house code in Fig. 6. The imaging planes are labeled
from the most anterior (a) to the most posterior (d). It is
important to point out that unpolished interior model sur-
faces introduced a background noise effect on PIV cross
correlation, which resulted in systematically lower velocity
magnitudes than CFD (max 15%) for slices farther away
from the PIV camera. The experimental results reveal that
the SVC flow exits the vein as a high velocity jet and dives
down into the IVC along the left anterior wall before going
back up along the right anterior wall, Fig. 6(a). The IVC
flow becomes more dominant towards the posterior side.
Along the posterior wall, Fig. 6(d), the flow is completely
governed by the IVC stream. The intermediate planes that
are shown in Figs. 6(b) and 6(c) exhibit the recirculation
pattern throughout the pouch, as well as the flow separation
in the SVC. Both CFD predictions appear to capture most
of these experimental trends with reasonable accuracy. This
level of agreement is indeed remarkable if one takes into
account the complexity of the flow and the fact that the
two numerical results were obtained using entirely different
numerical methodologies and grid structures.

The results shown in this section clearly demonstrate that
if only time-averaged flow quantities are of interest either
FIDAP or the in-house code would be sufficient to obtain

results of reasonable engineering accuracy. In fact, FIDAP
would be the model of choice for this case since its first-
order accuracy allows for higher cardiac outputs and for
steady-state solution to be obtained at only a fraction of the
time required to obtain results with the unsteady, in-house
flow solver. However, this conclusion is drastically altered
when we focus attention on the unsteady characteristics of
the flow.

Instantaneous Flow

Flow visualization underscored the enormous complex-
ity of the flow in the anatomical TCPC even for flow rates
well within the laminar flow regime (Re 300-800, 1 1/min
total cardiac output). Figure 7 displays several snapshots
from the flow visualization experiments and the unsteady
numerical simulations with the in-house code (visualized in
terms of instantaneous streamlines). Instantaneous stream-
lines are generated using Tecplot CFD Analyzer 3.0 from
the transient numerical solution sets which are assigned
to different zones. Particles are released at the positions
close to where the dye was released in the experiments. To
better appreciate the complexity and dynamical nature of
the flow in this region, a complete video recording from the
flow visualization experiment at different flow conditions is
prepared.™ Figure 7 clearly shows complex, rotational flow
patterns and intense flow unsteadiness in the connection
region. In both the experiments and the numerical simula-
tions this complex unsteady flow emerged naturally, without
any imposed external forcing other than ambient laboratory
disturbances present in any experiment and numerical dis-
turbances due to truncation and other discretization errors,
respectively. The onset appears to be the result of flow
instability at the saddle point in the center of the connec-
tion where the IVC and SVC collide and divide laterally
into the LPA and RPA. The instability manifests itself in
the form of seemingly random meandering of the flow as
shown in the three representative snapshots shown in Fig. 7.
There are instants in time during which IVC flow from the
anterior side enters the connection region, recirculates, and
exits almost exclusively through the LPA as in Fig. 7(a).
At other moments, however, flow from the same region is
almost equally divided within the LPA and RPA, Fig. 7(b),
or enters the RPA in its entirety, Fig. 7(c). Although not pic-
tured here, similar chaotic meandering is observed for the
SVC flow as well as for flow originating from other regions
within the IVC and SVC. At most instants in time the flow
entering the connection region from either the IVC or SVC
is seen to recirculate in a very complex and highly three-
dimensional manner before it is diverted towards the pul-
monary branches. Similar instabilities have also been stated
by Khunatorn et al.*® as a possible cause for the mismatch
in their CFD and PIV results. Bolzon et al.’> numerically
calculated the onset of instability to be at Re = 1100 for
their larger (SVC and IVC dia. = 11.2 mm) idealized model
with caval offset. Here, the extra volume of the pouch set up
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FIGURE 6. Quantitative assessment of the flow field using PIV, CFD first (with fine grid size) and second order accurate at 1 I/min;

inflow split: 60/40 IVC/SVC; outflow split: 50/50 LPA/RPA, Case 13. Imaged planes are indexed from the most anterior (a) to the most
posterior (d). Slice locations are displayed on the upper-right diagram.
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FIGURE 7. At 1 I/min, flow visualization (Left) showed that the TCPC flow was dominated by complex, unsteady, and highly 3D flow
structures. Using higher-order accuracy transient simulations those were also captured in CFD (Right); Case 13, at progressing
time instances (t1, t2, t3). For the numerical solution instantaneous streamlines are plotted.

an additional spatial degree of freedom, thus allowing the
flow instability to become clearly visible and prevail for all
flow conditions. In our work, we also find that essentially
the same instability mode exists for all cases considered
with both the frequency and overall complexity of the flow
increasing with increasing branch Reynolds numbers.

As seen in Fig. 7, the numerical simulations capture
all these complex flow patterns with reasonable similarity.
This finding is particularly encouraging since the mean-
flow comparisons shown in the previous section estab-
lished that the simulated unsteady flow is in good quali-
tative agreement with the measured time-averaged flow. It
should be pointed out, however, that a more comprehensive
validation of the in-house code is required in so far as the
unsteady features of the flow is concerned. Quantitative
comparisons need to be made for the spectral content of the

simulated and measured flow (temporal frequencies of the
flow) and the intensity of unsteadiness (Reynolds stresses).
This validation, however, will require highly resolved un-
steady measurements, which due to current limitations in
our DPIV instrumentation are not possible. The dominant
frequency of the oscillations as observed in flow visualiza-
tions (11.1 £ 1.25 Hz, based on four independent observers
and two major flow events at 1 I/min), and CFD calcula-
tions (~10 Hz, major frequency) were of the same order as
the data acquisition capability of our standard DPIV setup.
Work is currently under way to address these difficulties
and the results will be reported in a future publication. The
preliminary numerical simulations shown in Fig. 7 will help
guide and design these experiments.

Because of the highly three-dimensional nature of the
flow, it is very difficult to convey its complete structure with
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FIGURE 8. Schematic of the flow structure in the anatomical intra-atrial model as it was observed in flow visualization when
watching from the anterior side (Left figure) or from the right side (Right figure). Flow that emanates from SVC is represented with

the dotted lines. Major flow structures are indicated with arrows.

a few instantaneous snapshots or video animations viewed
from one particular angle. For this reason we analyzed both
the laboratory observations and numerical flow fields from
different angles and compiled the main flow features in the
sketches shown in Fig. 8. Close to the anastomosis loca-
tion, the SVC bends from the posterior to anterior side and
becomes wider. This divergent geometrical configuration
resulted in a flow separation region with fast flow on one
side and slow recirculating flow on the other. Interestingly,
coming all the way back up towards the SVC, IVC flow is
occasionally observed to reside in this recirculation region.
In the same fashion as the SVC, the IVC became wider
towards the anastomosis creating a large pouch. An IVC
flow recirculation could thus have been expected at the
opening of the IVC. Instead, there was the overriding SVC
stream, swirling clockwise along the anterior wall. This
was believed to be a combined effect of the SVC and IVC
geometries. Because of a smaller vessel diameter, the SVC
stream was 5 to 6 times faster than that from the IVC. More-
over, the SVC was oriented towards the anterior side, where
the IVC became wider. The combination of these geometric
features created very little resistance from the IVC stream
against the SVC flow. The SVC flow thus recirculated deep
down into the IVC. Due to the complex geometry, in addi-
tion to the primary stagnation/shear surface at the mean PA
level, a secondary stagnation/shear region was observed.
It appeared at the end of the full turn of the recirculating
SVC flow and was located at the RPA inlet proximal to the
SVC.

To further illustrate the structure of the three-
dimensional vortices in the connection region, we show
in Fig. 9 a snapshot of two calculated iso-surfaces of nor-
malized helicity, which is the cosine of the angle between

the vorticity and velocity vectors. Normalized helicity is a
very effective tool for elucidating the structure of coherent
vortices in the flow as by definition it attains maximum
magnitude in regions where the velocity and vorticity vec-
tors are aligned. As seen in Fig. 9, very complex vortical
structures occupy all branches and the connection region.
Well defined streamwise vortices exist in the LPA and RPA,
and are induced by the lateral skewing of incoming vor-
ticity by the complex flow in the connection region. The
helicity iso-surfaces, further shows intense spiraling of the

FIGURE 9. Iso-surface plot of instantaneous helicity surfaces
originating from the SVC, for Case 13. This snap shot of the in-
house computation at 1 I/min, further illustrates the important
recirculation that takes place in the pouch.
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streamwise structures in the LPA and RPA and the gener-
ation of complex, small scale structures in the connection
region.

DISCUSSION

CFD verification and validation?’” is an important re-

quirement for the TCPC research, as well as for all ap-
plications of computational cardiovascular fluid dynamics.
Particularly, these requirements should not be ignored in
clinical CFD applications that involve patients. This is even
more critical when CFD is aimed at surgical planning.
Likewise, physicians and surgeons who may plan on ap-
plying any computer generated result or act as end users
of a clinical CFD tool, should be aware of CFD validation
concepts>>2® and the possible numerical uncertainties. CFD
is a breakthrough in medicine that, like any tool, is valuable
when applied in the correct way.

For any unexplored anatomic morphology, most of the
flow features and underlying flow physics will be an un-
known, at the beginning of the numerical modeling effort.
An illustration is provided in this study for the anatomical
TCPC flows which turn out to be intrinsically transient and
transitional. In these cases, a combined experimental and
computational approach is essential and requires a balanced
emphasis on the research resources in order to avoid jump-
ing to the most complex computational model before sort-
ing out the fundamental concerns. As demonstrated in this
study each step of the numerical modeling sophistication
has its own advantages.

The fluid dynamic instability, as described here, is exac-
erbated by the large connection area. For other morpholo-
gies that are closer in shape to the idealized models, having
more uniform conduit sizes and with caval offset, less flow
instability is expected and when present occurs at higher
Reynolds numbers (Bolzon et al.? estimated the frequency
to be 2.56-3.45 Hz, at Re = 1600, based on average PA
flow for their idealized model with no caval offset. This fre-
quency is in the same order as our anatomic case: ~10 Hz at
Repp = 670). Likewise, a global instability index would be
useful to compare different TCPC geometries. Clinically
high levels of flow instabilities would severely increase
the hydrodynamic power loss; while on the other hand,
they will contribute to beneficial hepatic blood mixing.
As the total cardiac output increases, Reynolds numbers and
the frequency of the fluctuations increase. This may signal
the onset of transition to turbulence. Such a conclusion is
consistent and correlate well with increasing experimental
standard deviations and differences between steady, laminar
first-order, CFD, and in vitro benchtop data as summarized
in Fig. 4.

The experimental model was manufactured using stere-
olithography so as to be the exact replica of the computa-
tional one. Transparent resins proved to be practical for flow
visualization and digital particle velocimetry experiments.

In this methodology, the inner surfaces of the experimental
model were left “as is” with no interior polishing, so as not
to accidentally alter the anatomy. This decision affected the
optical quality of the experimental model. Although useful
PIV data was acquired, the observed velocity values were
systematically lower for the slices that were further away
from the PIV camera. Slight light scattering was observed
throughout the model. Fluorescent particles, color filters,
and background noise filtering were used to improve the
PIV image quality. In general CFD solutions showed more
complex flow features than PIV, due to data averaging in
PIV along finite size interrogation windows. The highest
velocity regions observed in the numerical solutions were
smaller than the interrogation window size for PIV. Fur-
thermore, these peaks were located close to the SVC wall
and, would not be captured by the PIV reasonably well,
due to partial volume effects, unless special techniques
are employed.> For the examined TCPC model, the or-
der of difference in the velocity magnitudes at the IVC
and SVC caused limitations in finding an optimal laser
pulse spacing applicable to the entire field. Additionally,
the best possible laser thickness of ~0.5 mm was com-
parable to the height of the anterior model span which
was ~18 mm. This large measurement volume, relative
to the size of our anatomical model, further smoothed
out the experimental measurements in the anterior
direction.

Complete hydrodynamic performance evaluation of the
TCPC requires additional parameters including IVC/SVC
contributions to LPA and RPA flow, residence times of IVC
and SVC streams, connection shear and pressure maps,
dissipation field,?®"1719 and individual branch and connec-
tion pressure drop contributions. As the anatomic sizes and
morphologies can be highly variable in the TCPC, com-
parative analysis may require that performance parame-
ters be scaled. Additionally, transient flow in the TCPC
necessitates the calculation of exact unsteady analogs of
these parameters, instead of practical time averages of the
steady definitions.*> A validated CFD model is a first step
for the accurate calculation of these clinically important
parameters.

In this study, the steady inflow boundary conditions at
SVC and IVC are used mainly to concentrate on the in-
trinsic flow instability effects. Apparently, any inflow pul-
satility will significantly augment the complexity presented
here. Since no MRI flow data were available for this par-
ticular TCPC anatomy, and since our region of interest is
located further down the venous side, flow at SVC and IVC
branches is assumed to be steady. The actual mechanism of
upstream pulsatility, if severe, involves breathing effects,
TCPC template type, vessel compliance, systemic pulsatil-
ity and if exist the effects of fenestration.

For our TCPC problem, second order accuracy is demon-
strated to be critical for valid CFD results. Most of the
commercial packages, including FIDAP provide schemes
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that are formally accurate. However, the most critical prob-
lem we have encountered in this application stems from
the need to find a code that handles the complex TCPC
geometry with second-order accuracy. Available commer-
cial codes either use unstructured grids, with finite-volume
or finite-element techniques, or multiblock methods with
patched grids. The former approach (such as that used in
FIDAP) can handle the complex geometry but it is well
known in the literature that it is very difficult to obtain
second-order accuracy on unstructured meshes regardless
of whether a finite element or a finite volume method is
used.’!¢7 The latter approach could be formulated in con-
junction with second-order accurate numerics (several such
commercial codes exist) but unfortunately it can not han-
dle geometries as complex as a typical TCPC anatomy.
Recall that the in-house multiblock code uses Chimera
overset meshes (i.e. blocks that are arbitrarily overlap-
ping with each other), which is the only feasible approach
for handling complex geometries with block-structured
meshes.

Studies with the in-house code are performed starting
with a significantly finer grid resolution than the finest
mesh resolution we used with FIDAP. No further grid re-
finement studies were considered for the in-house code
as the grid we employed could capture most experimen-
tal trends with reasonable accuracy. This not withstand-
ing, however, careful mesh and time step sensitivity studies
are important for the investigation of the flow physics on
this TCPC setting. Numerical sensitivity studies along with
more comprehensive validation of the in-house code (detail
comparison of velocity distribution, statistics of flow un-
steadiness, etc.) and further investigation of the flow physics
are currently under way and will be reported in future
communications.

In this study, we have focused solely on the CFD valida-
tion issues for a given anatomic reconstruction. The recon-
struction process, leading from the patient MRI data to a
CAD file for CFD grid generation is still a long and tedious
task with repeated approximations, that might jeopardize
the ultimate accuracy of the model. This is of prime im-
portance for the physiological relevance of any numerical
study to the cardiovascular field, especially in TCPC flows,
where the efficiency of the connection has been shown
to be highly dependent on the geometry.>> Thus, utmost
care should be taken when reconstructing and designing
the model. Some of the unique accuracy and uncertainty
issues have already been highlighted in literature,'47-6!
as a research area of their own. Reverse engineering and
stereolithographic techniques are very useful for quantify-
ing these errors. In our case, the experimental and CFD
geometries laid within 0.1 mm of each other, due to the
optimal accuracy of our stereolithographic hardware. The
differences between the reconstructed geometry and the
true anatomy are more difficult to assess and are further
discussed in detail by Frakes et al.'®

CONCLUSIONS

At the start of this study, flow physics and detailed flow
field characteristics were virtually unknown for the selected
TCPC anatomy. All available information was extrapolative
in nature, arising from earlier studies on idealized geome-
tries and qualitative hemodynamic image data from other
morphologies. For this setting, a combined CFD and exper-
imental in vitro modeling approach has been demonstrated
to be essential. Even though the encountered TCPC flow ap-
peared to be far more complex than expected and difficult to
simulate numerically due to its highly unsteady character,
we showed that careful CFD modeling can indeed yield
results that are in good agreement with experiments, both
in global quantities like power loss and in velocity fields.
Frequency of flow instability estimated from time-accurate
calculations was also good agreement with experiments.

This study indicated that the “control volume power
loss” parameter may still be calculated with good accuracy,
at least for conditions in the laminar flow regime, using a
commercially available, first-order steady state CFD model.
These steady state solutions are not as computationally de-
manding as the high resolution time-accurate calculations.
Therefore, a quick overall assessment of hydrodynamic
performance in the TCPC anatomy is clinically possible.
Our work clearly shows, however, that good experimen-
tal agreement in the global control volume results should
not imply that the detailed flow field is accurately cap-
tured. In our case, attempts to simulate the unsteady flow
structures with the first-order accurate commercial code
FIDAP were inconclusive and complete characterization of
the highly three-dimensional and unsteady flow structures
was made possible only after careful numerical modeling
with a second-order accurate in-house flow solver on a very
fine computational mesh. Such sophisticated modeling cur-
rently requires weeks of computational time. This excessive
computational overhead can be drastically reduced (from
weeks to several hours), however, by optimizing the code
to take advantage of massively parallel computational plat-
forms, which are becoming increasingly more affordable
and widespread. It is, thus, reasonable to conclude that in
the near future such advanced CFD modeling techniques
will evolve into practical tools for surgical planning.
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