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Abstract Cavitation–structure interaction has become one
of the major issues for most engineering applications. The
present work reviews recent progress made toward develop-
ing experimental and numerical investigation for unsteady
turbulent cavitating flow and cavitation–structure interac-
tion. The goal of our overall efforts is to (1) summarize
the progress made in the experimental and numerical mod-
eling and approaches for unsteady cavitating flow and
cavitation–structure interaction, (2) discuss the global multi-
phase structures for different cavitation regimes, with special
emphasis on the unsteady development of cloud cavita-
tion and corresponding cavitating flow-induced vibrations,
with a high-speed visualization system and a structural
vibration measurement system, as well as a simultaneous
sampling system, (3) improve the understanding of the
hydroelastic response in cavitating flows via combined phys-
ical and numerical analysis, with particular emphasis on the
interaction between unsteady cavitation development and
structural deformations. Issues including unsteady cavitating
flow structures and cavitation–structure interaction mecha-
nism are discussed.
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List of symbols

σ Local cavitation number
Cdest, Cprod Constant rate for vaporization and conden-

sation
Ch Bending damping coefficient
Cθ Torsional damping coefficient
Cl Lift coefficient
Cd Drag coefficient
Cm Moment coefficient
c Chord length of hydrofoil
Cp Pressure coefficient
D Drag
f Frequency
h Bending deformation
Iθ Moment of inertia
Kh , Kθ Structural stiffness values for bending and

twisting motion
k Turbulent kinetic energy
L Cavity length
L ref Reference length
L f Lift
M Moment
m mass of structure
m+, m− Source and sink terms in the cavitation

model
p Pressure
p∞ Reference static pressure
R Bubble diameter
Re Reynolds number
Sθ Static imbalance
Fr Froude number
s Span of hydrofoil
t Local time
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t∞ Reference time scale, t∞ = L/U∞
Tref Reference periodic time
U∞ Reference velocity
Vv,n Normal component of the vapor velocity

moving away from the interface
VI,n Normal interfacial velocity
ωz z-component of the vorticity
x Space variable
δy Maximum of vibration amplitude
α Angle of attack
αl Liquid volume fraction
αv Vapor mass fraction
ρ Density
θ Twist deformation
μ Dynamic viscosity
μT /μL|inlet Eddy-to-laminar viscosity ratio at the inlet
ε Turbulent dissipation rate
λ Filter size in filter-based model

Subscript

i , j Component
l Liquid
v Vapor
L Laminar
m Mixture property
T Turbulent

1 Introduction

Cavitation occurs when the local pressure drops below the
saturated vapor pressure and may lead to the formation of
vaporous bubble(s), which is a complex, unsteady, multi-
scale, and multiphase flow phenomenon [1,2]. Cavitation
is related to the key technical problems in a wide range
of engineering applications, such as fluid machinery, ther-
mal power generation, as well as underwater weapons, since
the occurrence of cavitation can lead to problems, includ-
ing pressure pulsations, sudden changes in loads, vibrations,
noise, and erosion [3–5]. So, it is of primary importance
to predict accurately the unsteady cavitation evolution, and
the resultant impact on the system performance. With the
increasing demand of higher performance and efficiencies
for marine propulsion and hydropower system, structures
became more flexible and were subjected to high flow rates.
The fluid–structure interaction (FSI) has become one of
the major issues in a large variety of applications, which
will produce stronger structural vibrations with more com-
plexflow-excitationmechanisms.Especiallywhen cavitation
occurs, accompanied by complex interaction between phase-
change and vortex structures. The transient loads induced
by the unsteady breakdown and shedding of the cavities

will further lead to hydrodynamic instabilities and even
structure failures in a relatively short time, which may
become the major issue for the safe and stable system opera-
tion. In order to address the critical technical issue related
to the marine propulsion and engineering problems, the
unsteady cavitation and cavitation–structure interaction has
been investigated via combined physical and numerical stud-
ies.

1.1 Key aspects in unsteady cavitation structures and
dynamics

Review of the literature regarding the geometry, unsteadi-
ness, turbulence, and flow structure interplay in experimental
study is summarized to help understand cavitation phe-
nomenon, and also to compare with the simulation results
as code validations.

1.1.1 Experimental methods

With the decrease of local fluid pressure, the cavity structure
changes from inception cavitation with localized, instanta-
neous pressure drop, to sheet, cloud, and supercavitationwith
time-dependent cavities observed [6–9]. The highly turbulent
and unsteady cavitation have been investigated experimen-
tally by many researchers.

In their work, Kubota et al. [10] have investigated a sta-
tionary hydrofoil in steady inlet flow and demonstrated the
unsteady cloud cavitation structures. To investigate further
cloud cavitation, Kawanami et al. [7] have demonstrated that
the re-entrant jet is rushed from the rear end of the cavity
to the leading edge where it triggers cloud cavity shedding.
The cavitation instability induced by the development of a
re-entrant jet is also studied with the case of flow past a back-
step channel [11].According to the origin of the unsteadiness,
intrinsic instability and system instability are the two main
classes of instabilities, among which the re-entrant jet mech-
anism is an intrinsic instability, while the system instability
originates from the interaction between the cavity and the
rest of the system [12].

Various experimental techniques have been developed to
study the complex multiphase flow structures.

The work by Kubota et al. [10] used laser Doppler
velocimetry (LDV) to measure the flow velocity around
cloud cavitation. It was found that the mean velocity in
the cloud cavity was lower than the mean stream velocity
and an increase in vorticity was measured. LDV has been
applied successfully for cavitating flows, but cannot yield
time-resolved measurements of the velocity field. The study
by Li and Ceccio [13] showed that traveling bubbles near the
surface leads to local turbulence and also streamwise vortic-
ity. The shedding process of a large-scale cavity has been the
focus for a long time, and Arndt and Song [14] conducted
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measurements in the wake flow of an NACA 0015 hydrofoil
under both cavitation and non-cavitation conditions. They
found that the self-similarity of the wake shape existed at the
trailing edge.

The study by Li et al. [15] used a particle image velocime-
try (PIV) to investigate the developed cavitating flow struc-
tures and measure the transient velocity and vorticity. They
have shown that in the cavitation region, strong momentum
transfer results in a highly even-distributed velocity in the
core region of cavitating flow field. Furthermore, Ausoni et
al. [16] also applied PIV to study the effect of cavitation on
the vortex generation mechanism at the trailing edge of a
hydrofoil at Reynolds number Re = 2.5 × 104−6.5 × 104.
The results demonstrated that the transverse velocity near
the trailing edge increases the vortex strength linearly, and
cavitation in the vortex street cannot be considered a passive
agent for the turbulent wake flow.

In their study, Gopalan and Katz [17] applied high-speed
photography to measure the sheet cavitation flow structure
and demonstrated that the sheet cavity collapse is the main
source of vorticity production. In addition, the size change
of the cavity results in the change of turbulence level and
momentum thickness of the boundary layer.

Geometry together with turbulence, unsteadiness and also
3D effect makes the simulation of cavitation has been a chal-
lenging issue for a long time. The work by Laberteaux and
Ceccio [8] examined spanwise variation of flow around a
hydrofoil. The results showed that the re-entrant jet in the
closure region of a 3D partial cavity was redirected away
from the cavity interface with a steady cavity attached. Fur-
thermore, Dang and Kuiper [18] studied the re-entrant jet
on a hydrofoil with a spanwise varying angle of attack and
found that the cavity topology strongly influenced the re-
entrant jet direction, which was determined by spanwise
distribution of the loading and not by the sweep angle [19].
The study by, Foeth [20] and Foeth et al. [21] observed the
collapse of an attached cavity on a 3D hydrofoil and demon-
strated that the re-entrant flow from both sides depends on
the cavity shape and dictates the behavior of the shedding
cycle.

In this section, we have learned that: (1) cavitation is
essentially unsteady with turbulence interplay; (2) the re-
entrant jet, which comes from the large adverse pressure
gradient, will shear the attached cavity into several regions,
and the detached cavity will shed downstream, inducing
and enhancing the unsteadiness. As a result, if the cavita-
tion model lacks the ability to exhibit transport essence or
too much eddy viscosity is modeled from the turbulence
closure, it will be very hard to simulate the unsteadiness
resulted from re-entrant jet. Moreover, if the pressure and
density relation is not given properly in the cavitation
model, it cannot accurately predict the dynamics of cavi-
tating flows.

1.1.2 Numerical modeling

Phenomenologically, cavitation is a complex, multi-scale,
multiphase phenomenon, and the physical mechanisms have
not been fully understood because the complex interac-
tion between turbulent flow structures and phase-change
dynamics with large variations in fluid density and pressure
fluctuations [22–24]. Hence, there are significant challenges
for the computationally simulation of cavitating flow, such
as the accuracy, stability, and efficiency of those numerical
methods.

1.1.2.1 Cavitation models As for the numerical modeling
of cavitation, the selection of cavitation models plays a
major role on the prediction of the cavitation development.
Recently, significant efforts have been made, and examples
of recent review articles can be found in Refs. [25–30]. An
overview of a previous cavitation model study is given in
Table 1.

The study by Chen and Heister [31], Delannoy and Kueny
[35] applied either a barotropic state equation or a transport
equation to solve the mixture density field in the homoge-
nous and isothermal multiphase flow. In this way, density
is directly coupled with pressure and the iterated enthalpy
can determine if the substance is in vapor, liquid, or mixture
phase so that each phase can have its own state equation.

In their work, Wang and Ostaoja-Starzewski [36] have
developed a single fluid model for modeling the sheet/cloud
cavitation. They adopted a fifth-order polynomial curve for
different phases to describe the relationship between den-
sity coefficient ratio and pressure coefficient when cavitation
occurs.

However, these approaches didn’t capture some funda-
mental physical mechanism such as baroclinic vorticity
production because the pressure and density gradients are
not parallel in fact [17].

The other popular approach to simulate cavitating flows is
the transport equation models. An additional transport equa-
tion for the mass/volume fraction of vapor is solved, with
different source/sink terms be proposed to regulate the mass
transfer, which are presented in Refs. [32–34,37].

The study by Kubota et al. [32] solved the local void frac-
tion via the Rayleigh–Plesset equation based on the assumed
bubble radius. The results showed that it is appropriate for
modeling the unsteady cavitation.

Then, Merkle et al. [37] and Kunz et al. [33] introduced
the artificial compressibility method with a pre-conditioning
formulation to solve the multiphase unsteady Reynolds-
averaged Navier–Stokes (URANS) equations.

Thework bySinghal et al. [34] developed a “full cavitation
model” derived from a reduced form of the Rayleigh–Plesset
equation for bubble dynamics, with the advantage of convec-
tive characteristics.
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Table 1 Summary of previous cavitation models for simulation of cavitating flows

References Method (analytic/numerical) Conclusions (analytic/numerical)

Delannoy and Kueny [31] Artificial compressibility Lack of the ability to perform the
convection/transport phenomenon and other
cavitation behavior

2D Navier–Stokes (N–S) equations

Density and pressure are coupled by the
state/baroclinic equations

Kubota et al. [32] Artificial compressibility Displayed the cloud cavitation mechanism

2D/3D N–S equations Better to express the generation of such vortex
cavitation and the effect of cavitation nuclei in the
uniform flow

No turbulence model

Transport equation model (volume fraction)

Kunz et al. [33] Preconditioning strategy Agreed well with the experimental result

Artificial compressibility The compressible treatment could improve the
dynamics description3D N–S equations

k − ε turbulence model

Transport equation model (volume fraction)

Singhal et al. [34] Incompressibility The accuracy of the model and the numerical results
are well agreed with experiment data2D N–S equations

k − ε turbulence model

Transport equation model (mass fraction)

Senocak and Shyy [26,27] Incompressibility Empirical constants can be replaced by the explicit
calculations based on the interfacial dynamics2D N–S equations

k − ε turbulence model

Transport equation model (volume fraction)

In order to consider the varying mixture density in the
transport process, Senocak and Shyy [25–27] compared
different transport equation-basedmodels (TEMs) and devel-
oped an interfacial dynamics-based model (IDM), which
directly account for the empirical parameters in the current
TEMs. Consequently, the density and pressure gradients are
not necessarily parallel, so that it can accommodate baro-
clinic vorticity generation well.

1.1.2.2 Turbulence models Besides cavitation modeling, the
turbulence model can significantly influence the cavitating
flow structures. An overview of previous turbulent closure
study is given in Table 2. AsmostURANS turbulencemodels
were initially developed for single phase, fully incompress-
ible flows, it is not suitable for compressible,multiphase flow,
such as cavitation.

The studies by Reboud et al. [41] and Coutier-Delgosha
et al. [38] considered the large density variation in cavitating
flow and modified the turbulence eddy viscosity of k − ε

re-normalization group (RNG) model to simulate unsteady
cloud cavitation in a Venturi-type duct. The results showed
that themodifiedmodel better capture the unsteady re-entrant
jet and the cloud cavity shedding. However, for those with
high cavitation numbers, it cannot predict the cavity length
and shedding frequency very well.

Recently, to capture the unsteady characteristics between
turbulent small-scale and quasi-periodic large-scale features
of the flow field, an LES model was used to simulate
sheet/cloud cavitation on a NACA0015 hydrofoil [36]. How-
ever, it is fundamentally difficult to find a grid-independent
LES solution without a filter scale. Moreover, the compu-
tational cost of LES is very high. Very large eddy sim-
ulation (VLES) attempts to strike a compromise between
RANS and LES. The DES has been widely used as a
modified hybrid RANS-LES approach [39]. The study by
Huang et al. [42] evaluated an enhanced turbulence mod-
eling scheme based on DES; the results showed that a
standard URANS model degraded the ability to predict
marginal stable cavities, whereas the DES model appeared
to yield more accurate flow modeling, possibly because
DES is able to handle the large-scale closure dynamics
better.

The work by Johansen et al. [43] proposed an FBM as
an accommodation between RANS and LES. Then Wu et al.
[40] assessed the validity of FBM turbulence model through
the simulation of unsteady flow around various geome-
tries, such as square cylinders, convergent–divergent nozzles,
hydrofoils, and soon.The results showed that theFBMmodel
is able to better capture the unsteady features of cavitating
flows.
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Table 2 Summary of previous turbulence closure models for simulation of cavitating flows

References Model (analytic/numerical) Conclusions

Coutier-Delgosha et al. [38] RANS (k − ε, RNG), with a modified turbulent
viscosity, 2D hydrofoil, baroclinic state law,
artificial Compressibility

Compressibility effects on two-phase flows are
important. Successfully simulated the unsteady
self-oscillatory behavior of cavitation

Wang and Ostoja-Starzewski [36] Large eddy simulation (LES), 3D hydrofoil,
baroclinic state law, weakly compressible flows

Successfully simulated unsteady interaction
between vortices/bubbles and cavitation
structures

Kinzel et al. [39] Detached eddy simulation (DES), 3D blunt ogive,
mixture transport model, compressible flows

DES yield better comparisons with experimental
researches than RANS for highly unsteady
cavitating flows

Wu et al. [40] Filter-based model (FBM), 2D divergent nozzle and
hydrofoil, mixture transport model, incompressible
flows

FBM yielded stronger time-dependency in
cavitating flows

Kim and Brewton [28] RANS, LES, and RANS/LES model, 2D and 3D
hydrofoil, mixture transport model, incompressible
flows

The LES and the RANS/LES hybrid results can
reproduce the salient features of the unsteady
sheet/cloud cavitation

The study by Kim and Brewton [28] compared the numer-
ical simulation of sheet/cloud cavitation via RANS, LES, and
hybrid RANS/LES approaches. They found that the LES and
hybrid approach can reproduce the salient features, such as
the formation and the breakup of the cavity, and the collapse
of the cloud cavity, accurately.

1.2 Key aspects in cavitation–structure interactions

As mentioned in the above research, temporal periodicity
may occur as a result of the cavitating vortex shedding dur-
ing the cloud cavitation stage, thus leading tomany problems,
e.g. pressure pulsation, vibration, noise, and erosion, and
becoming a primary concern for many engineering prob-
lems [44–49]. The work by Kubota et al. [32] measured the
unsteady cavitating flow velocity and the pressure fluctua-
tion. They considered that the high frequency component of
pressure fluctuation is caused by the impact pressure due
to the cavity collapse and the turbulence due to unsteady
vortices, while the low frequency component is related to
the development and convection of large-scale cloud cav-
ities. Also, Ji et al. [50] analyzed the unsteady cavitating
turbulent flow patterns around a three-dimensional twisted
hydrofoil and showed that the cavity volumetric accelera-
tion is the main source of the excited pressure fluctuations
by cavitation. The study by Chen et al. [51] investigated
the cavitation-excited pressure fluctuation in a convergent–
divergent channel. They found that the pressure fluctuation
was closely related to the time evolution of the cavitation
behaviors.

The strong pressure fluctuation can lead to fluctuating
hydrodynamic loads which will force on the structure. Hence
researchers have paid more and more attention to the pres-
ence of the cavitating flow-induced vibrations. The work by

De La Torre et al. [52] measured the natural frequencies a
hydrofoil under different cavitation condition to investigate
the added mass effect on the fluid–structure system. They
found that the maximum added mass effect occurs with still
water and the minimum with supercavitation.

Recent development of the numerical technique has
resulted in noticeable efforts made to use numerical simu-
lation tools. The study by Amromin and Kovinskaya [53]
analyzed the vibration of an elastic wing with an attached
cavity in periodically perturbed flow by means of the beam
equation. This equation showed that cavitation enhances the
structural vibration significantly, where the high-frequency
band is associated with elastic resonance and the low-
frequency band is related to the cavity volume oscillations.
Also, Kamakoti and Shyy [54] predicted the flutter perfor-
mance of an AGARD 445.6 wing at different Mach numbers
and showed the capability of the numerical method, which is
couples with a complex flow solver, a linear structure solver,
as well asmoving grid technique. Thework byBenaouicha et
al. [55] studied the dynamics of a flexible hydrofoil immersed
in an unsteady partial cavitating flow based on a weak FSI
coupling algorithm. They numerically predicted the forced
vibration, which is caused by the periodical partial cavi-
tation, and revealed that the cavitation affects the modal
response of flexible structure in a complex interaction pro-
cess.

An overview of previous fluid–structure interactionmodel
study,which considers the solution of both thefluid and struc-
ture domain and the interaction between them, is given in
Table 3. The fluid structure interaction algorithms can be
generally divided into two categories: monolithic method
and partitioned methods. In the monolithic method, the fluid
and structure equations are solved simultaneously, but the
multi-field problem makes it difficult to implement in many
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Table 3 Summary of previous fluid–structure models

References Model (analytic/numerical) Conclusions

Ryzhakov et al. [56] Fully coupled (FC) with flexible structures and
free-surface flow

Robust method dealing with FSI problems involving
arbitrary variations in the shape of the fluid domain

Completed free of spurious added-mass effects

Farhat et al. [57] Loosely coupled (LC) with nonlinear aeroelastic
problems

Simple to implement and computationally
inexpensive

Lack of sufficient time-accuracy and numerical
stability

Campbell and Paterson [58] Tightly coupled (TC) using a fixed-point iteration Simulated time-dependent pump performance for
expandable turbomachinery and demonstrated the
need for several sub-iterations

Michler et al. [59] Monolithic and partitioned method with
one-dimensional model of a piston interacting with
a fluid

Monolithic scheme is unconditionally stable but
computationally expensive

Computation cost of the partitioned scheme is lower
but the interface condition cannot be satisfied
exactly

Causin et al. [60] LC and TC with an incompressible fluid interacting
with a thin elastic structure

Simulated the blood flow in large human arteries and
reproduced propagation phenomena, taking into
account the added-mass effect

Young et al. [61] Hybrid coupled (HC) modeling forced pitching
response of a hydrofoil in fully-wetted flow

Avoids numerical instability issues related to the
artificial added mass effects

complex systems [54,55]. While in the partitioned method,
the fluid and structuralmotions are solved independently, and
the computational fluid dynamics (CFD) and computational
structure dynamics (CSD) are adopted separately, via loosely
coupledor tightly coupledmethods [54,57–59,62].However,
as discussed in Refs. [60,63,64], the addedmass has a signif-
icant effect in the partitioned method. The study by Young et
al. [61] developed a new hybrid coupling algorithm and sim-
ulated the pitching steel/plastic hydrofoils. They evaluated
the capability of different partitioned method and found that
the new hybrid coupling algorithm has a better convergence
and numerical stability.

1.3 Scopes

Although much attention has been paid to the unsteady cavi-
tatingflowstructures in recent decades, the complexunsteady
cloud cavitating flow induced vibration, and the interplay
between cavitation and fluid structure interaction makes the
cavitation dynamics and hydroelastic response even more
complicated. The objectives of this article are to review the
recent experimental tools to obtain comprehensive flow field
data, and the computational tools for unsteady cavitating flow
and its induced vibrations. The emphasis of the simulation is
on the homogeneous multiphase model, turbulence closure,
and transport cavitation model, along with the coupled fluid
structure interaction model. The present review will:

(1) summarize the progress made in the experimental and
numerical modeling and approaches for cavitating flows,
and cavitation–structure interaction;

(2) discuss the global multiphase structures for different cav-
itation regimes, with special emphasis on the unsteady
development of cloud cavitation, and corresponding cav-
itating flow-induced vibrations;

(3) improve the understanding of the hydroelastic response
in cavitating flows via combined physical and numeri-
cal analysis, with particular emphasis on the interaction
between unsteady cavitation development and structural
deformations.

2 Recent progress for experimental modeling

2.1 Global multiphase structures and associated
cavitating flow-induced vibrations

Significant advances of detailed flow measurements have
been made in order to obtain an understanding of cavitating
flow mechanism. For the transient cavitating flow structures
and flow dynamics, with the advent of high-speed digital
cameras, the visual observation remains a powerful tool
[20,65,66] for most types of cavitation. With the reducing
of cavitation number in a specific flow condition (e.g. the
given incidence angle of attack, Reynolds number, gas con-
tent of the fluid), the cavitating flow displays several patterns:
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Fig. 1 Normalized cavity length at various angles of attack and cavi-
tation numbers (the separate points) and the maximum of the vibration
amplitude for different cavitation regimes (the blue columns)

incipient cavitation [67,68], sheet cavitation [69,70], cloud
cavitation [38,71,72], and supercavitation [73,74].

The appearance of various cavity shapes in different cavi-
tation regimes affects the hydrodynamic performance and is
responsible for the generation of structural vibrations. Many
experimental studies of vibration measurement can be found
in open literature. In Ref. [75], vibration acceleration sen-
sor is used on the centrifugal pump to measure the vibration
acceleration at several locations on a casing, suction and dis-
charge pipes. LDV is used to measure the structural vibration
velocity according to the heterodyne interferometer princi-
ple and has been applied in a wide range of fields [49,76,77].
Figure 1 shows the normalized cavity length at various cav-
itation numbers and angles of attack (the separate points)
and the maximum of the vibration amplitude for different
cavitation regimes. Combining the evolution of the cavity
length and vibration amplitude evolution for the different
cavitation regimes, it is shown that the maximum vibration
amplitude stays relatively small for the inception cavitation
and sheet cavitation, where the rear region of the sheet cav-
ity is unsteady and rolls up into a series of bubble eddies
that shed intermittently. The vibration amplitude increases
dramatically for the cloud cavitation, mainly because of
the increasing unsteadiness of cavity structures around the
hydrofoil. After that, when cloud cavitation transits to super-
cavitation, the cavitating area covers the entire hydrofoil,
extending to the downstream region, and a sharp decline of
the vibration amplitude can be observed.

To investigate cavity-induced vibration of hydrofoils for
various cavitation regimes, Fig. 2 shows the spectral charac-
teristics of the measured vibration velocity under different
cavitation regimes. The main flow-induced frequencies are
accordance with the cavity shedding frequency, and such
components are not visible in the spectra of fully turbulent
flow cases. The main frequency reduces with the decrease of
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cavitation number because the cavity length increases which
requires more time to evolve between subsequent cycles.

The reduced cavity shedding frequency fc/U against
σ/(2α) is plotted in Fig. 3, including the present results and
previous experimental measurements for different hydrofoils
[12,77,79–81]. Overall, similar trends can be observed for
all cases, with the reduced cavity shedding frequencies keep-
ing constant when σ/(2α) < 4 and increasing with σ/(2α)

when larger σ/(2α) > 4. In addition, similar trends have also
been obtained with a Venturi-type section, with scale effects
on the periodic cloud shedding considered [70,82].

2.2 Cloud shedding process and associated cavitating
flow-induced vibration

Among the different cavitation stages, cloud cavitation often
occurs violently and causes more vibration and strong
dynamic instabilities [83–85]. The studies by Kubota et al.
[10], Kawanami et al. [7], Ji et al. [86], Huang andWang [87],
and Peng et al. [88] paid special attention to the unsteady
characteristics of cloud cavitation.
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Fig. 4 Evolution of the normalized vibration velocity for the cloud
cavitating flow (stainless steel hydrofoil, σ = 0.8) [89]

To investigate the correlation between the unsteady cav-
itation behaviors and the flow-induced vibration better, a
simultaneous sampling system, which combines the high-
speed visualization system and the vibration measurement
systemwith a controller, has been applied in the experiments
[89]. Figure 4 shows the time evolution of the vibration veloc-
ity of an NACA66 hydrofoil, followed by the evolution of
cavity shapes, as shown in Fig. 5. The vibration velocity
increases with the growth of the attached cavity. At moment
(t5), the cloud cavity breaks from the attached cavity, the
vibration velocity hits the trough. After that, the trend of the

vibration velocity almost remains steady while several large
amplitude fluctuations of the vibration velocity are observed,
which is due to the collapse of the large-scale cloud cavity.
According to Huang et al. [90], as shown in Fig. 6, the cloud
cavity split at the head of the U-shape and the individual
vapor structure collapses toward the foil surface. As the cloud
cavity collapses, the propagated pressure pulse released by
the cavity collapse aggravates the vibration, corresponding
to the peaks and troughs of the vibration velocity. This is also
confirmed by Knapp et al. [2], Kato et al. [91], and Chen et
al. [51]. Finally, from t7 to t9, the cavity sheds downstream
with the flow, with the fluctuation amplitude of the vibration
velocity decreasing.

3 Recent progress for numerical modeling and
approaches

Various issues related to unsteady cavitation should be
addressed via combined experimental approaches and com-
putational modeling. The early studies of computational
modeling mainly use the potential flow theory, which is
still widely applied in many engineering problems [92,93].
Research dealing with cavitation modeling by solving the
N–S equations has emerged in the last decade. Different tur-
bulence and cavitation models are listed in this section, for
their merits and weaknesses together with detailed effect of
unsteady cavitation dynamics.
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Gap flow Gap flow

t1: 9%Tref t2: 33%Tref t3: 53%Tref

Gap flow

Gap flow Gap flow

t4: 62%Tref t5: 73%Tref t6: 85%Tref

Gap flow

Cavity lifted by
the re-entrant jet

Attached cavity
Cloud cavity

Cloud cavity

Collapse of the cloud cavity Cavity shedding Cavity shedding

t7: 94%Tref t8: 98%Tref t9: Tref

Fig. 5 Time evolution of the cloud cavitation patterns
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Fig. 6 Observation of the time sequence of photographs of a cloud cavity (σ = 0.8, Re = 7 × 105, α = 8◦)

3.1 Cavitation models

Recent cavitation models are categorized as (1) interface
tracking method, (2) barotropic cavitation models, (3) trans-
port cavitation models. In the first category, the pressure in
the cavity region is assumed to be constant, which is physi-
cally sensible and has been verified experimentally [72,94].
Computationally, the interface between the liquid and vapor
can be tracked based on this assumption, along with a wake
model to handle the cavity shapes.Although the distinct inter-
face can be acquired, the performance of thismodel is limited
seriously if detached cavity exists and also limited to the 3D
interfaces [30,95].

In addition to the interface tracking method, the other two
methodologies use homogeneous equilibrium flow models
for both liquid and vapor phases. In the second category, the
local mixture density (ρm) is assumed to depend only on
the local pressure: ρm = f (p). Reference [17] shows that
vorticity production is an important aspect of cavitating flows
and is a consequence of the baroclinic torque ∇(1/ρm) ×
∇ p, but the barotropic state equation leads to zero baroclinic
torque, so that it cannot properly predict the dynamics of
cavitating flows [25].

For these methods above, they did not consider the con-
vection and transport phenomenon of the cavitation due
to the lack of cavitation transport equation. In the present
article, we mainly refer to the transport-based cavitation
models, in which the mass transfer rate can be expressed
as

∂ρlαl

∂t
+ ∂(ρlαlu j )

∂x j
= ṁ+ + ṁ−. (1)

The source (ṁ+) term and sink (ṁ−) term represent the con-
densation rate and evaporation rate, respectively.

Fig. 7 a Schematic of a liquid–vapor interface. b Representation of
a vaporous cavity in homogeneous flow theory. Model detail can be
referred to Ref. [25]

3.1.1 Interfacial dynamic models

Figure 7a shows an interface between the liquid and vapor
schematically, and Fig. 7b illustrates a typical liquid-vapor
interface based on the homogeneous flow. Thework by Seno-
cak and Shyy [25] have neglected the viscous and surface
tension forces, the mass and normal momentum conserva-
tion conditions reduces to the following forms

ρl(VL,n − VI,n) = ρv(Vv,n − VI,n) = ρm(Vm,n − VI,n), (2)

Pv − Pl = ρm(V−
m,nVI,n)

2 − ρv(V
−
v,nVI,n)

2, (3)

whereVL,n is the normal velocity of the liquidmoving toward
the interface, Vv,n is the normal velocity of the vapor moving
away the interface, Vm,n is the normal velocity of themixture,
and VI,n is the normal velocity of the interface.
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Based on the continuity and force balance on the inter-
facial dynamics, the source (ṁ+) and sink (ṁ−) terms in
Eq. (1) can be expressed as the function of the interfacial
velocity terms

m+ = max(Pl − Pv, 0)(1 − αl)

(V−
v,nVI,n)2(ρl − ρv)t∞

, (4)

m− = ρl min(Pl − Pv, 0)αl

ρv(V
−
v,nVI,n)2(ρl − ρv)t∞

. (5)

The normal component of the vapor velocity Vv,n is cal-
culated as

Vv,n = u · n, n= ∇αl

|∇αl| . (6)

Previous studies expressed VI,n in terms of part of the Vv,n
[26,27]. Alternate methods of modeling are also discussed
by Wu et al. [40], which is based on the evolution of liquid
volume fraction.

In spite of the eliminations of empirical constants, this
model often predicts a larger cavity size, and the calculation
of velocities on the moving interface needs to be improved.

3.1.2 Rayleigh–Plesset bubble dynamic models

The interfacial dynamic cavitation model above come from
the dynamics balance in the interface, they still have no
connection to the bubble dynamics which dominate the bub-
ble collapse and growth in the cavitation phenomenon. The
bubble dynamics can be expressed as simplified form of
Rayleigh–Plesset equation, which neglects the acceleration
of bubble growth rate, viscous force, and surface tension. It
assumes the phase change mainly depends on the pressure
difference and the growth of the bubble radius R (seen in
Fig. 8) can be given as

dR

dt
= ±

(
2

3

|Pb − P|
ρl

)0.5

. (7)

The Kubota model [97] is a transport-equation based cav-
itation model assuming a constant nuclei size and nuclei
density. The source and sink terms are defined as follows

ṁ− = −Cdest
3αnuc(1 − αv)ρv

R

(
2

3

pv − p

ρl

)1/2

, p < pv,

(8)

ṁ+ = Cprod
3αvρv

R

(
2

3

p − pv
ρl

)1/2

, p > pv, (9)

where αnuc is the nucleation volume fraction, p is the local
fluid pressure, pv is the saturated vapor pressure, RB is the
bubble diameter. Cdest and Cprod are the constant rate for
vaporization and condensation. The model constants can be
referred to Ref. [97].

Studies by Singhal et al. [34] and Li et al. [15] used dif-
ferent empirical constants for the phase change rates. The
empirical constants of the Singhal model consider the inter-
action between liquid and vapor phases and the mass transfer
rate is assumed to be related to the local turbulence kinetic
energy k. Also, Ducoin et al. [98] and Huang et al. [99]
evaluated the prediction capability of various popular trans-
port equation-based cavitation models for the simulations
of quasi-steady and unsteady cavitating flows around the sta-
tionary andpitchingNACA66hydrofoil.Generally speaking,
those empirical constants are still limiting the accuracy as a
noise loading.

3.2 Turbulence closures

The interplay between cavitation and turbulence is important
for the cavitation investigations.

The original k − ε turbulence model was proposed by
Launder and Spalding [100] and has become popular for
practical engineering flow calculations. But the original
k − ε model was not intended for highly compressible
and multiphase flow. Previous research [38] has shown that
the two-equation model always over-predicts the turbulence
kinetic energy, and hence turbulent viscosity, causing the

Fig. 8 Schematic diagram of evaporation and condensation [96]
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Fig. 9 Local compressibility with different n values

re-entrant jet not to be able to cut across the sheet cavity,
which significantly modifies the cavity shedding behavior.
Hence, a systematic method to lower the turbulent viscosity
in the vapor region is necessary to improve the prediction of
the reentrant jet and vapor dynamics in unsteady cavitating
flows

To account for the effect of local compressibility effect
on the turbulent closure model, the density corrected model
(DCM) proposed byReboud et al. [41] andCoutier-Delgosha
et al. [38] is used, seen in Eq. (10):

μT _DCM = Cμρmk2

ε
fDCM, Cμ = 0.09,

fDCM = ρv + (1 − αv)
n(ρl − ρv)

ρv + (1 − αv)(ρl − ρv)
. (10)

T before FBM T with FBM min(l,   /(k1.5/  ) )

T /  L|inlet = 1000

T /  L|inlet = 2000

T /   L|inlet = 5000

a

b

c

μ

μ

μ

μ μ

μ

μ

μ Δ ε

Fig. 10 Comparisons before/after FBM for Clark-Y hydrofoil (σ = 1.40)
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Fig. 11 Distribution of the hybrid function χ for the FBDCM model
according to Eq. (13)

The variation of the modified effective density, ρm fDCM
for different values of n is shown in Fig. 9. The studies by
Coutier-Delgosha et al. [38] and Ducoin et al. [98] recom-
mended values of n with a focus on the specific part of the
cavitation developing process.

Furthermore, Johansen et al. [43] proposed an FBM, with
the turbulent eddy viscosity modified by a filter function:

μT _FBM = Cμρmk2

ε
fFBM, Cμ = 0.09,

fFBM = min

(
1,

λ · ε

k3/2

)
. (11)

The FBM model helps to limit the turbulent eddy viscosity
in the cavitating wake region, where many other turbulence
models are not effective because of the low vapor fraction in
the shed cloud cavity. Hence, it can better predict the cavi-
tating wake dynamics.

The work by Tseng and Shyy [22] presented isothermal
water cavitation and displayed the interaction between tur-
bulence and cavitation models. They pointed out that the
numerical results depend on the inlet turbulent quantities at
inlet, which affects the pressure distribution and also cavita-
tion development. Figure 10 explains how the filter in FBM
model helps to weaken the result sensitivity with respect to
the inlet conditions. For the RANSmodel, the eddy viscosity
contours change noticeably with the increase of eddy-to-
laminar viscosity ratio at the inlet. While for FBM model,
the higher the inlet eddy-to-laminar viscosity ratio, the lower
the filter function in FBM, and the numerical results showed
less dependence on the eddy viscosity.

Vapor Vorticity Turbulent eddy viscosity

Original k  –  e model

DCM

FBDCM

a

b

c

Fig. 12 Comparison of the predicted vapor volume fraction, vorticity, and turbulent eddy viscosity contours obtained via the original k − ε model,
DCM and FBDCM approaches at 0.625Tref for σ = 0.8, Re = 7 × 105, and α = 8◦ [90]
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Table 4 Comparison of the vortex shedding frequencies predicted by
different turbulence models

Experiment k − ε model DCM FBDCM

Mean value f
(Hz)

69.2 25.5 46.5 72.0

As the FBM and DCM approaches are designed to
decrease the turbulent eddy viscosity in different regions,
a filter-based density corrected model (FBDCM) that com-
bines the strengths of both models is proposed to limit the
turbulent eddy viscosity in the cavitating wake region and
the cavitation region near the foil surface, which replaces
μT with μT _hybrid:

μT _hybrid = Cμρmk2

ε
fhybrid, Cμ = 0.09,

fhybrid = χ(ρm/ρl) fFBM + [1 − χ(ρm/ρl)] fDCM, (12)

χ(ρm/ρl) = 0.5

+ tanh

[
C1(0.6ρm/ρl − C2)

0.2(1 − 2C2) + C2

] /
[2 tanh(C1)] ,

(13)

where the constant value of C1 and C2 are optimized with
surrogate model [101–103]. It is revealed that the perfor-

mance of the filter-based density correctionmodel is affected
more by model parameter C2, which is used to regulating
the proportion of FBM and DCM based on local mixture
density (seen in Fig. 11), so that it will help to limit the over-
prediction of the turbulent eddy viscosity in the cavitating
regions on the foil wall and in the wake. With the recom-
mended model parameter values, C1 = 4 and C2 = 0.2,
better prediction of the cavitating flows can be attained [104].

Figure 12 compares the effectiveness of the different tur-
bulence models for unsteady sheet/cloud cavitating flows at
t = 0.625Tcycle. The original k − ε model over-predicted
the turbulent eddy viscosity in the cavitating region and the
wake region, which affects the prediction of the cavity shed-
ding process and vortex structure interactions in the wake.
The DCM model reduced the turbulent eddy viscosity in the
cavity region near the wall, and the FBDCM model reduced
the turbulent eddy viscosity in both the cavity and the wake
region, which allowed the cavity to shed and the trailing
edge vortex to be fully developed and interacted with the
shedding cloud cavities, which is critical to the prediction
capability. Comparisons of the measured and predicted vor-
tex shedding frequencies obtained using the three different
turbulence models are listed in Table 4. The value predicted
by the original k − ε model had the largest discrepancy with
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Fig. 13 Different coupled algorithms for modeling 1D fluid structure interaction

123



698 G. Wang, et al.

Simulation (vapor) Simulation (vorticity)

t1: 0.125Tref

t2: 0.250Tref
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Fig. 14 Predicted vapor fraction contours and vorticity contours (σ = 0.8, Re = 7 × 105, α = 8◦) [90]

themeasured frequency, and the newFBDCMmodel showed
the best agreement with the measured frequency.

3.3 Coupled fluid–structure interaction modeling

Different coupled algorithms for modeling the 1D fluid–
structure interaction in viscous flow are compared, as shown

in Fig. 13. The fully coupled algorithm is unconditionally
stable and considered as a reference results. With small time-
step and trivial structure deformation, the results obtained via
the loosely coupled algorithm, the tightly algorithm and the
hybrid algorithm agree well with the result by fully coupled
algorithm.While, by increasing the time-step, ormore signif-
icantly, structure deformation, as well as the fluid–structure
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a b

t3: 0.475Tref t4: 0.625Tref

Fig. 15 Formation and development of the re-entrant jet at typical time (σ = 0.8, Re = 7 × 105, α = 8◦)

interaction, the hybrid-coupled algorithm accounts for the
effects of fluid inertial, damping, and restoring forces in each
time step so that it is able to improve the numerical stability
associated with artificial added mass effects, which are not
well considered in loosely/tightly coupled algorithm.

Based on a chord-wise rigid, two-degrees-of-freedom
hydrofoil, considering the bending and twisting deformation
of the tip section of the hydrofoil, the governing equation
without external excitation forces can be expressed as

[
m Sθ

Sθ Iθ

]{
ḧ
θ̈

}
+

[
Ch 0
0 Cθ

] {
ḣ
θ̇

}

+
[
Kh 0
0 Kθ

] {
h
θ

}
=

{
L
M

}
, (14)

where m is the mass of structure, Iθ , and Sθ are the moment
of inertia and the static imbalance, respectively, Ch and Cθ

are the structural bending and torsional damping coefficients,
Kh and Kθ are the structural stiffness values for bending and
twisting motions. h, ḣ, and ḧ are the bending displacement,
velocity, and acceleration, while θ , θ̇ , θ̈ are the twisting dis-
placement, velocity, and acceleration. L f and M are the lift
and moment acted by the flow, which are predicted by the
fluid solver, combined with the cavitation models and turbu-
lence closures discussed in Sects. 3.1 and 3.2. In addition,
Eq. (14) is solved with Crank–Nicholson method, which is
presented and validated in the previous work [105,106].

The equation of motion is discretized as

[
m Sθ

Sθ Iθ

]{
ḧ
θ̈

}i+1

n+1
+

[
Ch 0
0 Cθ

] {
ḣ
θ̇

}i+1

n+1

+
[
Kh 0
0 Kθ

] {
h
θ

}i+1

n+1
−

⎧⎨
⎩
LT
fluid

MT
fluid

⎫⎬
⎭

i+1

n+1

=
⎧⎨
⎩
L f

M

⎫⎬
⎭

i

n+1

−
⎧⎨
⎩
LT
fluid

MT
fluid

⎫⎬
⎭

i

n+1

, (15)

where LT
fluid andM

T
fluid are the hydroelastic force andmomen-

tum proposed by Theodorsen [107] and developed byDucoin
et al. [76,108], Young et al. [61], and Wu et al. [77].

4 Unsteady cavitating flow structures

The dynamics of unsteady, turbulent, multiphase cavitating
flow is important for understanding the cavitating flowmech-
anism. Combined physical and numerical analysis has been
applied to enhance the understanding of the structures of
unsteady sheet/cloud cavitation [109].

As shown in Fig. 14, the numerical results show detailed
evolution of the cavity, including the formation, growth, and
subsequent shedding, which are in a good agreement with
the qualitative features observed in the experiment [87,89].
The effect of the re-entrant flow on the shedding and collapse
of large-scale cavitating vortex structure has been mentioned
by many researchers [7,12]. Figure 15 highlights the for-
mation and development of the re-entrant jet by numerical
simulations at t3 and t4 to show the representative unsteady
behaviors. The recirculation zone consists of the re-entrant jet
in the lower part and mainstream flow in the upper part. The
recirculation zone grows in size, meanwhile the re-entrant
jet pushes the attached cavity toward upstream, followed
by the detach of the cavity. During the process, there is
strong interaction between the cloud cavity and the counter-
rotating trailing edge vortexes, which can be referred to Ref.
[89].

To investigate further the physical mechanism that gov-
erns the unsteady sheet/cloud cavitating flow dynamics and
structures, the predicted vapor volume fraction of the cavity
at mid-span of the foil, as well as the axial velocity (u) and
relative higher pressure (Cp > 0), are expressed as functions
of space and time, as shown in Fig. 16. The cavity shedding
process is periodic, and the development of the re-entrant
jet triggers the cavity detachment, and the pressure increases
immediately when the attached cavity grows to maximum,
as shown in Fig. 16c.
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Fig. 16 Numerically predicted time evolution of the a water vapor
fraction (αv), b reverse u-velocity, and c pressure in various sections
(σ = 0.8, Re = 7 × 105, α = 8◦)

5 Influence of hydroelastic response on cavitating
flows

With increasing interest in using lighter and more flexible
material for many engineering applications, the hydroelastic
response has attracted a lot of attention among the turbulent
and cavitating flow investigations [110–112]. Comparedwith
the classical aeroelastic problem, the fluid inertia and damp-
ing effects cannot be ignored in the hydroelastic response
issues, especially when cavitation occurs. Hence, it is of
primary importance to study the hydroelastic effect on the
cavitation, which is crucial for design and safe operation of
the hydraulic machinery and also marine structure systems.

The work by Wu et al. [77] investigated the effect of cav-
itation on the hydroelastic response. Figure 17 shows the
evolution of bending and twisting deformations of a hydro-
foil made of polyoxymethylene (POM) in non-cavitating
and cavitating flows. Compared with the non-cavitating case
shown in Fig. 17a, it is shown that the cavitation enhanced
the bending deformation because of the lower pressure in the
cavity region on the suction side of the foil, resulting to the
larger pressure difference around the hydrofoil.

To investigate further the effect of the hydroelastic
response on the unsteady cavitation, including the transient
cavitating flow structures and vortex structures, studies for a
rigid and a flexible hydrofoil have been conducted.

In the non-cavitating flow, as shown in Fig. 18, the twist
deformation causes larger velocity at the leading edge of the
hydrofoil, and larger hydrodynamic coefficients [77,78,113].
Further, considering the transition, stall, and static divergence
phenomenon occurred in viscous flow, the hydrodynamic and
hydroelastic responses of flexible hydrofoils have been com-
pared in Ref. [108].

As for the hydroelastic response in cavitating flow, the
structural deformation and dynamics might be strongly cou-
pled with the hydrodynamic cavitation, and also, the collapse
of large-scale cloud cavity lead to strong vibration as shown
in Sect. 2.2, which makes the cavitation development more
complex. As shown in Fig. 19, compared to the peri-
odic development of the hydrodynamic coefficients for the
rigid hydrofoil, that for the flexible one are less obviously
observed, and fluctuate more significantly.

Based on the dynamic loading evolution, in Ref. [77],
flow-induced frequency for flexible hydrofoils is inves-
tigated. As shown in Fig. 20, the primary flow-induced
frequencies are in agreement with the main cavity shedding
frequency, and the secondary flow-induced frequencies are
responsible for the vortex shedding frequencies. From the
time evolution of the frequency bands shown in Fig. 21, the
frequencybandswith large amplitude occurred intermittently
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Fig. 17 Comparison of the bending and twisting deformations in a non-cavitating flow and b cavitating flow [77]

and randomly for the flexible hydrofoil case, which is closely
related to the disturbance caused by the structural flutter and
deformation, responding to a more complex cavitation pat-
tern discussed as follows.

As for the effect of the hydroelastic response on the
detailed cavitation development process and cavitation–
vortex interactions, very little work has been accomplished
thus far. The work by Wu et al. [77] has divided the process
into three stages. During the development of the attached
cavity, the pressure center moves toward the leading edge of
the flexible foil due to the twist deformation and larger effec-
tive angle of attack, as shown in Fig. 22. As shown in Fig. 23,
during the vortex structure interaction and cavity shedding
stage, Luo et al. [81] presented many detailed results about
the re-entrant jet and vortex-cavity interaction, while in
Ref. [77], it is found that the hydroelastic response disturbed
the unsteady development of cavitation and influenced the
leading and trailing edge vortex interactions.When the cloud
cavity reaches the trailing edge (t6 = t0 + 40%T ), the lead-

Fig. 18 Velocity contours for rigid/flexible hydrofoil [77]
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Moment coefficient Cm=M/(0.5rU 2sc2)∞Drag coefficient Cd=D/(0.5rU 2sc)∞

Fig. 19 Evolution of the effective angle of attack for the flexible hydrofoil with time and comparisons of the predicted hydrodynamic load
coefficients for the rigid and flexible hydrofoils [77]

Fig. 20 Spectral characteristics of the vibration acceleration (exp) and the lift coefficient (num) for the rigid and the flexible hydrofoils [77]

ing and trailing edges of the vortex interact with each other,
resulting in the shedding of the cavitating vortex structures
and interacting with the downstream counter-clockwise vor-
tex again. During the final stage, the primary and residual
cavities shed downstream, followed by the formation of the

partial sheet cavity for the next period. On one hand, the
larger effective angle of attack is caused by the twist defor-
mation, so that the cavity inception of the next period of the
flexible hydrofoil is advanced with a higher cavity shedding
frequency. On the other hand, instead of shedding as a whole
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a b

c d
Rigid hydrofoil (exp) Flexible hydrofoil (exp)

Rigid hydrofoil (num) Flexible hydrofoil (num)

Fig. 21 Spectrograms of the lift coefficient (num) and the vibration acceleration (exp) as a function of time for the rigid and the flexible hydrofoils
[77]

Fig. 22 The pressure distributions and pressure center locations during the development of the attached cavity [77]

cloud cavity for stainless steel hydrofoil, when the cloud cav-
ity reaches to the trailing edge of the flexible hydrofoil, the
cavity partially collapses with the vibration and breaks into
several medium-scale cloud cavities, which are transported
with the flow, as shown in Fig. 24.

6 Future works

Although much progress has been made on experimental
and numerical modeling of cavitation and cavitating flow-
induced vibrations, further improvement is still necessary.
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Fig. 23 Evolution of cavitation patterns for the flexible and rigid hydrofoils [77]

Much effort has been made to explain the physics of
cavitation in connection with various phenomena such as
turbulence, multiphase flow, viscosity and boundary layer,
compressibility, and so on. Particularly, the liquid compress-
ibility has great effect on the final stage of bubble collapse,
which causes the emission of shock waves and acoustic
waves. While one of the main difficulties occurring in the

numerical simulation is related to the compressibility of the
multiphase flow in the quasi-incompressible flow behavior. It
is of significant importance to consider the compressibility of
the vapor and liquid-vapor mixture in the numerical model.

Experimental technique is of primary importance not
only for the unsteady cavitating flow patterns and dynamics,
but also for the cavitating flow-induced vibrations. Though
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Stainless steel hydrofoil

POM polyacetate hydrofoil

Fig. 24 Observations of the cavitation patterns for stainless steel and POM polyacetate hydrofoils

some experimental investigation has been addressed in the
present paper, is it still urgently required to explore multi-
field synchronized measurement methodology on the flow
visualization, structural vibration, and deformation. Many
advanced optical tools, such as high-speed 3D PIV and LDV,
are being used for cavitating flow measurement. Meanwhile,
pressure fluctuation has been considered as the main rea-
son for the flow-induced vibrations, hence the synchronized
accurate pressure measurement for rigid/flexible structures
is necessary for the cavitation–structure interaction investi-
gations.

As for the coupled fluid structure interaction model, more
work is needed to improve the numerical results considering
the unsteady response of the 3D elastic hydrofoil and the
viscosity and turbulence of the transient cavitating flow.

7 Concluding remarks

In summary, recent progress on unsteady turbulent cavi-
tating flow and corresponding flow-induced vibrations are
reviewed in present work. A throughout survey of experi-
mental and numerical methods for cavitation and cavitating
flow-induced vibrations are presented to reveal the com-
plicated transient flow mechanisms and cavitation–structure
interactions. Meanwhile, the limitation of cavitating flow-
induced vibration simulations and discrepancies between the
numerical prediction and experimental measurement are still
existed and more work is still needed.

In the present article, five topics are mainly involved.

(1) Global unsteady cavitating flow structures in different
cavitation stages and corresponding flow-induced vibra-
tion characteristics are discussed. Among these, special
focus has been given to the cloud cavitation and its syn-
chronized structural vibrations. The trailing edge of the
cloud cavity exhibits noticeable unsteady characteristics
and significant interactions between the cavity and vortex
structures, which leads to the large amplitude fluctuations
of the structural vibration velocity.

(2) The numerical methods of cavitating turbulent flow and
cavitation–structure interaction simulations are investi-
gated. The ability of a transport cavitationmodel together
with a suitable turbulence closure to predict the inception,
growth, breakup, and shedding of the cavity is discussed.
The proposed FBDCM approach reduces the turbulent
eddy viscosity and can well capture the unsteady cavita-
tion characteristics and dynamics. Various coupled fluid
structure interaction models are discussed. Traditional
coupled FSI algorithms tend to over-predict the structural
displacement because they ignore the artificially added
mass effect and the newly developed hybrid coupled
algorithm is able to avoid numerical instability issued
associated with it.

(3) Cavitation has a significant effect on the hydroelastic
response, enhancing the bending and twisting deforma-
tion. Meanwhile, the hydroelastic response has affected
the unsteady cavitation development and cavity-vortex
interactions, with larger main cavity shedding frequency
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and the vortex shedding frequency. The hydrodynamic
load coefficients of the flexible hydrofoil fluctuate more
significantly accompanied with the chaotic response,
which is attributed to the structural flutter and deforma-
tions.
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