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1  Introduction

Understanding liquid transport in nanoscale confinements is 
important for a variety of applications including water filtra-
tion and desalination (Hinds et al. 2004), modeling of oil and 
water transport in shale reservoirs (Bernard et al. 2012) and 
investigation of drug transport across biological cell mem-
branes (Park et  al. 2009). Dominated by the large surface 
area-to-volume ratio, liquids inside nanoscale confinements 
experience wall force field effects and exhibit substantially 
different physics than what is observed in larger scales. It is 
essential to understand the nanoscale transport phenomena, 
which can be investigated using molecular dynamics (MD) 
simulations (Koplik and Banavar 1995; Karniadakis and 
Beskok 2005; Li et al. 2010). Knowing the limitations of con-
tinuum-based approaches in nanoscale transport problems is 
equally important, since continuum models are computation-
ally cheaper and easier to use in engineering applications.

Navier–Stokes equations are based on the assumptions 
of isotropy, local thermodynamic equilibrium, and linear 
constitutive laws such as the Newton’s law of viscosity 
and Fourier law of heat conduction. Liquid–wall interac-
tions in nanoscale channels influence hydrodynamics of the 
system in several ways. Density layering near the surfaces 
induces inhomogeneity of the liquid normal to the surface. 
In addition, no-slip, slip or stick (liquid adsorption) can be 
observed at the liquid–wall interface, depending on the liq-
uid–wall interaction strength (Nagayama and Cheng 2004). 
Moreover, local thermodynamic equilibrium of the system, 
macroscopic definitions of density and velocity distribu-
tions (Travis et al. 1997a; Hartkamp and Luding 2010), and 
the constitutive laws (Travis and Gubbins 2000; Xu and 
Zhou 2003) might breakdown.

It is a well-known fact that liquid density in nanoscale 
confinements results in an average density lower than the 
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bulk value (Travis and Gubbins 2000; Wu et  al. 2013; 
Wang and Hadjiconstantinou 2015), and the average den-
sity decreases with decreasing channel height (Raghu-
nathan et  al. 2007; Suk and Aluru 2013; Bhadauria and 
Aluru 2013). MD simulations of force-driven liquid flows 
have shown that density profiles in nano-channels are 
independent of the magnitude of the driving force (Travis 
et  al. 1997a; Sokhan et  al. 2002; Toghraie Semiromi and 
Azimian 2010). However, nano-confinements may induce 
significant changes in liquid viscosity. In order to investi-
gate viscosity variations, it is possible to define an apparent 
viscosity μa as a characteristic of the flow field which can 
be different than the thermodynamic viscosity μtd. While 
experimental research has contradicting findings about the 
relation between the apparent and thermodynamic vis-
cosities (Debye and Cleland 1959; Chan and Horn 1985; 
Israelachvili 1986; Gee et  al. 1990), theoretical works 
extract viscosity using equilibrium and non-equilibrium 
MD. In the former method, diffusion coefficient for liq-
uid molecules is found from Green–Kubo relation (Allen 
and Tildesley 1987), and Einstein relation (Heyes 1998) is 
used to calculate the viscosity (Meier et al. 2004; Thomas 
and McGaughey 2008; Thomas et al. 2010; Suk and Aluru 
2013), while the latter method predicts apparent viscos-
ity using a parabolic fit to the streaming velocity profile 
(Sokhan et  al. 2002; Suk and Aluru 2013). MD results 
indicate viscosity dependence on the near-wall liquid dis-
tribution and wall structure. Literature shows both viscos-
ity decrease (Sokhan et al. 2002; Thomas and McGaughey 
2008) and viscosity increase (Suk and Aluru 2013) with the 
reduced channel height.

The second critical aspect that changes the hydrodynam-
ics of the system in nanoscale confinement is slip at the 
liquid–wall interface, which consequently influences the 
mass flow rate. Experimental and computational results 
for slip length and flow rate variations in nanoscale con-
finements have been reviewed in Karniadakis and Beskok 
(2005). Regarding the velocity slip, several investigators 
focused on validating the no-slip condition (Koplik et  al. 
1988, 1989), while others defined a general boundary con-
dition at the interface (Thompson and Troian 1997). Effects 
of different parameters such as pressure (Liang and Keb-
linski 2015), channel size (Liu and Li 2011; Suk and Aluru 
2013), nanotube diameter (Sokhan et al. 2002; Thomas and 
McGaughey 2008, 2009), as well as different surface wetta-
bility conditions (Bhadauria and Aluru 2013) on slip length, 
and mass flow rate have been investigated. Some MD stud-
ies also show nonlinear variations in the slip length, includ-
ing unbounded slip values beyond a critical shear rate 
(Thompson and Troian 1997). Such results were obtained 
under extreme shear rates, where variations in the fluid 
viscosity and other transport properties and performance 

of the utilized thermostat must be investigated. Reported 
slip lengths also show sensitivity to atomistic modeling of 
solid surfaces using cold or thermally interacting wall mod-
els (Bernardi et  al. 2010). It is important to describe MD 
results by carefully choosing and maintaining the thermo-
dynamic state despite the wall force field effects. Unfortu-
nately, few studies in the literature delineate or differentiate 
their results as a function of the local thermodynamic state 
of liquid, which could be the reason of contradicting results 
in the literature.

In this paper, we investigate mass and momentum trans-
port in force-driven liquid flows both in nanoscale periodic 
domains and in nanoscale channels. Our objectives are to 
systematically investigate the effects of nano-confinement 
on liquid and flow properties and identify deviations from 
the classic continuum solution for Poiseuille flow. In order 
to establish this, we first quantify viscosity of liquid argon 
at a known thermodynamic state in a periodic domain. 
Then, we investigate the variations in liquid density, viscos-
ity, velocity, slip length, shear stress and mass flow rate in 
different sized nano-channels as a function of the channel 
height. Our study distinguishes itself from the literature by 
carefully fixing and maintaining liquid argon at a known 
thermodynamic state for a wide range of channel sizes.

This work is organized as follows: In Sects. 2 and 3, we 
describe the theoretical background and MD simulation 
parameters for nanoscale force-driven flows, respectively. 
In Sect.  4, we present viscosity calculation in nanoscale 
periodic domains and investigate the effects of simulation 
box size, periodic dimension size, and the Lennard-Jones 
cutoff distance on simulation results. Section  5 presents 
investigations of local velocity, density, viscosity, slip 
length, mass flow rate, and shear stress as a function of the 
channel height and examine the validity of continuum solu-
tion. Conclusions are presented in Sect. 6.

2 � Theoretical background and model description

Boundary conditions at the solid–liquid interface and 
the smallest length scale that allows continuum transport 
description are crucial for investigation of mass, momen-
tum and energy transport in nanoscale confinements (Kar-
niadakis and Beskok 2005). Molecular dynamics simula-
tions of force-driven flows with a constant force applied on 
each liquid molecule have been used to investigate the fluid 
viscosity (Travis et  al. 1997b), slip length and mass flow 
rate (Suk and Aluru 2013) in nano-channels. Considering 
steady, incompressible, force-driven, fully developed flow 
confined between two parallel plates with separation h, 
Navier–Stokes equations in the stream-wise direction can 
be reduced to:
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where µ is the apparent viscosity and f is the body force 
applied on the system (N/m3). For macroscopic channels, 
apparent viscosity in Eq.  1 is equivalent to the absolute 
viscosity at a given thermodynamic state. Boundary condi-
tions at the liquid–solid interface (z = 0 and z =  h) con-
sider velocity slip described by a Navier-type slip condition 
(Lamb 1932)

where ul is the liquid velocity, uw is the wall velocity, and 
β is the slip length. Solution of Eq. 1 subject to slip condi-
tions results in the following velocity profile

First term on the right-hand side is the parabolic velocity 
profile typical of no-slip solution, while the second term is 
due to velocity slip. The no-slip and slip velocity terms will 
be used to determine the liquid viscosity and slip length, 
respectively. Integration of the velocity profile across the 
channel by assuming constant density and uniform channel 
width (W) gives the mass flow rate:

For a known thermodynamic state, one can easily predict 
the velocity profile and mass flow rate using Eqs. 3 and 4.  
Knowing the limitations of these equations is crucial in 
nanoscale fluids engineering, since one needs to rely on 
costly molecular-level calculations only if there is a need.
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3 � Methodology and simulation details

We used molecular dynamics code LAMMPS (Large-
Scale Atomic/Molecular Massively Parallel Simulator) to 
simulate a planar force-driven liquid argon flow in periodic 
rectangular domains and in gold channels with heights, h, 
varying from 3.26 to 35.89 nm. All simulations were per-
formed at 119.8 K temperature and 1411.5 kg/m3 density 
(ρ* = 0.84), where argon is compressed liquid with abso-
lute viscosity of 240.74 µPa s (Stewart and Jacobsen 1989).

The periodic box simulations were performed in 
domains that are 2h in height and utilized two equal body 
forces acting in opposite directions within half of the 
domain. These resulted in two parabolic velocity profiles 
that connect on the periodic sides and at the center of the 
domain, naturally satisfying the no-slip conditions in the 
absence of walls. Objectives of the periodic domain sim-
ulations were to assess the effects of domain periodicity, 
cutoff distance and simulation box size on the absolute 
viscosity of liquid argon at specified thermodynamic state. 
These simulations were essentially used for verification of 
the methodology that will be used to predict the apparent 
viscosity in nano-channels. The second set of simulations 
focused on liquid argon flow in gold channels (Fig. 1). For 
all simulations, a constant force in the stream-wise direc-
tion is added to each molecule. The domain is constructed 
using 2028 gold molecules with 6 wall layers on each side. 
Gold molecules are 0.204 nm apart and form face-centered 
cubic (FCC) structure with (100) plane facing argon. Wall 
molecules are fixed at their initial location and do not have 
wall–wall molecular interactions (i.e., cold wall model). 
Different number of argon molecules are used for different 
channel/domain sizes, as shown in Table 1. Periodic bound-
ary conditions are applied in the stream-wise and span-wise 
directions kept at 5.3  nm length and width. Flow param-
eters are obtained using 0.2267 Å tall slab-bins.

Fig. 1   Schematic and dimen-
sions of the simulation domain 
a. A snapshot of Argon 
molecules bounded by the FCC 
gold walls b
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Body force applied on each molecule is chosen care-
fully to result in a maximum fluid velocity less than 
25  m/s to eliminate nonlinear behaviors shown in the lit-
erature (Thompson and Troian 1997; Xu and Zhou 2003). 
Mass of an argon molecule is mAr = 6.63× 10−26 kg, its 
molecular diameter is σAr = 0.3405 nm and the depth of 
the potential well ∈Ar= 1.65399× 10−21 J, while param-
eters for gold molecules are as mAu = 3.27× 10−25 kg , 
σAu = 0.2934 nm, ∈Au= 2.7096× 10−22 J. Intera-
tomic interactions between Au and Ar are obtained using 
Kong mixing rule (Sutmann et  al. 2002) and result in 
σAu−Ar = 0.3227 nm and ∈Au−Ar= 5.9142× 10−22 J. Both 
Ar and Au atoms interact via Lennard-Jones interatomic 
potential defined by:

where rij is the interatomic distance, rc is the cutoff dis-
tance, and V(rc) is the value of interatomic potential at 
r = rc.

Simulations are started from the Maxwell–Boltzmann 
velocity distribution for liquid argon molecules at 119.8 K 
and ran for different time periods for each case to reach 
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fully developed flow using 1 fs time steps. The time scale 
for momentum diffusion is estimated in each domain 
using td ≈ h2/ν, where ν is the kinematic viscosity and h 
is the channel/domain height. To ensure that simulations 
have reached a steady state, each case is run for 16 td, 
after which, the results were averaged for 16 ns (16 × 106 
time steps) using canonical NVT ensemble. Nose–Hoover 
thermostat is applied on the liquid domain to maintain it 
at 119.8 K. Results are recorded every 1 × 104 time steps 
(10 ps), resulting in 1600 data sets to obtain the time-aver-
aged results. To determine the standard deviation in aver-
aged quantities, we first obtain the average of each 80 data 
sets and then calculate the standard deviation for 20 cumu-
lative sets of data.

4 � Periodic domain with no physical boundaries

Viscosity of the fluid is a key parameter that determines 
the flow characteristics. Therefore, it is critical to develop 
a methodology to obtain the viscosity accurately. Following 
Backer et  al. (2005), we subdivided the spatially periodic 
domain into two equal systems and applied an equal body 
force in opposing directions, which resulted in two counter-
flowing planar force-driven flows without explicit bounda-
ries. Applying external forces cause viscous heating in the 
system, and this heat should be removed to fix the tem-
perature at a desired value. In this work, we first remove 
the bias velocity from the liquid molecules and then apply 
Nose–Hoover thermostat (Evans and Holian 1985) to con-
trol the temperature. Figure 2 shows the velocity profile for 
a periodic box of 2h = 6.53 nm at 119.8 K and 1411.5 kg/
m3. To determine the liquid viscosity, we calculate four dif-
ferent viscosities and calculate their average. First, we fit 
a second-order polynomial for the velocity profile in the 
form of u =  az2 +  bz +  c, on each side of the periodic 

Table 1   Fluid domain information for different sized channels

Case# h (nm) Number of argon molecules

d1 3.26 1726

d2 4.49 2457

d3 6.53 3677

d4 8.97 5141

d5 17.95 10,508

d6 26.92 15,875

d7 35.89 21,232

Fig. 2   Force-driven flow of 
liquid argon in a periodic box 
of 2h = 6.53 and 5.3 nm in 
the stream-wise and span-wise 
directions. Argon is maintained 
at 119.8 K and 1411.5 kg/m3. 
Coefficient of determination 
R2 = 0.999 for both left and 
right polynomial fits



Microfluid Nanofluid (2016) 20:121	

1 3

Page 5 of 11  121

box, which has been labeled as “velocity polynomial fit” in 
Fig. 2. Then, we use the “a” coefficients in the two veloc-
ity fits to calculate µ1 and μ2 using μ = −f/2a. Second, we 
use the maximum velocity, umax, that occurs at the center of 
each section and find coefficient “a” from u = az(z − h) as 

a = −

∣

∣

∣

4umax
h2

∣

∣

∣
 for each section and then calculate viscosi-

ties μ3 and μ4 from μ = −f/2a. Finally, the liquid viscosity 
is defined as the average of these four values and indicated 
as μav.

Table  2 shows scale effects on the calculated viscosity 
from counter-flowing planar force-driven flows in a peri-
odic domain. The maximum error and standard deviation 
(SD) in the apparent viscosity are about 3 and 5 %, respec-
tively and occur for the smallest channel. The SD values 
in Table 2 are standard deviations of the four different vis-
cosity data obtained for each simulation case. The results 
clearly show that liquid argon in a periodic box attains the 
local thermodynamic viscosity in the absence of physical 
boundaries, and the methodology used in determining the 
apparent viscosity is valid in domains as small as 1.43 nm.

In addition to the domain dimensions, we also investigated 
the effects of Lennard-Jones cutoff distance on liquid viscos-
ity and have observed that using cutoff distance of rc = 3.2 σ, 
which is approximately equal to 1.09 nm for Ar molecules, 
is sufficient to maintain the desired thermodynamic viscos-
ity. The study of cutoff distance is important since the choice 
of an inappropriate cutoff can introduce simulation artifacts. 
Another set of simulations of the periodic case were used to 
investigate the effect of the periodic dimension size on the 
viscosity. We ran case d1 in periodic domains that extend 5.3, 
10.6 and 21.2 nm in the span-wise and stream-wise directions 
and have observed that maintaining the periodic dimensions 
at 5.3 nm was sufficient (Results not shown for brevity).

5 � Nano‑channel flows

Molecular dynamics simulations of force-driven flows in 
seven different nano-channels with heights varying from 
3.26 to 35.89 nm are performed. For all cases, wall location 

is defined as the boundary line at the center of aligned wall 
molecules at the first wall layer facing the liquid molecules. 
In the following, density and velocity profiles, apparent vis-
cosity and slip length are described.

Figure 3 shows the density and velocity profiles obtained 
in 3.26- and 35.89-nm channels. For the specified Ar–Au 
interaction parameters, the first 9 bins are empty of Ar mol-
ecules for all cases, and locations of the density peaks are 
independent of the channel size. The first density peak is 13 
bins away from the wall. Density profiles show well-known 
density layering near the walls (Koplik et al. 1988, 1989). 
For large channels, the density layering subsides suffi-
ciently away from each wall and the density converges to 
its bulk value. Since the average density within the density 
layering region is smaller than the desired thermodynamic 
state value (ρtd), bulk density (ρbulk) in the middle of the 
channel often exceeds ρtd, creating difficulties in setting the 
correct thermodynamic state for simulations. This spurious 
density increase can be corrected in two separate ways. For 
large enough channels where one can observe a constant 
bulk density region, the correct thermodynamic density can 
be set using two consecutive simulations. The first simula-
tion using an initial number of molecules (Ninitial) results in 
ρbulk and yields an average density of

where h is the channel height and L is the distance from 
wall where density oscillations subside. For current simu-
lations, L is approximately 3  nm. The average density is 
related to the initial number density since ρav = mNinitial/V, 
where V is the domain volume and m is the molecular mass. 
One can predict the correct number of molecules (Ntd) that 
would lead to the desired thermodynamic density using 
Ntd = Ninitial(ρtd/ρbulk).

For smaller channels where a bulk region cannot be 
observed, we fix the local thermodynamic state by insert-
ing the small channel in a large periodic box (see Fig. 4a). 
Due to periodicity and the channel geometry, this situa-
tion resembles an array of nano-channels with different 

(6)ρav =
2

h

L
∫

0

(ρ − ρbulk)dz + ρbulk

Table 2   Scale effect on the 
calculated viscosity from 
counter-flowing force-driven 
flow

Viscosity at the desired thermodynamic state (119.8  K temperature and 1411.5  kg/m3 density) is 
240.74 µPa s

Case# h (nm) µ1 µ2 µ3 µ4 µav Error % SD

d0 1.43 238.22 238.31 227.67 228.11 233.08 3.18 5.19

d1 3.26 241.35 242.98 236.58 241.69 240.65 0.04 2.43

d2 4.49 243.75 246.92 238.3 249.83 244.7 1.65 4.28

d3 6.53 246.81 246.53 248.56 241.99 245.97 2.17 2.43

d4 8.97 245.19 243.39 241.64 243.05 243.32 1.07 1.26

d5 17.95 244.45 249.75 246.81 246.7 246.93 2.57 1.88
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heights. We employ equilibrium MD simulations to obtain 
the density distribution. Figure  4b shows density profiles 
across middle of the simulation domain. While density lay-
ers overlap at the interior of the channel, the desired ther-
modynamic density is achieved about 3 nm away from the 
walls. Equilibrium MD simulations are conducted for a suf-
ficiently long time scale that allows equilibration between 
inside and outside portions of the channel. We estimate the 
proper number density simply by counting the liquid mol-
ecules in a region sufficiently away from the channel inlet 
and outlets (shown by the rectangular box in Fig. 4a). Once 
number density for the small channel is found, we simulate 
force-driven flow in the small channels using a domain sim-
ilar to Fig. 1b. Since flow does not affect the local density 
distribution, comparison of density profiles between the 
equilibrium MD and flow cases yields perfectly matching 
density profiles as shown in Fig. 4b for h = 3.26 nm case. 
Results prove that the liquid density and temperature inside 
smaller channels are in equilibrium with a larger domain 
that maintains the desired thermodynamic state.

In order to investigate the viscosity, slip length and 
mass flow rate in the channel, we curve fit the MD veloc-
ity data. Since curve fitting is very sensitive to the selected 
part of the velocity data, we fit a parabolic velocity profile 
between the first density peaks on opposing walls. Veloc-
ity profiles obtained for the smallest and largest channels 
and their parabolic fits are also shown in Fig. 3. As can be 
seen, parabolic velocity profiles model MD data with rea-
sonable accuracy, and the velocity profiles show finite slip 
on the walls. Velocity profiles predicted using Eq.  3 with 
thermodynamic absolute viscosity (240.74  µPa  s) and the 
slip length predicted from the largest channel simulation 
(β ≈ 1.1 nm) are shown with solid lines. While Eq. 3 esti-
mates the velocity profile in 35.89-nm channel accurately, 
it overestimates the MD profile in 3.26-nm channel.

After fitting a parabolic velocity profile on the velocity 
data for each channel in the form of u = az2 + bz + c, liq-
uid viscosity is calculated using µ = −f /2a (See Sect. 4 for 
details), while the slip length is found using β = 2 cμ/hf.  
Apparent viscosity for each channel is calculated, and 

Fig. 3   Density and velocity 
profiles in h = 3.26 nm (a) and 
h = 35.89 nm (b) channels. MD 
simulation data are shown by 
lines; “velocity polynomial fit” 
is the second-order polynomial 
fitted to the MD velocity data, 
while “velocity from Eq. 2” is 
Eq. 2 plotted using thermody-
namic viscosity and a constant 
slip length (β ≈ 1.1 nm) 
obtained for the largest channel 
case. R2 = 0.96 and 0.995 for 
curve fits in the smallest and 
largest channels, respectively



Microfluid Nanofluid (2016) 20:121	

1 3

Page 7 of 11  121

its variation as a function of the channel height is shown 
by triangles in Fig.  5. MD data show decreased viscosity 
with decreased channel size, where the apparent viscosity 
in the nano-channel is lower than the expected thermo-
dynamic state value for channel sizes lower than 25  nm. 
Figure  5 also shows variation of channel average density 
(calculated using Eq.  6) as a function of the channel size 

(circles), which shows density decrease with decreased 
channel height. Because of density layering region that has 
lower density than the bulk density region, the average den-
sity in all nano-channels is smaller than the desired ther-
modynamic value. This effect is present even for the 60-nm 
channel. Such behavior was shown earlier in nanotubes 
(Wang and Hadjiconstantinou 2015). Figure 5 also shows 

Fig. 4   A snapshot of the mol-
ecules in the array of channels 
used to find the number density 
inside the h = 3.26-nm channel 
(a). Density profiles inside the 
single channel and an array of 
channels show perfect match (b)

Fig. 5   Viscosity, average 
density and thermodynamic 
viscosity at the average density 
for different sized channels. The 
desired thermodynamic viscos-
ity and density are 240.7 μPa s 
and 1411.5 kg/m3, respectively
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argon viscosity at 119.8  K and the local average density 
(squares) obtained using thermodynamic tables (Stewart 
and Jacobsen 1989). Although the apparent viscosity and 
thermodynamic viscosity at average density both show 
reduction in decreased channel heights, they are not corre-
lated with each other. Behavior of the apparent viscosity is 
due to increasing importance of wall effects, manifested by 
density layering, since simulations in similarly sized peri-
odic domains resulted in recovery of absolute viscosity at 
the specified thermodynamic state. Figure  6 shows liquid 
viscosity and the slip length for 7 different sized channels, 
where the methodology for calculating the error bars is 
explained in Sect. 3. Evidently, the slip lengths are almost 
constant for all channel sizes and it is about 1.1 nm.

Figure  7 shows the mass flow rate ratio which is cal-
culated as the mass flow rate from MD simulations nor-
malized by predictions from Eq.  4. It is crucial to state 
that we utilized ρAr = 1411.5 kg/m3, β = 1.1 nm and the 
thermodynamic viscosity of 240.7 μPa s for all analytical 

calculations. The mass flow rate ratio is unity for chan-
nels larger than 9  nm. However, this ratio decreases with 
decreased channel height. An interesting aspect of this 
behavior is that decrease in the mass flow rate ratio is vis-
ible only below 9 nm, while both the average density and 
fluid viscosity decrease from their expected values even 
at larger scales. The key observation here is that mass 
flow rate is proportional to the average density, while it is 
inversely proportional to the apparent viscosity. Therefore, 
decrease in both quantities with decreased channel dimen-
sions cancels each other’s effects up to 9 nm height, after 
which, continuum-based mass flow rate formula (Eq.  4) 
overpredicts the mass flow rate.

Investigation and validation of the constitutive laws that 
determine the stress tensor and heat flux vector are crucial 
for continuum-based approximations. In a previous study, 
we validated Fourier law of heat conduction for liquid 
argon confined in a nano-channel (Kim et al. 2009). Here, 
we investigate the relevance of MD-computed shear stress 

Fig. 6   Liquid viscosity and 
slip length for different sized 
channels

Fig. 7   Variation of the MD-
based mass flow rate as a 
function of the channel height 
normalized by the predictions 
from Eq. 4 using β = 1.1 nm 
and ρAr = 1411.5 kg/m3 and 
μ = 240.7 μPa s
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with the analytically predicted shear rate and the appar-
ent viscosity. Components of stress tensor are calculated 
using Irvin-Kirkwood relation, which has contributions 
from kinetic terms and virial terms. The latter is associ-
ated with the molecular spacing and the intermolecular 
forces imposed on each atom from its neighbors. Naturally, 
the virial terms have contributions due to Ar–Ar interac-
tions (liquid virial) and due to wall force field (wall virial) 
(Thompson et  al. 2009). Figure  8 shows the shear stress 
(τ) obtained in a periodic box of 2h = 6.53 nm. Since we 
observe two opposing parabolic velocity profiles, the shear 
stress first increases and then decreases in the domain. Due 
to 1-D flow, constitutive law for shear stress is given by 
τ  =  μ(du/dz), which can predict MD-based calculations 
very accurately using μ = 240.7 μPa s. In the absence of 
walls, shear stress is dominated by the liquid virial, and the 
results validate Newton’s law of viscosity for Newtonian 
fluids.

Shear stress variations in the nano-channel are shown in 
Fig. 9 for the h = 3.26-nm case. Figure 9a shows kinetic 
and virial contributions to shear stress, which exhib-
its oscillations toward the walls due to local variations in 
liquid virial induced by density layering and by the wall 
force field. Based on a linear momentum balance in the 
stream-wise direction, wall shear stress is determined by 
the applied body force. Shear stress variation based on the 
constitutive law is also shown with a dashed line, which 
varies linearly due to parabolic velocity profile and uses 
the apparent viscosity in the channel. Using this simplified 
relation closely mimics MD data in the middle of the chan-
nel, but cannot predict shear stress variations in the near-
wall region.

Figure 9b shows shear stress divided by the local den-
sity from MD data and shear stress from the constitutive 
law divided by the average density in h = 3.26-nm channel, 
which exhibit reduced fluctuations compared to Fig. 9a. To 
investigate this further, we divide apparent viscosity with 
the average density for each channel and compare these 

with the kinematic viscosity at the desired thermodynamic 
state. Table 3 shows the calculated kinematic viscosity and 
error for each channel case. The maximum error in kine-
matic viscosity is about 2 %, which indicates that kinematic 
viscosity in the nano-channels remains nearly constant for 
channels as small as 3.2  nm. This observation may have 
significant implications for the development of continuum-
based transport models in nano-channels.

6 � Conclusions

Molecular dynamics simulations of force-driven liquid 
argon in nanoscale periodic domains and in gold nano-
channels were performed to investigate the wall effects 
and length scales that result in deviations from classic Poi-
seuille flow solution. All simulations used Lennard-Jones 
interactions between Ar–Ar and Ar–Au interactions, where 
the interaction parameters for Ar–Au were determined 
using Kong mixing rule. Liquid argon in nano-channels 
was kept at a fixed thermodynamic state by carefully main-
taining its density with respect to a larger system in ther-
modynamic equilibrium and by fixing its temperature using 
Nose–Hoover thermostat. Simulations were performed for 
parallel-plate channel and domain heights varying between 
3.26 and 35.89 nm. Based on the parameters used in this 
paper, our findings can be summarized as follows:

1.	 Local thermodynamic equilibrium can be maintained 
under force-driven flows in periodic domains as small 
as 4 molecular diameters (h ≈ 1.43 nm), where liquid 
argon behaves as a Newtonian fluid. Simulation results 
in periodic domains verify that deviations from contin-
uum solution observed in nano-channels are solely due 
to nano-confinement effects.

2.	 In nano-channels, density layering near the walls 
reduces average density below the thermodynamic 
value, which is observable for h < 60 nm.

Fig. 8   Shear stress from the 
MD simulation and predictions 
of the constitutive law in the 
periodic box of 2h = 6.53 nm. 
Viscosity used in the constitu-
tive law is equal to 240.7 μPa s
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3.	 Apparent viscosity in nano-channels starts decreasing 
and deviating from the viscosity at the local thermody-
namic state for h < 25 nm.

4.	 Slip length in the nano-channel is fixed at β = 1.1 nm.
5.	 Continuum-based mass flow rate predictions using 

the density and viscosity at a given thermodynamic 
state and constant slip length become inaccurate for  
h < 9 nm. This surprising behavior is due to decrease 

in the apparent viscosity and average density in nano-
confinements, whose effects cancel each other for  
h > 9 nm.

6.	 Local shear stress correlates well with the constitutive 
law for a Newtonian fluid for channel heights as small 
as  h ≈  3.26  nm. However, liquid–liquid virial terms 
due to density fluctuations and liquid–wall virial due 
to wall force field induce deviations in the near-wall 
region. Despite these variations in the shear stress, con-
stant apparent viscosity with a parabolic velocity pro-
file reasonably matches MD results till  h ≈ 3.26 nm.

7.	 Kinematic viscosity in the nano-channel observed to be 
a constant for channel heights as small as  h ≈ 3.26 nm.

Although current results are valid for a specific liquid–
wall pair and the fluid–wall interaction parameters deter-
mined based on Kong mixing rule, the methodology in this 
work can be used for systematic investigations of the limi-
tations of continuum solution for other liquid–wall com-
binations. Knowing these limits for nanoscale flows will 
allow simple yet reliable predictions of engineering param-
eters without a need for costly molecular calculations, 
when applicable. Our future work will include investigation 

Fig. 9   Density distribution, 
virial, kinetic and total shear 
stress from MD simulation, 
and total shear stress from 
constitutive law (a). Total shear 
stress divided by density from 
MD data and shear stress from 
constitutive law divided by the 
average density in h = 3.26-nm 
channel (b)

Table 3   Calculated kinematic viscosity (ν) for different sized chan-
nels

Kinematic viscosity at the desired thermodynamic state is 
1.7056 × 10−7 m2/s

Case# h (nm) ν (m2/s) Error  %

d1 3.26 1.6732E−7 1.90

d2 4.49 1.6887 E−7 0.99

d3 6.53 1.6911 E−7 0.85

d4 8.97 1.7127 E−7 0.41

d5 17.95 1.7113 E−7 0.33

d6 26.92 1.7473 E−7 2.44

d7 35.89 1.7233 E−7 1.04
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of these limits for combined mass and heat transport using 
thermally interacting walls for Lennard-Jones fluids and 
water in various nano-channels and nanotubes.
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