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Abstract This paper presented an experimental validation

of a numerical study on the vortical structures in AC electro-

osmotic (ACEO) flows. First, the 3D velocity field of ACEO

vortices above the symmetric electrodes was experimentally

investigated using astigmatism microparticle tracking ve-

locimetry. The experimentally obtained velocities were used

to validate an extended nonlinear Gouy–Chapman–Stern

model accounting for the surface conduction effect. A

qualitative agreement between the simulations and experi-

ments was found for the velocity field when changing AC

voltage (from 0.5 to 2 V) and the frequency (from 50 to 3,000

Hz). However, the predicted magnitude of the velocity pro-

files was much higher than the experimentally obtained ones,

except in some cases at low frequency. For frequencies

higher than 200 Hz, a correction factor was introduced to

make the numerical results quantitatively comparable to the

experimental ones. In addition, the primary circulation,

given in terms of the spanwise component of vorticity, was

numerically and experimentally analyzed as function of

frequency and amplitude of the AC voltage. The outline of

the vortex boundary was determined via the eigenvalues of

the strain-rate tensor estimated from the velocity field. It

revealed that the experimental circulation was frequency

dependent, tending to zero at both low and high frequency

and the maximum changing from around 600 Hz for 1 V to

300 Hz for 2 V. The variation in the predicted vortex circu-

lation as function of frequency and voltage, after using the

above correction factor, was in good correspondence with

the experiments. These results yield first insights into the

characteristics of 3D ACEO flows and the ability of current

numerical models to adequately describe them.
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1 Introduction

AC electro-osmosis is in essence flow forcing by electro-

kinetic effects induced via a low-voltage AC electric field

(Ramos et al. 1998). Unidirectional motion of the mobile

charge carriers (ions) accumulated in the electric double

layer (EDL) gives rise to a slip layer that acts as a ’driving

wall’ above the electrode surface, directed from the electrode

edge to its center (Ramos et al. 1999). This slip velocity is

strongly determined by the ion dynamics and the gradient of

the electric field in the EDL, and reaches a maximum nearby

the electrode edge. The velocity magnitude can be charac-

terized in terms of the frequency and amplitude of the applied

AC voltage and the electrolyte conductivity. It tends to zero

at both low and high frequencies, and depends nonlinearly on

the amplitude of the voltage (Green et al. 2000). However, so

far experimental observations and numerical simulations

exhibit great discrepancies, and the results vary with the

properties of the fluids (Green et al. 2002; Bazant et al. 2009).

Several aspects of ACEO flow are still not fully understood.

In-depth experimental and numerical investigations of the

2D and 3D velocity distributions are an essential step in

further exploring ACEO as a flow-forcing technique in lab-

on-a-chip systems.

Proper modeling of ACEO remains a formidable chal-

lenge to date and then in particular for higher AC voltages. In

theory, the behavior of aqueous suspensions of charge ions
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under the action of AC electric fields relates to the structure

and electric state of its ionic atmosphere (EDL) and solid/

liquid interface (Lyklema 1995). According to the classical

Poisson–Boltzmann theory, the distribution of the ion den-

sity q in a binary symmetric electrolyte subject to an electric

field (e.g., an aqueous solution of salt containing an equal

number of positive and negative ions with equal mobilities)

is a function of the potential drop across the diffuse layer of

the EDL (the so-called zeta potential, f ) according to the

relation (Morgan and Green 2002; Olesen et al. 2006),

q ¼ � e
kD

2kBT

ze
sinh

zef
2kBT

� �
; ð1Þ

where e is the permittivity of the solvent, kB the Boltz-

mann’s constant, T the temperature, kD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ekBT=2coz2e2

p
the Debye length (co is the ionic concentration), e an ele-

mentary charge and z its valence. The bulk solution, i.e., the

region outside the EDL, is assumed to be charge neutral

with uniform charge concentration. Hence, (dis)charging of

the electrolyte is considered to take place only in the diffuse

layer. Moreover, the thickness of the EDL, given by the

Debye length, is negligible compared with the typical

dimensions of the flow domain and may thus be ignored; its

effect upon the electric field in the domain interior is

incorporated in nonlinear boundary conditions (Ajdari

2000; Ramos et al. 2003; Olesen et al. 2006). These

assumptions reduce the electro-kinetic problem to the

nonlinear Gouy–Chapman model. In order to resolve the

shortcomings of the Gouy–Chapman model, an extension

accounting for the Stern layer in series with the diffuse layer

is incorporated, resulting in the Gouy–Chapman–Stern

(GCS) model (Morgan and Green 2002). This GCS model is

the most commonly used. In spite of predictions qualita-

tively similar to experiments (Bazant et al. 2009), the

classical GCS model nonetheless tends to overpredict the

fluid velocity at high voltages. Some phenomena which

might take place at high voltages were taken into account by

others, including Faradaic current injection (Olesen et al.

2006) and steric effect of ions of finite size in the diffuse

layer (Kilic et al. 2007; Storey et al. 2006). It was found that

the production of ions by Faradaic reaction reduces the slip

velocity significantly (Olesen et al. 2006). To fit the steric

effects incorporated in the model to experimental data, the

ion size has to be about one order of magnitude larger than

their physical values (Storey et al. 2006).

Surface conduction refers to the movement of charged

ions within the EDL (Lyklema 1995). As the ionic con-

centration increases exponentially with respect to the zeta

potential, q / sinhðzef=2kBTÞ, the conductivity of the

electrolyte in the EDL due to excess ions might be much

higher than in the bulk at high voltages. As a result, a

significant amount of ion flux parallel to the surface

through the EDL reduces the tangential component of the

electric field, leading to lowering the ACEO velocity (Soni

et al. 2007; Khair and Squires 2008; Gregersen et al. 2009).

The present study aims to investigate whether the extended

model accounting for surface conduction provides a better

prediction of experimental observations.

In this paper, we present a numerical investigation of the

experimentally measured 3D flow structure of AC electro-

osmosis. By way of 3D velocity measurements using astig-

matism microparticle tracking velocimetry (astigmatism

l-PTV) (Cierpka et al. 2010), presence and properties of flow

structures are obtained in laboratory experiments. Simula-

tions of ACEO flow are performed with an extended non-

linear GCS model accounting for the surface conduction.

Compared with the standard GCS model, the effect of sur-

face conduction on the predicted slip velocity is analyzed. Its

predictions are qualitatively validated by these experimental

results. Due to the over-prediction by the model, a global

correction factor for the velocity is proposed to compare the

numerical to the experimental results. The experimental and

numerical fields after this correction are then compared.

2 Experimental setup and measurement

2.1 Laboratory setup

The microfluidic device consists of a straight microchan-

nel, which was made by bounding a double-sided adhesive

acrylic type sheet (Optically Clear Adhesive 8212, 3MTM,

Fig. 1 Schematic diagram of the microchannel with a symmetric

periodic electrode array. a The structure of the channel, b ACEO

configuration of a 2D periodic microchannel with a symmetric

electrode pair, which encompasses the horizontal extent L = W ? G,

with W and G indicating the electrode and gap widths, respectively
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USA) between a polycarbonate top layer (0.5 mm thick)

and glass substrate layer (0.7 mm thick), shown schemati-

cally in Fig. 1a. On top of the glass substrate, an indium tin

oxide (ITO) layer with 120 nm thickness (Praezisions Glas

& Optik GmbH, Germany) was deposited as electrode. The

symmetric parallel electrode pattern was fabricated by using

photolithography (Liu et al. 2013) and is perpendicular with

respect to the axial direction of the channel. The width of

each electrode is W = 56 lm, and the gap between the

electrodes is G = 14 lm. Correspondingly, one spatial

period encompasses the horizontal extent L = W ? G, as

shown in Fig. 1b. In the acrylic type sheet, the outline of the

microchannel is formed by ablation with an Excimer-laser

(Micromaster, OPTEC Co., Belgium). The whole channel is

about H = 48 lm high and 1 mm wide.

The device was mounted on a chip holder and was

connected via a silicon tube with an inner diameter of 0.79

mm (L/S, Masterflex, the Netherlands) to a syringe.

Potassium chloride (KCl) solutions with a concentration of

0.1 mM (Sigma-Aldrich Co., USA) were used as working

fluid. Fluorescent polymer microparticles with a diameter

of dp = 2 lm (Fluoro-Max, Duke Scientific Corp., Canada,

1 % solids, with a density of 1.05 g/cm3) were utilized as

tracer particles to measure fluid velocity and were diluted

in the working fluid with a concentration of about 0.01 %

particle–solution volume. In order to accurately evaluate

the particle image in the image-processing procedure, the

signal-to-noise ratio (SNR) of image should be as high as

possible (Cierpka et al. 2010). In a previous study (Liu

et al. 2013), it was found that when using tracer particles

with a diameter of 2 lm, the SNR was high enough that

such the algorithm gives reliable results, and when reduc-

ing the diameter of the tracer particle to about 1 lm, the

SNR was significantly reduced, leading to the measurement

uncertainty to become unacceptable.

The electric conductivity of the working fluid with tracer

particles was measured to be r = 1.7 mS/m (IQ170, Sci-

entific Instruments, USA). In the experiments, the channel

was filled with the solution and subsequently closed. A

function generator (Sefram4422, Sefram, the Netherlands)

provides an AC signal to the electrode arrays. Its potential

and frequency were measured by a digital oscilloscope

(TDS210, Tektronix, USA). The particle movement was

observed using a fluorescence microscope with a 209 Zeiss

objective lens. The Nd:YAG laser generation (ICE450,

Quantel, USA) produces a pulsed monochromatic laser beam

with a wavelength of 532 nm. The light of the illuminated

tracer particles has a wavelength of 612 nm. Images of these

tracer particles were recorded by a digital camera (12-bit

SensiCam qe, PCO, Germany). The successive images were

recorded in alternating time delays, 0.03 and 0.37 s. A digital

delay generator (DG535, Stanford Research Systems, USA)

controls the timing of the laser and camera simultaneously.

2.2 Velocity measurement

The measurement procedure is based on the astigmatism

l-PTV (Chen et al. 2009; Cierpka et al. 2010, 2010). The basic

principle is that due to a cylindrical lens added in the optical

access, the particles images are deformed into ellipses. As this

ellipticity is directly related to the particle position normal to

the focal plane, one can identify the particle position in the

measurement domain by examining the defocus of the

wavefront scattered by a particle and thus establish the three

components of the velocity field. In our setup, a cylindrical

lens with a focal length of 150 mm was used. Based on the

calibration function, the three-dimensional positions of tracer

particles were estimated. Due to the refractive effect, the

apparent z-position needed to be corrected by multiplying

with the refractive index of water (nwater ¼ 1:33) (Liu et al.

2013). The standard deviation on z-position of the measured

particles across the field of view was less than 0.7 lm.

In the present experiments, the tracer particles are

mainly subject to the ACEO flow and dielectrophoresis

force (DEP) (Castellanos et al. 2003). Assuming that the

movement of particles is only due to DEP forces, the

particle velocity is described by

uDEP ¼
d2

peReðvCMÞr j ERMS j2

12l
; ð2Þ

where l is the dynamic viscosity of the bulk solution,

r j ERMS j2 the gradient of the square of the RMS electric

field and ReðvCMÞ the real part of the Clausius–Mossotti

(CM) factor (Castellanos et al. 2003). For a polystyrene

particle with a conductivity of 10 mS/m and permittivity of

2:55eo (eo the absolute permittivity of vacuum) in the sus-

pending medium with a conductivity of r = 1.7 mS/m and

permittivity of e ¼ 78eo;ReðvCMÞ is about 0.62 for the fre-

quencies much less than the crossover frequency (*106 Hz)

(Green and Morgan 1999). Assuming the electric field is

semi-circular as in Castellanos et al. (2003), and Kim et al.

(2009), one can obtain ERMS ¼ Vd=
ffiffiffi
2
p

pr for symmetric

electrodes, where r is the distance to the center of the gap and

Vd the potential difference applied in the bulk solution. The

particle velocity due to the DEP is then simplified to

uDEP ¼
d2

peReðvCMÞV2
d

12lp2r3
: ð3Þ

In general, Vd in bulk is much lower than the voltage dif-

ference applied between the electrodes due to the charging

of the EDL. Assuming Vd is half of the voltage difference

applied on the electrodes, uDEP is maximum at the elec-

trode edges (r = 7lm) and is about 2.6, 10.5, 23.6 and 42.2

lm/s at applied voltage of 0.5, 1, 1.5 and 2 V, respectively.
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Compared with the measured ACEO velocities close to the

electrode edges, which values are around 20, 80, 170 and

320 lm/s for frequencies from 50 to 3,000 Hz at voltages

of 0.5, 1, 1.5 and 2 V respectively, uDEP is about one order

smaller. The above calculation is based on the comparison

between the experimental absolute velocities and the

modeled DEP velocities. In a study by Kim et al. (2009),

the ratio of the estimated DEP velocities and the estimated

ACEO velocities is considered. This leads to a frequency-

dependent result, with a high influence of DEP at low

frequencies (f . 700 Hz) and a low influence at higher

frequencies. Furthermore, this DEP effect reduces rapidly:

according to Eq. 3, it is inversely proportional with r3.

Therefore, we may assume that close to electrode edges,

the DEP forces have an influence on the measured values,

but that for the average velocities along the whole elec-

trode, its influence will be much less.

In order to minimize any possible influence from the

channel walls on the flow field, the measurement view of

astigmatism l-PTV focuses in the center of the channel.

Figure 2 depicts the 3D trajectories of several particles at a

voltage of 1 V and a frequency of 1,000 Hz, where the

time-ordered set of these trajectories has two alternating

time delays (0.03 and 0.37 s).

According to the 3D positions (x, y and z) of the tracer

particles in successive frames, one can calculate the three

components of the particle velocity (ux, uy and uz ). As can

been seen in Fig. 2, ux varies from -180 lm/s to 180 lm

above the electrode surface. The positive and negative

peaks of uz are observed at the centers of the electrode

surface and the gap, respectively. Contrary to ux and u, the

value of uy remains small everywhere in the bulk flow,

meaning the particle can have a good approximation to be

considered a quasi-2D flow, perpendicular to the electrode

edge. In this case, the 3D velocity data are projected in the

(x, z) plane, yielding a 2D velocity field. According to our

previous study (Liu et al. 2013), the velocity field was

found to be periodic over symmetric electrode pairs. All

particle velocity vectors are then overlaid into one domain

including one electrode. The quasi-2D velocity vectors of

the particles show two symmetric counter-rotating vortices

form above electrode surface.

For each case with fixed voltage and frequency, two data

sets were obtained, corresponding to two time delays (0.03

and 0.37 s). Dependent to the measured velocity magni-

tude, one data set in one time delay is chosen to analyze the

velocity field (the data set for time delay of 0.37 s can only

be used when the maximum of the measured velocity is

less than 57 lm/s). For a data set, around 12,000 particle

velocity vectors were obtained. In the data post-processing

procedure, error vectors due to sticking particles and mis-

matching of tracking particles were eliminated from the

raw data set. To distinguish the sticking particles on the

bottom wall, a discrimination process was preformed based

on the minimum displacement of the tracer particles at the

distance less than 3 lm away from the bottom wall (Liu

et al. 2013). After filtering out the sticking particles, the

outlier filter was applied based on the global standard

deviation r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
i¼1 e2

i

q
with e2

i ¼ u
0 � u0 ; u0 ðxi; ziÞ ¼

uðxi; ziÞ � uðxi; ziÞ the local deviation and �uðxi; ziÞ the

local average velocity at the position of individual particle

(xi; zi). To calculate �uðxi; ziÞ, the Gaussian averaging

algorithm was utilized, where a weighting of the neigh-

boring particles is determined by their distances and the

Gaussian constant (0.5 lm) (Liu et al. 2013). As a result,

the data points with ei [ 2r are removed from the data set.

The retained particle velocity vectors were interpolated

onto a regular Cartesian grid with an equidistant spacing

(Dx;Dz)=(1 lm, 1 lm) in the (x, z) plane, by using a

Gaussian averaging algorithm (Liu et al. 2013).

3 Numerical methods

3.1 Numerical models

In this study, numerical simulations of ACEO flow were

carried out by using the nonlinear electro-kinetic model: the

classical GCS model by accounting for the surface conduc-

tion. To this end, the EDL is assumed in a state of quasi-

equilibrium (x� s�1
EDL; with x the oscillating angular fre-

quency and sEDL ¼ e=r being the relaxation time of the

cyclic EDL charging), in which the relationship between the

charge distribution and the potential is described as Poisson–

Fig. 2 3D trajectories of several particles measured at applied

frequency of 1,000 Hz and voltage of 1 V, where the yellow area

indicates the position of the electrode (color figure online)
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Boltzmann statistics. The bulk solution, apart from the EDL,

is assumed to be charge neutral with a uniform charge con-

centration (Ramos et al. 2003; Olesen et al. 2006). To relate

the surface conductivity to local concentrations and local

species of ions, the electro-convection of ions in the EDL is

considered (Lyklema 1995). Furthermore, the applied fre-

quency x is assumed to be so high that the fluid cannot follow

the instantaneous changes in propagation direction of ions

during each AC cycle; the fluid ‘‘feels’’ only the time-aver-

aged slip velocity. According to the electrode pattern and the

resulting velocity field in the experiment, a two-dimensional

geometry shown in Fig. 1 is considered in the present model.

In the bulk domain (0� x� 2L and 0� z�H) the

electric potential /ðx; z; tÞ is governed by the Laplace

equation

r2/ ¼ 0: ð4Þ

On the insulated channel wall, the normal current vanishes,

and thus, the boundary condition of the bulk domain is

described as

r
o/
oz
¼ 0: ð5Þ

On the electrodes, the induced EDL acts as an ideal capaci-

tor; its effect upon the electro-kinetics is represented by the

charge conservation equation. Combined with the effect of

the surface conduction, the dynamic charging of the EDL is

defined (Soni et al. 2007; Gregersen et al. 2009) as

oq

ot
¼ r

o/
oz
� o

ox
JT; ð6Þ

where JT ¼ rTET ¼ �rTo/=ox is the electric surface

current density with rT the surface conductivity and ET the

tangential electric field.

Full closure of model (4–6) requires a specification of

the relation between /ðx; z; tÞ and q(x, t). To this end, the

potential drop across the double layer is given by (Ramos

et al. 2003; Olesen et al. 2006)

Vext � / ¼ f� q

Cs

; ð7Þ

where leading and trailing term of the right-hand side cor-

respond with the potential drops in the diffuse layer and Stern

layer (with capacitance Cs), and Vext ¼ Vo sinðxtÞ represents

AC voltage applied on the electrode (Vo voltage amplitude).

The total capacitance of the double layer is defined as

CDL ¼
1

Cd

þ 1

Cs

� ��1

¼ 1

1þ d
Cd;

where Cd is the capacitance of diffuse layer, and d ¼
Cd=Cs is a capacitance ratio between diffuse layer and

Stern layer. In the Debye–Hückel approximation,

Cd ¼ e=kD, leading to CDL ¼ e=kDð1þ dÞ (Bazant et al.

2009; Olesen et al. 2006). By eliminating f through relation

in Eqs. 1 and 7 is rewritten as (Olesen et al. 2006)

Vext � / ¼ � 2kBT

ez
sinh�1 kDezq

2ekBT

� �
� dkDq

e
; ð8Þ

which, together with relations (4–6), provides a fully

closed nonlinear model for the bulk potential /.

As the Reynolds number is usually very small for the

typical microflow, the behavior of the fluid u is governed

by the steady Stokes equations (Ramos et al. 2003),

r � u ¼ 0; �rpþ lr2u ¼ 0; ð9Þ

with p the pressure. No-slip conditions are imposed on

boundary segments other than the electrodes. The time-

averaged slip velocity, given by the Helmholtz–Smolu-

chowski formula (Olesen et al. 2006)

huslipi ¼
x
2p

Z2p=x

0

uslipdt; uslip ¼ �
ef
l

ET ¼
ef
l

o/
ox
; ð10Þ

is imposed upon the electrodes. Note that despite essen-

tially unsteady electro-kinetics, we obtain a steady-state

flow field as the fluid ‘‘feels’’ only the time-averaged slip

velocity due to the high AC frequency. For inlet and outlet

of the numerical domain, periodic boundary conditions are

applied both for the electric and flow models.

According to the experimental situation, 0.1 mM KCl

solution is considered to be the electrolyte in the simula-

tion. Vext ¼ Vo sinðxtÞ is applied on one electrode while a

ground potential Vext = 0 is connected to the other (see

Fig. 1). Considering the physical screening length ratio

between the diffuse layer and the Stern layer (Bazant et al.

2009), d = 0.1 is chosen in this study. The constants used

in the simulation are given in Table 1.

For simplicity of the analysis, the simulations were per-

formed using dimensionless parameters. The electro-kinetic

and flow models are nondimensionalized by rescaling the

governing equations and relevant variables via

½x̂; ẑ� ¼ ½x; z�
G

; t̂ ¼ t

sRC

; /̂ ¼ /
/o

; q̂ ¼ q

/oCDL

;

û ¼ u

uo

; p̂ ¼ p

qmuo=G
; ð11Þ

with sRC ¼ CDLG=r the equivalent electric circuit, /o ¼
kBT=ze the thermal potential and uo ¼ eV2

o=lG the natural
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scale of the slip velocity (Olesen et al. 2006). Accents

indicate dimensionless variables. Therefore, the dimen-

sionless governing equation of electrical potential (Eq. 4) is

r̂2/̂ ¼ 0: ð12Þ

The boundary condition on the insulating walls is

o/̂
oẑ
¼ 0: ð13Þ

On the electrodes, the boundary condition is given as

oq̂

ot̂
¼ o/̂

oẑ
þ o

ox̂
Du

o/̂
ox̂

 !
; ð14Þ

where Du ¼ rT=Gr is the Dukhin (Du) number (Lyklema

1995). For a binary symmetrical electrolyte with identical

diffusion coefficients D, the Du number simplifies to

(Lyklema 1995; Soni et al. 2007; Gregersen et al. 2009)

Du ¼ 4kD

G
ð1þ mÞ sinh2 zef

4kBT

� �
; ð15Þ

with m ¼ 2eðkBT=eÞ2=lD the ratio between ion electro-

convection to the electro-migration (Lyklema 1995).

The dimensionless potential distribution across the

double layer is written as

V̂ext � /̂ ¼ 2 sinh�1 � q̂

2ð1þ dÞ

� �
� q̂d
ð1þ dÞ : ð16Þ

with V̂ext ¼ V̂o sinðx̂t̂Þ and V̂ext ¼ 0 on the electrode pair.

The nondimensional form of the steady Stokes equations

is then written as

r̂ � û ¼ 0; �r̂p̂þ r̂2û ¼ 0; ð17Þ

with

hûslipi ¼
x̂
2p

Z2p=x̂

0

ûslipdt̂; ûslip ¼ �2 sinh�1 q̂

2ð1þ dÞ

� �
o/̂
ox̂
:

ð18Þ

The nondimensional governing equations and boundary

conditions are shown schematically in Fig. 3.

3.2 Simulations

The finite-element package COMSOL Multiphysics

4.2a (COMSOL Inc., Sweden) is utilized for numerical

simulation of the electro-kinetics and the flow fields (Olesen

et al. 2006; Storey et al. 2006; Soni et al. 2007; Gregersen

et al. 2009). For given parameter settings, simulations exploit

the one-way coupling between electro-kinetic and flow

dynamics, and have been carried out in two steps. Firstly, the

electrostatics equation (Eq. 12) incorporating the Neumann

boundary conditions (Eqs. 13 and 14) was solved in com-

bination with the potential drop equation (Eq. 16). The time-

dependent slip velocity (Eq. 18) is subsequently evaluated

from the resolved electric field. Secondly, the flow field is

solved for the steady Stokes equations in which the evaluated

time-averaged slip velocity is applied as a boundary condi-

tion on the electrodes.

As the Neumann boundary conditions (Eq. 13 and 14)

are discontinuous on the bottom of the numerical domain,

the smoothed Heaviside function was adopted for a gradual

transition in boundary conditions between electrodes and

gaps (Speetjens et al. 2011). This method ensures conver-

gence and thereby accurate resolution. As a result, the

boundary conditions (Eqs. 13 and 14) on the bottom wall

ẑ ¼ 0 are combined as

o/̂
oẑ
¼ F1ðx̂Þ þF2ðx̂Þ½ � oq̂

ot̂
� o

ox̂
Du

o/̂
ox̂

 !" #
; ð19Þ

where F1;2 ¼Hðx̂� x̂
ð1;2Þ
A ; eHÞHðx̂ð1;2ÞB � x̂; eHÞ with

Hðx̂; eHÞ the smoothed Heaviside function within a tran-

sition region of width eH and positions x̂
ð1;2Þ
A and x̂

ð1;2Þ
B are

leading and trailing edges of the electrodes, respectively.

The smoothed Heaviside function is given via

Hðx̂; eHÞ ¼ ½ðtanhðx̂=eHÞ þ 1�=2: ð20Þ

Table 1 Constants used in the simulations for a 0.1 mM KCl solution

Value Unit Description

G 14 lm Characteristic length

e 6.943 9 10-10 C2/Nm2 Permittivity

r 1.7 mS/m Electric conductivity

D 1.98 9 10-9 m2/s Diffusion coefficient of ions

l 1 9 10-3 Pa s Viscosity

z 1 – Valence of ions

co 0.1 mM ionic concentration

(completely diluted)

m 0.45 – Ratio between ion

electro-convection to migration

d 0.1 – Capacitance ratio

kD 30 nm Debye length (co = 0.1 mM)

T 293.15 K Temperature
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The smoothed Heaviside function attains a smooth transi-

tion from electrode to gap within a narrow region of eH .

However, this method artificially changes the physical

boundary conditions. By choosing a very small value of eH ,

the resulting error on the solution can be considered to be

negligible. In this study, eH ¼ 0:05 was used.

The geometry for the electro-kinetic and flow problems

is discretized with a nonequidistant mesh so as to enhance

computational accuracy and efficiency. Lagrange cubic

shape functions are used in COMSOL. To ensure sufficient

spatial resolution in solving Eq. 19, at least 1,000 nodes are

used on the bottom of the domain and the corresponding

spacing is Dx̂ ¼ 0:01. This mesh meets the resolution cri-

terion on the smoothed Heaviside function, Dx̂� eH . If

increasing the spatial resolution from 1,000 to 2,000 nodes,

the change of /̂ is less than 0.1 % for V̂o ¼ 10.

4 Results and discussion

4.1 Numerical slip velocity

In order to evaluate the performance of the present

numerical scheme, we compared our results with the

classical GCS model used in prior work (Olesen et al.

2006). It must be noted that in the limit of very small Du

number, Du = 0, in Eq. 14, the present model reduces to

the standard GCS mode. Figure 4 shows the predicted time-

averaged slip velocity profile huslipi at frequencies of 100

and 1,000 Hz for voltages of 0.5 and 2 V. The case without

the effect of surface conduction (Du = 0) is also plotted

for comparison. The profiles nicely expose the significant

decline of the slip velocity nearby the electrode edge due to

the surface conduction. Even though at the low applied

voltage, the effect of the surface conduction on the slip

velocity is so obvious that the surface conduction cannot be

neglected, which significantly reduces the slip velocity

(Fig. 4a, b). When voltage increases from 0.5 to 2 V at 100

Hz, the slip velocity close to the edge is significantly

reduced by a factor of about 4, and the sharp increase in the

velocity near the electrode becomes spread out (Fig. 4c, d).

Compared with the case in the absence of the surface

conduction, the reduction in the velocity due to the surface

conduction can be found nearby the center of the electrode.

In addition, due to the spatial periodicity of geometry and

boundary conditions, the slip velocity and the resulting

entire flow field can be seen to be periodic with a periodic

distance of L along the x-axis, and furthermore is sym-

metric relative to the center of the electrode (Ramos et al.

2003). The numerical results reveal that the surface con-

duction does not affect these periodicity and symmetry

characteristics (Fig. 4).

However, if increasing the frequency, the reduction in

the slip velocity due to the surface conduction becomes

weak. To evaluate the effect surface conduction as function

of frequency, a space-averaged Dukhin number along the

electrode surface, Du ¼
R Ŵ

0
Duðx̂Þdx̂=Ŵ ; is calculated.

Figure 5 shows Du as a function of time over one period of

the oscillation at 100 and 1,000 Hz for 2 V. The maximum

of Du at 100 Hz is up to about 1.04 while it is reduced to

about 0.14 at 1,000 Hz, one order smaller than at 100 Hz. It

suggests the Du number decreases with the increase in the

frequency. This reduction in the Du number against the

frequency is attributed to the charging procedure of the

double layer. For low frequencies, the ions have sufficient

time to reach the electrodes and generates a high f, leaving

a high Du number in the double layer while for high fre-

quency, the Du number is small due to a low f.

Fig. 3 Dimensionless

governing equations and

boundary conditions
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4.2 Comparison between numerical and experimental

results

Figure 6 shows the numerical and experimental velocity

vectors on an equidistant grid in the domain 0 B x B 35 lm

and 3 lm B z B 47 lm, including one half of the electrode,

at a voltage of 1 V and a frequency of 1,000 Hz. The black

line at the substrate indicates one half of electrode, and the x-

component of velocity is indicated by the color bar. Com-

paring the predicted velocity field to the experimental one, it
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Fig. 4 Time-averaged slip velocity profiles huslipi across the electrodes at two frequencies of 100 and 1,000 Hz for two voltages, 0.5 and 2 V

Fig. 5 Mean Du number over one period of the oscillation compared with applied voltage at 100 Hz (a) and 1,000 Hz (b) for 2 V

1026 Microfluid Nanofluid (2014) 16:1019–1032

123



reveals that the numerical simulation predicts well the size

and shape of the ACEO vortex and the position of the center

from the experimental observation. However, the magnitude

of the predicted velocity is much bigger than the experi-

mental result.

To analyze how much deviation exists from the exper-

imental velocities, a coefficient of deviation is defined as:

hDev ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

P
XðUnum

i;j � U
exp
i;j Þ

2
q

1
N

P
XU

exp
i;j

ð21Þ

where U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

x þ u2
z

p
is the velocity magnitude, the

superscripts num and exp refer to the numerical and

experimental values and N is the number of velocities in

the area of evaluation X. As a large fluctuation of the

measured velocity was found close to the top wall of the

channel (see Fig. 6b), the domain 0 B x B 35 lm and 3

lm B z B 30 lmm is chosen in the evaluation of the

deviation. For 1,000 Hz at 1 V, hDev is up to 2.06.

The numerical and experimental axial velocity value

above the electrodes are in detail compared, as the move-

ment of the tracer particle with a diameter of 2 lm could be

affected by the interaction between the particles and wall.

Besides, the sticking particles at the wall may locally

influence the electric and flow fields. Therefore, the axial

velocity measured at z C 3 lm is used to validate the

numerical results. Figure 7 shows the numerical and

experimental velocities at a voltage of 1 V and frequencies

of 100 and 1,000 Hz respectively at z = 3 lm. The dis-

tribution of predicted velocity at 100 Hz is smoother along

the surface of electrodes than at 1,000 Hz. This smoother

velocity field is due to the EDL fully charged in the sim-

ulation, yielding a larger Du number. For 100 Hz at 1 V,

the maximum of Du is about 0.40, compared with Du ¼
0:06 at 1,000 Hz. In addition, the axial predicted velocities

as a function of the vertical distance away from the sub-

strate are plotted in Fig. 7. It reveals that the numerical

axial velocity decreases significantly as z increases and the

curvature of the velocity profile reduces along the surface

as well. At a distance of 3 lm away, the curvature of the

predicted velocity profile is in good agreement with the

measured one.

To quantitatively match the experimental results, a

correction factor K is performed on the numerical velocity.

To this end, the deviation of velocity between the corrected

numerical and experimental results at z = 3 lm is calcu-

lated in terms of K as

DevðKÞ

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i¼0

N

½ðKunum
x ðxi; 3Þ � u

exp
x ðxi; 3ÞÞ2 þ ðKunum

z ðxi; 3Þ � u
exp
z ðxi; 3ÞÞ2�

vuut :

ð22Þ

By the minimum value of Dev, one can find the value of K,

which yields the closest match between numerical and

experimental results. Figure 8 shows the corrected

numerical velocity and experimental one at 100 and 1,000

Hz for 1 V. Compared with K ¼ 0:85 at 100 Hz, the cor-

rection factor decreases to K ¼ 0:38 as the frequency

increases to 1,000 Hz. The correction factor closer to the

Fig. 6 Comparison of the velocity vectors between the numerical

simulation and experimental result at a voltage of 1 V and a frequency

of 1,000 Hz. a Numerical predicted velocity vectors of ACEO flow on

an equidistant grid with (Dx;Dz) = (1 lm, 1 lm) in the domain

including half electrode, plotted in the (x, z) plane and b quasi-2D

experimental interpolated velocity vectors of ACEO flow on the same

equidistant grid. The black solid lines indicate the position of the

electrodes
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unity at a low frequency indicates that the numerical pre-

diction quantitatively matches the experimental velocity.

As mentioned above, at a lower frequency the surface

conduction becomes important. The surface conduction

lowers the predicted velocity, leading to that the difference

with the experimental measurement declines. Both exper-

imental observations provide first indications that the sur-

face conduction indeed becomes a relevant factor in the

process.

Figure 9 shows the correction factor as a function of

frequency for 0.5, 1, 1.5 and 2 V. At frequencies higher

than 200 Hz, the correction factor may be reasonably

approximated by a constant K ¼ 0:35 for voltages of 0.5, 1,

1.5 and 2 V. This factor is closer to the ideal correction

factor K ¼ 1 than the factor K ¼ 0:25 found in Green et al.

(2002), signifying a better prediction by the nonlinear

model compared with the linear model of Green et al.

(2002). However, the improvement is modest, since the

departure of K from unity is still significant.

Adopting the Green’s method, in the present simulation

at frequencies higher than 200 Hz, we introduce a correc-

tion factor K ¼ 0:35 in the Helmholtz–Smoluchowski

formula (Eq. 10) as follows (Green et al. 2000, 2002;

Bazant et al. 2009):

u�slip ¼ �K
ef
l

ET : ð23Þ

4.3 Vortex structure

According to the velocity field, one can calculate the span-

wise component of the vorticity by xy ¼ oux=oz� ouz=ox.

In this study, due to the large fluctuation of the measured

velocity, the interpolated velocity field is further smoothed

(a) (b)

Fig. 8 Comparison between corrected numerical and experimental velocity profiles above the electrode surface at 1 V and frequencies: a for 100

Hz (K ¼ 0:85) and b for 1,000 Hz (K ¼ 0:38), respectively

(a) (b)

Fig. 7 Numerical and experimental velocity profiles above the electrode surface at 1 V and frequencies: a for 100 Hz and b for 1,000 Hz

respectively. The black solid line indicates the position of the electrodes
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by a combination of discrete cosine transforms and a

penalized least-squares approach (Garcia 2011). Figure 10

shows the comparison of the spanwise component of its

vorticity between the corrected numerical prediction

(K ¼ 0:35) and the experimental measurement at a voltage

of 1.5 V and a frequency of 1,000 Hz in the domain for which

0 B x B 35 lm and 3 lm B z B 47 lm. The circulation, i.e.,

strength, of the vortex is given via the area integral,

C ¼
R

A
xydA, where the area A is determined via eigen-

values of the strain-rate tensor (k2-method) (Jeong and

Hussain 1995; Vollmers 2001). It exhibits that the area A of

the vorticity obtained in the experiment is consistent with the

prediction, and its circulation (2,416.0 lm2/s) is in good

agreement with the numerical result (2,209.9 lm2/s). Its

vortex center (xc ¼ 1
C

R
A
xyxdA; zc ¼ 1

C

R
A
xyzdA) is at a

distance of about 4.5 lm from the electrode edge and 9.3 lm

from the substrate, which is similar to the prediction where a

distance of 5.8 lm from the edge and 7.9 lm from the

substrate is found.

Figure 11 shows the comparison between the experi-

mental and numerical circulations (with K ¼ 0:35 when

frequencies higher than 200 Hz) as a function of frequency

at voltage of 1, 1.5 and 2 V. It reveals that the experimental

circulation C is dependent on the frequency, where the

frequency at which the maximum occurs is 600 Hz at 1 V

and reduces to 300 Hz as the voltage increases to 2 V. As

the magnitude of C is directly related to the velocity field,

and the velocity field is induced by the slip velocity of

ACEO, the dependence of C on the frequency can be

considered to reflect the characteristics of the slip velocity

on the frequency. The results on the maximum of the

circulation (at 600 Hz at 1 V and at 300 Hz at 2 V) is

consistent with the maximum velocity and thus occurs near

the so-called characteristic frequency of the velocity (Ra-

mos et al. 2003; Olesen et al. 2006). Such a shift of the

characteristic frequency with voltage is due to the nonlin-

ear charging procedure in the double layer (Olesen et al.

2006). With the increase in the voltage, the RC time for

charging the double layer through the bulk electrolyte

significantly increases due to the nonlinear increase in

double layer capacitance. Consequently, the characteristic

frequency of the slip velocity is reduced by the increase in

voltage. The numerical prediction on maximum of C with

K ¼ 0:35 is about 600 and 500 Hz for 1 and 2 V, respec-

tively (see Fig. 11), which is similar to the experimental

observation. It demonstrates that the numerical nonlinear

model correctly predicts the tendency of the frequency

dependence for ACEO flow obtained in the experiments.

4.4 Discussion of the results

For quantification of the effect of the correction factor on

the prediction of the ACEO flow at frequencies higher than

200 Hz, the velocity deviation in terms of unum
x � uexp

x and

unum
z � uexp

z (unum is the corrected numerical velocity with

K ¼ 0:35) at 1 V and 1,000 Hz is shown in Fig. 12a, where

the absolute value of the deviation of the velocity magni-

tude (jUnum � Uexpj) is indicated in colors. It shows that

relative large deviations occur primarily near the electrode

edge. This could be caused by dielectrophoresis. Close to

the electrode edge, the dielectrophoresis reaches a maxi-

mum, acting toward the electrode edge due to ReðvCMÞ[ 0

(Green and Morgan 1999). As expected, the direction of

the deviations in Fig. 12a is consistent with the direction of

the DEP (toward the electrode edge), indicating that the

dielectrophoresis could be an important reason of the

deviations.

Figure 12b shows a coefficient of deviation hDev (see Eq.

21) as function of frequency at voltages from 0.5 to 2 V.

For frequencies higher than 200 Hz with K ¼ 0:35, the

coefficient of the deviation reduces to about a value of 0.5,

indicating that the corrected numerical prediction quanti-

tatively matches the measured velocity field with a relative

low variation. And as expected, a relative low coefficient of

deviation is also found at low frequency and high voltage

with K ¼ 1, where higher surface conduction lowers the

ACEO velocity to be comparable with the numerical pre-

diction. Additionally, as a high local deviation near the

electrode edges exists and its effect could arise from the

DEP, the coefficient of the deviations is shown as function

of the voltage. At a frequency higher than 200 Hz, when

the voltage changing from 1 to 2 V, hDev increases from

approximately 0.36 to 0.50 (Fig. 9). Its tendency as

Fig. 9 Correction factor as a function of frequency
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function of voltage is consistent with the dielectrophoresis.

The deviation at 2 V (compared to 1–1.5 V) is expected

due to nonlinear effects. To reduce the DEP effect, further

studies should focus on improving the optical system to

allow for smaller tracer particles in the measurements.

In the present numerical study, the classical GCS model

was used to simulate the ACEO slip velocity by simulta-

neously accounting for the surface conduction. Some lim-

itations of the used GCS model are that the molecular

nature of the solvent is neglected, and as a consequence, in

the double layer the relative permittivity is taken as a

constant. In a recent study by Das et al. (2012), the field-

dependent solvent polarization, like for water dipoles, is

taken into account. As the polar solvent molecules get

oriented, in response to the electric field in the EDL, the

permittivity of the solvent will be field dependent and may

be considerably reduced in comparison with the bulk

properties. Due to that the EDL potential gradient and

thickness decrease as well. This effect is most prominent

for larger values of wall potential and solvent polarization

A. For a 10-nm-thick water channel, a value is found of

A = 0.1, while in our case a much lower value of 10-5 is

found. So for microchannels and relatively low potential

values, the assumption made of constant relative permit-

tivity seems reasonable.

Faradaic current injection can also become more dominant

at high frequencies and voltages. The study by Olesen et al.

(2006) on a comparable system reveals that Faradaic current

injection becomes significant for higher frequencies, mani-

festing itself in a decreasing slip velocity and at some point

even in flow reversal. This suggests an overall larger deviation

between experiments and simulations in the higher frequency

regime. This trend is consistent with the behavior found in our

system in that the correction factor K progressively drops

below unity (signifying stronger overprediction by the model)

for frequencies beyond approximately 200 Hz (Fig. 9). This

identifies Faradaic current injection as a potential factor in at

least this regime. However, for lower frequencies (below 200

Hz), the opposite happens; the model underpredicts the

experimental results (K [ 1). This signifies a change in rel-

ative contribution of the electro-kinetic mechanisms acting

near the electrodes, yet it is unclear how. Increasing the

voltage overall tends to amplify the slip velocity. Though not

yet understood, the nonlinear nature of both current injection

and surface conduction as well as their interplay is believed

primary causes. Nonlinear current injection has in Olesen et al.

(2006), e.g., been observed to promote higher slip velocities at

lower frequencies; increasing the voltage amplifies this effect

Fig. 11 Comparison between the experimental and numerical

circulations with K ¼ 0:35 as a function of frequency at voltages of

1, 1.5 and 2 V

Fig. 10 Vorticity and circulation at 1.5 V and frequency of 1,000 Hz, where the red solid line indicates the boundary of the ACEO vortex,

k2 ¼ �10. a Corrected prediction ðK ¼ 0:35), b experimental results (color figure online)
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up to a certain threshold, beyond which it again diminishes.

This reasonably correlates with our observations at lower

frequencies in that the correction factor increases substantially

in this regime.

5 Conclusions

In this paper, we present an experimental investigation to

validate the numerical prediction on the vortical structures

due to AC electro-osmosis. The 3D fluid velocities above

the symmetric electrodes are obtained using astigmatism l-

PTV and used to validate the numerical prediction in an

extended nonlinear GCS model accounting for surface

conduction effects. It reveals that the surface conduction in

the present model reduces the over-prediction of GCS

model as clearly visible at lower frequency and high

voltage in the experiments. The structure and position of

the ACEO vortex are qualitatively in good correspondence

with the experiments. The curvature of predicted axial

velocity value is in good agreement with the measured at a

distance of 3 lm above the electrode surface. At a higher

frequency, a higher predicted velocity is observed com-

pared with the experiments. A correction factor has been

estimated to be K ¼ 0:35 in the frequency range of 200–

3,000 Hz and at voltages of 0.5, 1, 1.5 and 2 V. This value

is larger than the factor K ¼ 0:25 in Green’s work at 0.5 V

(Green et al. 2002), signifying a better prediction by the

nonlinear model comparable to the linear model adopted in

Green et al. (2002). After using a velocity field correc-

tion factor, the coefficient of deviation reduces to approx-

imately 0.5 at 0.5, 1, 1.5 and 2 V. The relative low

correspondence between the simulation and measurement

after correction may possibly result from the dielectroph-

oretic effect on the movement of the tracing particles near

the electrode edge in the experiment, especially at low

frequencies. At high frequencies, the deviations are most

likely related to Faradaic current injection.

The circulation has been quantified as a function of fre-

quency. It shows that the maximum of experimental circula-

tion is at 600 Hz for 1 V and at 300 Hz for 2 V, and the

circulation becomes smaller when the frequency is high or low.

This frequency shift of the maximum is captured in the sim-

ulation. It signifies that the present numerical model correctly

predicts the qualitative frequency and voltage dependence for

ACEO flow obtained in the experiments. Further development

of the present model will be needed to fully describe the

experimental results, including other factors, e.g., the influence

of DEP and the Faradaic current injection. This work may

contribute to further understanding of ACEO flow and expla-

nation of some of the phenomena observed in experiments.
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