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Abstract Organic-aqueous liquid (phenol) extraction is
one of many standard techniques to efficiently purify
DNA directly from cells. Effective mixing of the two
fluid phases increases the surface area over which bio-
logical component partitioning may occur. In this work,
two phase mixing has been demonstrated in a three inlet
microfluidic device geometry. Mixing between the two
phases has been achieved by producing an electrohy-
drodynamic instability at the liquid-liquid interface be-
tween the two phases. The initial instability is modeled
by considering the small signal linearized analysis for
interfacial stresses from both fluid and electrical stress
tensors for both inviscid and viscous models. These
models predict the onset of instability and the stability
criteria over a range of unstable wavenumbers of the
mixing process. These models may be applied to relevant
microscale geometries, where the unstable wavenumbers
and fastest growth wavenumber are determined. At an
applied electric field of ~8.0x10° V/m an instability is
experimentally observed by labeling the organic phase
with a fluorescent dye and visualizing interfacial per-
turbations by microscopy. Increasing the electric field
increases the instability growth rate and results in an
increase of the level of mixing. These results show an
increase in conductive fluid entrainment into the non-
conducting fluid core measured as a percentage of area
of entrainment into the fluorescently labeled organic
phase. The entrainment area is seen to increase from 1.9
to 28.6% as the applied field is increased from 8.0x10° to
9.0x10° V/m. The mixing images are converted into a
power spectrum using a fast Hartley transform and the
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band of unstable wavenumbers of the mixing process are
determined. From these results, the theoretical field
strengths required to produce these unstable wavenum-
bers are calculated using the theoretical model, deter-
mining the maximum field strength required to excite the
largest measured unstable wavenumber. At lower field
strengths tested, the theoretically predicted maximum
electric field and fastest growth wavenumber compare
favorably with the initially applied field and measured
fastest growth wavenumber whereas at higher field
strengths the theoretical field is much larger than the
initially applied field. This is attributed to the larger level
of mixing and the ability of the instability to grow be-
yond the linear range and the field increases as the
mixing process occurs due to entrainment of highly
conductive fluid decreasing the effective dielectric spac-
ing so that the linearized models underpredict the
instability growth rates and interfacial perturbations.

Keywords Electrohydrodynamic mixing -
Two-Phase flow - EHD instability

1 Introduction

Batch fabricated microfluidic platforms that can mimic
conventional sample preparation techniques performed
in laboratories hold great potential to enable both re-
search and healthcare advances. Such miniaturized
diagnostic devices have been termed micro total analysis
systems (uTAS) or biochips and combine sensing
mechanisms (physical, optical, electrical or chemical)
with microfluidics. Such autonomous platforms have
attracted considerable research interest due to oppor-
tunity to fabricate a highly integrated system able to
perform all necessary processing steps required for the
specific application. While microfluidics promises to
have an impact in many research fields, one of the more
attractive applications of microfluidics has been towards
biomedical and life science diagnostics. A major research
thrust in microfluidics has been the development of
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autonomous platforms for the extraction, purification
and analysis of biological material from cells while using
smaller reagent volumes with higher accuracy at a lower
cost per device [1].

The motivation for the studies presented here is to
create a miniaturized liquid extraction module for the
purification of DNA from biological samples for genetic
analysis. Genomic or plasmid DNA extraction using
aqueous—organic liquid extraction is one of many stan-
dard techniques commonly performed in biology labo-
ratories [2]. Briefly, the procedure consists of lysing cells
in a basic lysis buffer (10 mM Tris, pH 8.0, 0.1 M
EDTA, 20 pg/ml Pancreatic RNAase, 0.5% SDS and
100 pg/ml proteinase K) and adding an equal volume of
phenol, chloroform and isoamyl alcohol (25:24:1 by
volume) mixture to the aqueous solution. The organic
(phenol) phase is immiscible with the aqueous phase and
so the two phases separate in a gravitational field due to
density differences. A vortexing step ‘mixes‘ the two
phases and allows the different cellular components to
partition into either the aqueous or organic phases. With
effective mixing, the cell components naturally distribute
themselves into the two phases in order to minimize
interaction energies of the biological components with
the surrounding solvents. The membrane components
and protein partition to the organic—aqueous interface,
while the DNA stays in the aqueous phase. This parti-
tioning occurs over molecular dimensions at the aque-
ous—organic interface. Thus, effective mixing maximizes
the surface area over which this partitioning occurs.
Therefore, the smaller the discrete phase domains, the
more effective is the DNA extraction procedure. After
the mixing step, the two immiscible phases are allowed
to separate and the aqueous phase is removed using a
micropipette tool. The DNA is then concentrated by
precipitation in ethanol and resuspended in an aqueous
buffer. This technique has only been useful for a large
number of cells and uses a large volume of liquid
(~1 ml) because of DNA loss during the aqueous phase
removal and the size of micropipette tools. Recently, the
use of DNA extraction columns has become more
commonplace. Here, DNA is suspended within a gel
matrix and other cellular components are passed
through the column. The DNA is then eluted in an
elution buffer and captured. DNA purification has been
demonstrated using high-density silicon post arrays [3,
4], or by creating miniaturized silica columns [5-7]. First
cells are lysed in a lysis buffer and the free protein is
precipitated. The lysate is then loaded onto the column
and the DNA is adsorbed onto the silica surfaces in a
high salt buffer solution, the column is washed to re-
move proteins or cellular debris and finally the nucleic
acids are eluted in a low salt buffer.

The long-term goal of these studies is to create an
autonomous uTAS device that would perform all nec-
essary biochemical DNA processing steps from whole
cell sample introduction to obtaining a genetic profile of
the sample in question. The device would have fluidic
inlets for sample and enzyme introduction, specialized

chambers for all necessary reactions (lysis, restriction
endonuclease digest, PCR amplification) and DNA
capillary electrophoresis separation. Of particular
interest is to miniaturize the phenol extraction procedure
for DNA purification. This requires an understanding of
two phase flow mechanics in microgeometries. The sta-
bility criteria for obtaining stable stratified organic
aqueous microflows has been experimentally examined
[8]. This work is extended to study electrically enhanced
mixing to increase the surface area over which liquid
extraction occurs.

In most microfluidic devices, mixing occurs between
two inlet streams of the same fluid where the two
streams must be dispersed to remove any concentration
gradients of dissolved components between the two
streams. Mixing techniques can be classified into active
and passive mixing categories. Passive mixing techniques
usually involve modification or augmentation of the
channel surfaces. Passive mixing schemes that has been
reported include the use of successive lamination [9],
mixing in serpentine microchannels [10], rotating block
geometries where the geometry of the channel is used to
induce secondary flow [11], placing obstacles within the
flow path [12] and augmentation of the channel lower
wall in a staggered herringbone pattern to promote
chaotic advection [13]. Most passive mixing techniques
require modification of the microfluidic channel and use
of complex geometries. Alternatively, active mixers have
been reported using temporally controlled flow profiles
with sequential flow switching between two inlets [14],
by superimposing low frequency sinusoidally fluctuating
flow on a steady state flow [15] and using magnetic mi-
crostirrers [16]. A category of active mixing techniques
has also been reported using conductivity gradients first
in macroscale systems [17, 18] and more recently on the
microscale using conductivity gradients that are per-
pendicular to the flow direction [19-21] and electroki-
netically driven mixing [22] where an AC electric field is
used to produce a flow instability that mixes the two
phases. The use of electrohydrodynamic (EHD) insta-
bility for mixing between a single phase with spatially
varying conductivity has also been reported [23, 24].

In this work, two phase mixing between an organic
and aqueous phase is considered. Of particular interest is
mixing between an aqueous phase and an organic phase
consisting of phenol, chloroform and isoamyl alcohol
(25:24:1) in a stratified three layer system where each
layer is 50 um wide. However, the analysis presented
may be applied to any three layer organic/aqueous sys-
tem where the two phases are immiscible and the
aqueous phase is assumed to be a perfect conductor and
the organic phase is assumed to be a perfect insulator.
Since the organic and aqueous phases are immiscible,
mixing in this context is defined as an increase in inter-
facial area between the two phases from droplet for-
mation to dispersion of the two phases. Mixing is
promoted by creating an unstable flow profile by elec-
trically inducing the unstable motion of the interface
between the two solution phases. The aqueous phase is



assumed to be infinitely conducting due to dissolved salt
ions, while the organic phase is assumed to be perfectly
insulating. In the presence of an electric field, charge
accumulates at the aqueous/organic interface. At a
critical voltage the interface becomes unstable and the
aqueous and organic layers mix.

2 Linear stability model

In order to understand how the mixing will proceed, it is
important to understand the stability criteria at the or-
ganic—aqueous interfaces. The inviscid and viscous sta-
bility models presented here are used for comparison to
experimental instability mixing, instability growth rates
and wavenumber dependence of growth rates. The
model consists of a non-conducting fluid sandwiched
between two perfectly conducting layers maintaining an
initially flat interface, with a DC potential, V., applied
across two parallel plate electrodes (Fig. 1). This setup
very closely resembles the physical flow profile of an
experimental stratified two phase flow, except that in the
experimental work reported the fluids are moving under
flow conditions and stratified due to viscous shear for-
ces. Since the upper and lower fluids are assumed to be
perfect conductors, the electric field in the middle or-
ganic layer is always normal to the fluid interfaces. V,
can also be considered the root mean squared (RMS)
value of an AC voltage where the frequency is suffi-
ciently high that the interface cannot respond to the
high-frequency interfacial stresses and only responds to
the RMS value. When the relative impedance of the
different fluids are considered, it is found that the
magnitude of the impedance of the debye layer is much
smaller than the magnitude of the aqueous layer which
in turn is smaller than the magnitude of the impedance
of the organic layer in the frequency range tested in this
work. Therefore, the aqueous fluid acts as a perfect
conductor (¢ — o ) at low input frequencies
((wep/aw)<<1) where g, is the permittivity of the or-
ganic fluid (phenol) and oy, is the conductivity of the
aqueous fluid (water) so that the displacement current is
much less than the conduction current with minimal
voltage drop across the aqueous layer and essentially all
of the electric field across the organic layer. At high
frequencies ((we,/a,) > 1) the displacement current is
larger than the conduction current so the water does not
act as a perfect conductor and the electric field is not

Fig. 1 Schematic setup of rigid
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perpendicular to the interfaces and the deformation of
the interfaces results in electrical interfacial shear stres-
ses.

This configuration may be modeled using EHD linear
stability analysis of the electrical and fluid interfacial
boundary conditions using the transfer relations devel-
oped by Melcher [25]. A linearized perturbation analysis
is performed by linearizing the flow and electrical field
equations of the system shown in Fig. 1, where, the la-
bels 1-6 denote regions just above or below interfaces
where boundary conditions are applied to derive the
stability requirements of the system. The labels 1 and 6
denote the electrodes, 2 and 5 denote the aqueous sides
of the two interfaces and 3 and 4 denote the organic
sides of the two interfaces. This process is modeled using
both inviscid and viscous stability analyses applying the
kinematic and stress conditions at the interface. It
should be noted that this analysis neglects the effects of
fluid flow and focuses on the electrical forces which
destabilize the interfaces. Therefore, this preliminary
stability analysis makes several simplifying assumptions
and only predicts the incipience of instability and initial
instability growth rate. As the system is driven beyond
the small signal linear range, computational methods
must be employed to further characterize instability
progression into mixing.

2.1 Governing equations

The flow profiles of the two fluids are determined by
conservation of mass and the Navier—Stokes equation.

V-u=0, (1)
0
p {51: + (u- V)u} = —Vp+ pg+ uViu+F,, (2)

where F. is the electrical volume force density. The
volume force density is related to the divergence of the
electrical stress tensor and for incompressible fluids is

— 1
Fo =V T = pE - S [E['Ve, (3)

where T¢ is the electrical stress tensor, p; is the free
charge density, E is the electric field and ¢ is the space
varying dielectric permittivity. In the three layer system
denoted in Fig. 1 the volume charge in each layer is zero
(pr=0), but there is a surface charge on each interface.

plane—parallel electrodes with

three fluids layers having two
interfaces. The top and bottom
liquid layers are perfectly
conducting relative to the
insulating middle layer
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The two incompressible liquids are assumed to be
completely immiscible, so the dielectric permittivity is
modeled as a step function across each interface so that
the permittivity gradient is a dirac delta function right at
the interface. Since the dielectric permittivity is constant
in each layer, the polarization force density in each layer
is zero except along the interface where the step change
in permittivity contributes to an interfacial surface force
density.

In electrostatic systems the electric field has zero curl
so the electric field may be expressed in terms of a scalar
electric potential

VXxE=0=E=-Vé. (4)

Since the fluid layers are assumed to contain no
volume charge density and have constant permittivity,
Gauss’s law may be written as

V-E=0. (5)
Combining Egs. 4 and 5, the governing electrical
equation is Laplace’s equation

V3¢ =0. (6)

2.2 Kinematic and stress conditions

In the presence of an electric field the surface charge
density and polarization force density at the interface
influences the interfacial force balance boundary con-
dition and the electric field can affect fluid flow. The
interfacial stress balance boundary condition in the i
direction on a surface whose normal, n, is in the j
direction is

where T}; is the stress tensor, y is the interfacial tension
between the phases, and the superscript refers to either
the fluid (f) or electrical (e) contributions. Neglecting
y-directed variations, for small displacements, the nor-
mal to an interface with a small displacement ¢ is

f
i+

Tl-jnjH (V- m)m; = 0, (7)

(3)

The fluid and electrical stress tensor components are

Ou; Ou;
f_ s i, 9
T; = —pdyj + “(axj + 5’xi> 9)
and
1
Tj = eEiE; — 5 0yeEx B (10)

The electrical stress tensor in Eq. 10 is derived from
the volume force density in Eq. 3 due to coulombic and
polarization force densities [25].

2.3 Equilibrium

In beginning the small signal linearized analysis the
equilibrium stress balance must first be considered. In
the absence of interfacial displacements shown in Fig. 1,
(¢;=¢,=0) the equilibrium stress balances across the
flat interfaces are

Pio — P — T3z, = 0, (11)

Pso _P40+T§x40 =0, (12)
&p &p

Z;ex3o = T;x4o = E (Eio - Ezzo) = EEczw (13)

where Ey, = E, = (V,/b), b is the thickness of the or-
ganic layer, E., is zero because in equilibrium the
interfaces are flat and therefore the electric field E, is in
the x direction. The equilibrium electrical normal stress
is balanced by a jump in electrostatic pressure across the
interface

(E-n)’

1
- "

1
53 :—ESbEi,

where the subscript o corresponds to equilibrium values.
Therefore

&

P30_P20:3bE(2)a (15)
&

P40_P50:3bE§' (16)

2.4 Perturbation variables

The primary objective of this analysis is to test the sta-
bility of the fluid flow to infinitesimal disturbances. Here
the two interfacial displacements are represented as

&1(21) = Re[ &1/ )], (17)

&(z,1) = Re| e/ )] (18)
where o is the natural frequency of interfacial dis-
placement, &; and &, are the complex amplitudes of
interfacial displacements, k is the wavenumber compo-
nents in the z direction and j = v/—1. The wavenumbers
are related to the wavelengths (1) of the interfacial dis-
placements as

2n
k=—. 19
- (19)
Electrical perturbations may be described as
¢(z,1) = Re {q?)ef@”—’fz)} . (20)

Similarly pressure and velocity perturbations may be
described as

P(z,1) = Re [Pef‘(wf*kﬂ : (21)



U,(z,t) = Re [ Axe"(wtsz)} ,
U.(z,t) = Re[ Aze/(w”kﬂ .

2.5 Perturbation electric field

For the nonconducting planar organic layer the pertur-
bation potential distribution is nonzero while it is zero in
the perfect conductors as each perfectly conducting layer
contacts an electrode held at constant potential. The
solution to Laplace’s equation relating the complex
amplitude electric field interfacial perturbations on the
insulating side of the interfaces, &> and é&?, to the per-
turbation potentials, ¢> and ¢*, at the equilibrium po-
sition of the interfaces is [25]

&’ _ 4| —cothka  1/sinhka ¢
¢*| 7| - 1/sinhka cothka ot
Next, the electrical boundary conditions must be

considered. The normals at the two interfaces are de-
fined as

(24)

. . O N N g%

m =ix—iLGp = ane=1, = jké (25)
. . O o o g%

n =it =1, = jké,

The electric field perturbation potentials at the elec-
trodes are zero so

=0, ¢°=0.

In addition, the tangential components of the electric
field must be continuous across each interface, and thus
are zero since there is no field in the perfectly conducting
layers. At the organic side of the top interface

(26)

nx E=0=ng x (Eoix + eyzix + ez3iz) =0, (27)
which expands to
(nx3ix + nz3iz) X (Eoix + egix + €Z3iz) =0. (28)

Using the normals defined in Eq. 25 and neglecting
second order contributions Eq. 28 reduces to

_nlxez3iy + nleoiy =0=eéx3 :]k(}bgj = ojkgl = (2)3
= Eoél-
(29)

Similarly, it may be shown that at the lower
interface

e = jk§* = E,jké; = ¢* = E,&,.

These results may also be obtained by expanding the
interfacial potentials to first order after interfaces 3 and
4 have moved a distance &; and &, by a Taylor series
expansion about equilibrium interfacial positions x;3
and x4

(30)
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Blas +61) = ules) + 00

51+(I53
" 31)

P(xa + &) = Py (xa) +% Mfz +¢*

Now each interfacial potential is always the same
as the equilibrium potential so ¢(x3+ &)= Po(x3)=0,
P(xa7+ C2) = po(xa) = V. Since

op|
a xm_ _an

the perturbation potentials become

¢)3 :Eoél = &3 :Eoélv
¢" = Eoly = ¢" = Eols,
which agree with the results derived in Egs. 29 and 30.

2.6 Inviscid stability analysis

A linearized inviscid stability analysis is first performed
in order to gain insight into the stability criteria and the
initial incipience of instability and inviscid fastest
growth wavenumber. Although, the instability demon-
strated occurs in a viscous fluid, the incipience of
instability occurs at a static interface and thus is the
same in either an inviscid or viscous flow system. The
inviscid analysis helps predict the incipience of instabil-
ity with a minimum of complexity. For the inviscid
analysis, because each layer is uncharged in the volume,
only pressure forces must be considered. In the absence
of electrical volume forces, and assuming gravitational
forces are negligible, conservation of mass and the
inviscid Navier—Stokes equation are written as

V-u=0, p<@+u-Vu>——VP. (34)

ot

For small perturbations, the convective term u- Vu
has no first order contribution, so combining the
inviscid Navier Stokes equation and conservation of
mass gives

V2P =0. (35)

The pressure perturbations within the upper, middle
and lower fluid layers are related to the interfacial
velocities as [25]

- B ‘ .
Py _Jop, l cothka  1/sinhka ] U} 36)
_}32 | k-1 /sinhka cothka i U? |
- B . N
P _jopy [ cothkb  1/sinh kb] U; -
B K L-1/sinnkb cothkb || ]
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P —cothka  1/sinhka] | U3

_jop,

P, k

A (38)
—1/sinhka cothka Ut

At the rigid electrode boundaries the normal fluid
velocities are zero

Ul=0f=o. (39)

The interfacial velocities must be continuous across
the interfaces because of the kinematic conditions and
are related to the interfacial displacements as

02 = 0P = jok,.

The stress equilibrium in the x-direction across an
interface is

1Pl = ||72|}n; = 79 - mn, (42)
so at the upper interface

—& 0?
(Pro + P2) = (P3o + P3) = Tb(EO +e) + VaTil (43)

where P, and P;, are the equilibrium pressures derived
in Eq. 15 at the upper interface which balance the
equilibrium Maxwell stress. Linearizing Eq. 43 and
canceling out the equilibrium stress balance of Eq. 15,
the perturbation stress equilibrium for the upper inter-
face is

—Py + P3 — g,Eoe — Ky, = 0. (44)
Similarly, for the lower interface
—Py + Ps 4 eyE,é* — k*y&, = 0. (45)

Now these force balance boundary conditions are
combined into terms of &; and &, by inserting Egs. 32
and 33 into Eq. 24 and then Egs. 36, 37 and 38 are in-
serted into Eqs. 44 and 45 to yield

2

% (pa coth ka + py, coth kb —

P )
| sinh kb
+ evEok (coth kb — > Ky

sinhkb)
= 07

which simplifies to

? kb
% {pa coth ka + p,, tanh (7”

= k*y — epE2k tanh <%> , (48)
where k is the wavenumber, p is the density of either
fluid a or b, y is the interfacial tension between the
phases and g, is the permittivity of the organic fluid and
E, is the field strength across the non-conducting phase
when the interface is flat, &, = &, = 0.

For the “necking” or “‘sausaging” mode

>
7 (pa coth ka + p, coth kb 4

sinphbkb>

1
+ evEok (coth kb + —> — Ky

sinh kb
=0, (49)
which simplifies to
w’ kb
e {pa coth ka + py coth <7)]
= k*y — epE2k coth (%) (50)

Figure 2 plots w 2 versus k for both the sausaging and
kink modes for various applied field strengths using the
physical fluid properties of the 50 pm wide aqueous and
phenol—chloroform phases of interest, shown in Table 1.
An instability will manifest if the conditions exist such
that at least one wavenumber causes the system to be-
come unstable. The criterion for interfacial stability is
that w must be real for all real values of k. The interface
becomes unstable to infinitesimal perturbations when

’p, 2 —w? enE2k s
Lhicothka + (”Tp'z’coth kbz—i— epE2kcothkb — ky 2 k%fﬁhp,?b — e S o (46)
e S Llcothka + 2 cothkb + enE2kcothkb — k*y | | &2

The dispersion equation solutions are obtained by
setting the determinant of the coefficients to zero. Two
modes may be derived from this relationship: a “kink”
mode where the two interfaces displace in phase with
each other (& = ¢;) and a “‘sausaging” mode where the
interfacial displacements are out of phase (&; = —¢&,).
The frequency—wavenumber dispersion relationship for
the “kink” mode of the system is

the imaginary part of w is negative as the perturbation in
Eqgs. 17 and 18 will now grow exponentially and a cha-
otic flow pattern will develop. Since the coefficients of ?
on the left side of Eqgs. 48 and 50 are positive, stability is
determined by the right hand side of the e%uation such
that an instability will develop whenever w “ is negative.
It is readily apparent from Fig. 2 that a variety of
unstable wavenumbers will manifest for a given applied
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wavenumber using the inviscid o Sausaging Mode
analysis for a variety of applied 2.5x107 7 s X
fields for both the sausaging —— E=2x10" V/m 110
(top) and kink (bottom) modes E=4x10° V/Im o
using layer thicknesses of 0 5 -1x10°
a=b=50 pm and the physical 2.0x10 -E=6x10" V/m 210
parameters in Table 1. E=8x10° V/m ax10°
Unstable wavenumbers occur 5 4x10°
whenever w? is negative. The 1.5%10' - E=10x10" V/m Sx10°
unstable wavenumber band 0.00 0.01 0.02 0.03 0.04
increases as the applied field is
increased. Insets show w?* versus =
wavenumber for smaller % 1.0x10" A
wavenumber values to illustrate el
the differences between the 3
stability of the kink and ¢
sausaging modes 5.0x10"
0.0
Increasing field strength
-5.0x10° T T T T y
0.0 0.2 0.4 06 08 1.0
k (am)
Kink Mode
2 5x10"° - : 1
— E=2x10" V/m 1x10°
——— E=4x10° V/m ;
il =1x1
20x10° 1 | —— E=6x10"V/m | e
———E=8x10" V/im /3w’
o ] E=10x10° V/m | [,  -axio®
1ox10 S5x10" <4 . : . .
0.00 0.01 0.02 0.03 0.04
Y 10x10° -
=
3
50x10"
0.0 -
Increasing field strength
-5 0x10 T T T T ]
0.0 02 04 06 08 1.0
k (um’)
field greater than the electric field at the incipience. As For the sausaging mode, a function is defined to

the applied field increases, the width of this unstable represent the right side of Eq. 50

wavenumber band increases as larger unstable wave-

numbers become excited. The wavenumber corre- F(k) = pk? — enE2k coth <@> (51)
sponding to the fastest initial instability growth rate is 2

determined from the minimum of this curve. Also, as the
wavenumber increases, Eqs. 48 and 50 converge to the

same equation.

As long as F(k) is greater than zero the system is
stable. If F(k) is less than zero, then w must be
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Table 1 Physical properties of proposed fluids (Lange’s Handbook of Chemistry, 10th edn)

Solution Density Conductivity Relative Interfacial Viscosity

(kg/m?) (S/m) permittivity tension (Pa s)
(mN/m)

Phenol 1,060 2x107° 9.78 NA

Chloroform 1,490 1.7x10~° 4.806 NA

Phenol and chloroform (1:1 by volume) 1,330 1.85x107¢ @ 7.29% NA 0.00352°

Aqueous buffer 1,000 1072 80 NA

Organic-aqueous mixture with 0.5% SDS NA NA NA 0.1° 0.001

#Assumed to be the average of phenol and chloroform properties
Experimentally measured using a cone and plate viscometer
“Experimentally determined using a Du-Nouy ring tensiometer

imaginary and the flow becomes unstable. Incipience
occurs statically when w=0. Consideration of EHD
induced ‘“‘sausaging” of a stratified insulating
liquid surrounded by conducting fluid in the small
wavenumber (infinite wavelength) limit shows the
system is unstable to all perturbations as Eq. 51 is
always negative when k=0.

The electric field to excite an unstable wavenumber,
k, for the “‘sausaging’” mode is

Eo= | —1%
¢\ ey coth(kb/2)’

Similarly, the electric field to excite an unstable
wavenumber, k, for the “kink” mode is

(52)

By= |— (53)
? "\ & tanh(kb/2)

One limit considered is the infinite wavelength limit
(k — 0). In this limit the effect of the electric field on the
kink mode is equivalent to having a field-dependent
interfacial tension given by

1
Yett =7 — Estgb. (54)
The system will be stable in the kink mode as long as y.g
is greater than zero. The critical field for instability for

the kink mode as k — 0 (infinite wavelength), can be
obtained using Eq. 53

2y

Sbb’

which is the condition for y.#=0. In the kink mode, the
electric field thus acts at the interface as an electrically
induced interfacial tension, reducing the overall inter-
facial tension between the two phases. In the zero
wavenumber limit, the critical field for instability is
calculated using Eq. 55 and the physical values in Ta-
ble 1 for a 50 um thick organic layer as 2.5x10° V/m.

E, = (55)

2.7 Viscous stability analysis

Although, the preceding inviscid analysis provides in-
sight into the incipience of instability and unstable
wavenumbers as a function of applied electric field, the
instability growth rate must be modeled considering the
stabilizing effect of viscosity on constraining instability
growth rates. Consideration of the effects of viscosity on
EHD stability greatly complicates the analysis as now
interfacial displacements in the x-direction may induce
stresses having components in the z-direction. Therefore
the interfacial stress balances become much more
complicated than in the inviscid analysis as both x- and
z-directed stresses are now present.

The velocity in each layer must obey the no-slip
boundary conditions at the electrode boundaries and the

interfaces together with the kinematic conditions.

Therefore

(ijxl = (:Jx6 = O, l:]xZ = [A]x3 :jw%h I:JZZ = (ijz% .

U =Usg =0, U = Uss = jorgy, Uz = Uss.
(56)

Now the interfacial stress balances must be con-
sidered. Using the stress conditions in Eq. 7 and the
definitions of fluid and electrical stress in Eqgs. 9 and
10, the force balance at the top and bottom interfaces
are

D¢

(Téz - Tii‘s)”lj — Timy + i = 0, (57)
%%

(7}5‘4 - Ti§5)”2/‘ = Tjamj + miy 75 = 0. (58)

It was previously shown [25] that the perturbation x
and z-directed first-order complex amplitude stresses
may be described for a generic fluid layer of thickness 4,
density p, viscosity u, with o denoting the upper inter-
face and f denoting the lower interface are



T/ a b ¢ d 0
T!ﬁ -b —a d ¢ l}f
el e doe f||U]
|72 ] d —c —f —el|U!
—u(8® — K2
a= “(kD) (1; coth 6A — coth kA),
—u(8* = k) [k
b= % (g cschdA — cschkA) :
—j 3K
c= # [5 (1 + ?> (csch kAcschdA — coth kA coth 5A)
k2
k<3 n 52)}
—ju(6* — &
d= % (coth SAcschkA — coth kAeschdA),
—u(0* - K?) (k
e= % <5coth kA — coth 5A>,
(8- k) k
f= 5D cschoA 5 cschkA ),

2

k= 2k
D:1+§+—

5 (cschkAcschdA — coth kA coth 5A),

o=

5= [+ (jop/w)]".

(59)

Now by using Eq. 59 in Eqgs. 57 and 58, a matrix
relating the frequency w to the interfacial perturbations
may be derived. The x-directed stress balance has sub-
script i=x at the top (2/3) interface. Substituting into
Eq. 57 yields

(T'cfx2 Txx3>nlx =+ (T;cfz2 - T;cfz3>nlz - I;Cx3n]x
¢
_ ];231’112 + Ny —=> 02 =0. (60)
It is found that equilibrium stresses are
T' 0= T\.30=T%.30=0, where the o subscript refers to

equilibrium values, so the complex amplitude stress
balance to first order becomes

<T‘cfx2 j;fx3) xx3 ))kzél =0. (61)
The perturbation electrical stress tensor is
A A &b A
iy = 2 [(Eo + ex3>2 — & - EEcz) = epolys. (62)

Using the relations in Eq. 59 and the small signal
boundary conditions in Eq. 56
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T, = —jowéiay + erU., (63)

T, = jo&az + joésby + c3Uss + dyUsy. (64)
Similarly, at the lower (4/5) interface

(Thy = Ths) + Tog — K& = 0, (65)

T°, =~ epEolu, (66)

Tt = —jwé by — joéyas + daUs + c4Ul, (67)

Tf 5 = ]w£2a5 +cs5Us. (68)

Next, the z-directed interfacial stress balance when
i=z at the top (2/3) interface is
(7

zx2

f f e
sz3)nl-’r =+ (TZZZ - Tzz3)nlz - sz3n1x

%¢

_ Tzz3an —|— I’llz’)) a 5 = 0, (69)

which is further simplified to first-order and written in
complex amplitude form as

(Tho = Tha) + (Thno — Thao) iz — Thg — Thgofiiz = 0.
(70)

The equilibrium terms are reduced using Egs. 9 and
10 so

(Z:

z220

Tf

zz30

— TS50 )itz = (Pso — Pao — Too )iz
€p o
= (Pro = Poo + 3 E2)

= 8bE'(z)jk&lv
TC3 = ¢epEoe3 = SbEgjkfl.

ZX.

Therefore, the stress balance of Eq. 70 becomes

(722 -

zx2

sz3) + ngOJkEI - 3bE0]kfl =0= ( 2 Tz§3)

(73)

Using the fluid stress tensor relationships of Eq. 59,
the interfacial stress condition becomes

Uafs = 0.
(74)

jwéi(cs — ) — joyds — Us(ey + e3) —

Similarly at the lower (4/5) interface the stress bal-
ance relationship is

Usfs =0.
(75)

jwéidy — jwéy(cq — cs) — Ugleq + es) —

Combining the fluid and electrical stress contribu-
tions and the perturbation electric field relationships
given in Eqgs. 17 and 18, the requirement of x and z stress
balance results in



408

2 2 )
_ (aa + ap, — é‘"}i‘;k coth kb + %) — (bb + j(;:fl‘ilkkb (ca — cp) —dy, jwzﬁ
2 2 2 .
- (bb +jw8‘;%) — (aa + ap — ‘%f—w"kcothkb + %) dy —(ca — cp) J(C;fz =0 (76)
—(ca —cv) —dy —(ea +ev) —fo f]zi
dy (ca —cp) —fv —(ea +ep) N

where a through f are the matrix elements defined in
Eq. 59 and the subscript a or b relates to which layer, a
or b, is used to evaluate the components. As with the
inviscid analysis, the dispersion equations are obtained
by setting the determinant of the coefficients to zero. The
determinant of Eq. 76 separates into the product of two
terms each of which may be zero

E%k
[((ca — ) +dy) + <<aa +a, — gb. ©
Jjo

Ek
X {((Ca —cp) — db)2 + <<aa + ap — Sb, o
jo

The generalized analysis in [26] has proved that the
incipience of instability occurs when w =0. If the system
is stable, w is complex with a positive imaginary part
and if unstable the real part of w is 0 while the imaginary
part is negative. This last condition is very helpful in
numerically evaluating each of the functions in Eq. 77 to
find instability growth rates as a function of electric field
E, and wavenumber, k. Using the physical values given
in Table I and layer thicknesses ¢=5b=50 um, negative
imaginary roots of w are found if the applied field is
beyond the incipience of instability (Fig. 3). The fastest
growth wavenumber is the minimum of the negative
imaginary roots.

| —— E=4x10° V/m root1
E=4x10° V/m root2
E=6x10° V/m root1

| —— E=6x10" V/m root2
E=8x10" V/m root1

| ——E=8x10° VIm root2
E=10x10" V/im root1

E=10%10" V/im root2
-6000 T T T T T T T T
0.0 0.1 02 0.3 0.4 0.5 0.6 o7 08

Imaginary roots of

Wavenumber k (um™")

Fig. 3 Plot of the negative imaginary (unstable) roots of w versus
wavenumber using the viscous analysis for a variety of applied
fields. The flow is unstable as long as the root is negative imaginary

k2
coth kb + ’_—) n (bb
jo

coth kb + y_
Jjow

Figure 4 shows a comparison of the fastest growth
wavenumbers, k.., and growth rate at the fastest
growth rate wavenumber, w(k.x), as a function of ap-
plied electric field for both the viscous and inviscid
analyses presented. It is readily seen that the fastest
growth wavenumber in the viscous model is much
smaller than for the inviscid model and does not increase

+joj};%>>((ea +ep) —fb)]
k > - <bb +%))((83 +en) +fb)} =0. (77)

as quickly with increasing applied field. This is because
the stabilizing effects of viscosity need to be overcome
for the instability to grow. This requires a smaller
wavenumber to be excited as viscosity constrains the
fastest growth wavenumber.

3 Experimental
3.1 Device fabrication

The microfluidic channels used in this study are fabri-
cated using polydimethylsiloxane (PDMS) replica
molding using the soft lithography technique [27].
Briefly, the microfluidic channels are made by casting
PDMS onto a negative SU-8 (SU-8 2050, MicroChem)
structure that is fabricated on a glass slide. PDMS
channels are fabricated by curing a two part mixture of
Sylgard 184 Silicone Elastomer Base and Sylgard 184
Silicone Elastomer Curing Agent mixed at a 10:1 ratio
which has been poured over the SU-8 structure and is
allowed to cure for 4 h at 65°C. After curing, the PDMS
is peeled off the SU-8 structure and holes are drilled
through the PDMS using a carbide drill bit to define the
inlets and outlets.

For electrical excitation, metal electrodes are pat-
terned onto a glass slide using a lift off technique. The
slide is lithographically patterned and developed using
a 2-pm thick Shipley 1818 photoresist. The exposed
area on the patterned glass slides is etched to a depth
of 0.5um in 5:1 diluted hydrofluoric acid. The
patterned slides are then transferred to a metal
sputtering system to fabricate Cr/Au electrodes with
thicknesses of 500 A and 4,000 A, respectively. After
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Fig. 4 (Top) Comparison of the fastest growth wavenumber, k.,
as a function of applied electric field for the inviscid and viscous
analyses. (Bottom) Magnitude of the imaginary instability growth
rate at the fastest growth wavenumber, w(ky.x), as a function of
applied electric field for both the inviscid and viscous analyses

sputtering, the photoresist making layer is removed by
dissolution in acetone. Once the photoresist is
completely stripped, the glass slide with patterned
metal electrodes is left behind.

The PDMS microchannel is bonded onto the glass
slide with patterned electrodes by activating the bonding
surfaces in oxygen plasma at 200 mTorr, 35 W, for 10 s
[28]. The two components are aligned using a probe
station stage and brought into contact to initiate the
bonding process. The bonded device is further cured at
65°C overnight. The final daughter channel dimensions
are 150 pm wide X 30 pum deep X 1 cm long and the
device configuration is shown in Fig. 5. The electrodes
are 2 mm long and have an interelectrode spacing of
75 um and are designed to contact the upper and lower
aqueous fluid phases and run tangentially to the fluid
flow down the length of the microchannel.

After the glass slide is bonded with the PDMS
structure that has the channels, blunt end needles are
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Organic Phase
{undergoing EHD mixing)

Electrode

D

\

iy

Fig. 5 Schematic of the three inlet geometry with electrodes and
instability mixing. The channel height is 30 pm and the electrode to
electrode spacing is 75 um

Flow direction

inserted through the inlet and outlet holes into the res-
ervoirs within the PDMS structure. The needles (Kontes
Glass Company) guide the phenol and water phases to
their respective reservoirs in the microfluidic structure.

3.2 Experimental procedure

The phenol and aqueous phases were co-infused
through the microfluidic structure using a syringe pump
(KD Scientific Inc.) with a flow rate for the water—
phenol-water system of 5, 2.5, 5 pl/min corresponding
to a total flow rate of 12.5 pl/min. This corresponds to
an average velocity of 4.63 cm/s. A glass syringe
(Whatman Laboratory Products) is connected to the
microfluidic channel through a luer connection and
rigid tubing. Phenol, chloroform and isoamyl alcohol
at a 25:24:1 volume ratio was obtained through a
vendor (USB Corp.) and used as received. For flow
visualization the phenol phase is labeled with a lipo-
philic dye, Dil (1,1-dioctadecyl-3,3,3,3-tetramethylin-
docarbocyanine perchlorate) for phase contrast of the
organic phase during flow. Due to the hydrophobic
nature of Dil, it stays partitioned within the organic
phase which appears bright using epifluorescent
microscopy. The aqueous phase is a phosphate buffered
saline (PBS) (10 mM phosphate buffer, pH 7.4,
140 mM NaCl, 3 mM KCIl) (EMD Biosciences) solu-
tion with 0.5% sodium n-dodecyl sulfate (SDS) (CN
Biosciences Inc). PBS is used so that the aqueous phase
acts as a conducting medium with respect to the or-
ganic phenol phase which is non-conductive. SDS is
used to improve the stability of the aqueous—organic—
aqueous sheath flow profile by lowering the interfacial
tension at the organic—aqueous interfaces [8].
Electrohydrodynamic instability was produced by
biasing the electrodes with both AC voltages varying
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from 0 to 45 V RMS voltages over a frequency range of
250 kHz to 10 MHz. AC excitation is used to avoid
electrolysis of the aqueous fluid phase. The electrical
contacts to the coplanar electrodes were made by the use
of microprobes. AC voltage excitation was provided by
amplifying the function generator output (Agilent
33102A) through a power amplifier (Tucker, Model
310). The mixing events in the microfluidic channel were

Fig. 6 a A stable flow in the
absence of an electric field. b
The disruption of flow after a
40 Vrms potential (initial
applied field Eo=8x10° V/m) is
applied at 250 kHz to the
electrodes. ¢ Further
development of the dynamic
unstable profile at 41 Vyys,
250 kHz (initial applied field
E5=8.2x10° V/m). d
Disruption of flow after a

42 Vs potential is applied at
250 kHz to the electrodes. e
EHD lnSt'dblllty at 44 VRMS
(initial applied field
Eo=28.8x10° V/m), 700 KHz. f
Dispersion of the two phases at
45 Vgrwms (initial applied field
Eo=9%10" V/m) and 10 MHz.
g Recovery after the field is
removed. The electrodes are
spaced 75 pm apart in the
aqueous phase above and below
the organic phase but appear
dark in the epifluorescent
images. All images were taken
using a 20x microscope
objective and each image
window size is 340x461 pum?.
The horizontal white lines
delineate the channel
boundaries. h A comparison of
the power spectrum from the
steady flow case and 44 Vius
where the pixel grayscale
intensity is proportional to the
logarithm of the power showing
the higher power at longer
spatial frequencies due to the
EHD instability

(a)

imaged using a conventional epifluorescent microscopy
with a TRITC filter cube (Olympus IX71) using a 20x
objective coupled to a 5ns pulse width Nd:YAG
(532 nm pulse wavelength) laser source to excite the
fluorescent dye in the organic phase. Laser excitation
allows visualization of the EHD instability events with
minimal blurring. For each experiment between 15 and
70 image frames were recorded at a frame rate of 10 Hz

150 um

Flow Direction s




using a 12 bit Cooke Sensicam QE (1,376x1,024 pixels)
At the chosen magnification, the total CCD image size
of corresponds to an image area of 461x340 pm.

4 Results and discussion

Onset of instability is seen at 40 Viys at a frequency
of 250 kHz [(wep/oy) = 0.010] for saline and phenol.
This corresponds to an electric field E,=8.0x10° V/m
RMS across the 50 um wide phenol phase. The insta-
bility is observed along the length of the electrodes.
The applied voltage is increased and the representative
images of the instability at different voltages and fre-
quencies are shown in Fig. 6. As the applied field was
increased to 8.4x10° V/m at 250 kHz, electrolysis of the
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Fig. 6 (Contd.)
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aqueous phase was seen along the edges of the elec-
trodes in the form of small bubbles. The frequency was
then increased to 700 kHz [we,/oy) = 0.028] and
10 MHz [we,/0,,) = 0.405] to allow higher fields while
avoiding electrolysis. At an applied potential of
45 Vrms at 10 MHz dispersion of the two phases is
seen (Fig. 6f). At this high frequency, however, there is
a contribution from the displacement current and po-
tential drop within the aqueous phase not considered in
the theoretical model, so the validity of the stability
model comes into question as the analysis assumes the
aqueous layer is perfectly conducting. The system
recovers the stratified flow profile (Fig. 6g) when the
applied field is removed.

In order to visualize the instability, larger fields than
are predicted for the onset of instability were required.
Since the fluid is moving in the experiments conducted,
if the instability growth rate is very slow (as when it is
close to incipience) the instability may be convected
away by the fluid movement before the interfacial
disturbances are seen under the microscope. The
instability growth rate corresponds to the negative
imaginary value of w. At an average flow rate of
4.63 cm/s and a frame width of 460 um, the instability
growth rate must be less than 0.01 s to be recorded
within an image frame. At an applied electric field of
8.0x10° V/m the fastest growth wavenumber deter-
mined from the viscous stability model is expected to
constrain the instability growth rate. At this wave-
number, the instability growth rate is determined to be
2.4x10~*s which is several orders of magnitude faster
than the required growth rate of 0.01 s. Thus, at this
very fast growth rate, the instability has enough time to
develop so that dramatic changes in the flow structure
could be captured through the microscope.

In order to quantify the unstable wavenumbers
during the mixing process a fast Hartley transform
(FHT) analysis of the mixing images was conducted. A
FHT is similar to a Fast Fourier Transform except that
it works with real numbers instead of complex numbers
and are therefore more computationally efficient over
Fourier transforms when considering real data while
producing the same frequency data. The FHT of the
individual images was performed using Image] (NIH,
Bethesda, MD, USA) with 2,048 pixel zero padding of
the images. The power spectrums of the steady image
and mixing image at 44 Vyryms are shown in Fig. 6h,
where the grayscale intensity of the image shows the
logarithm of the power at a given spatial frequency.
Since the fluorescent dye partitions only to the organic
phase, fall off in pixel intensity delineate interfacial
boundaries so the frequency components determined
from the FHT analysis are attributed to interfacial
displacements. As expected, at higher levels of mixing
the power spectra has higher spatial frequency (wave-
number) components.

The excited wavenumbers for a given mixing run are
estimated by comparing the ratio of the average FHT
magnitude over all image frames at a given wavenumber
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to that of the average magnitude in the steady case. A
plot of the logarithm of the FHT magnitude ratio from
the steady case (Log(Pmix/Pstcady)) Where P refers to the
power calculated from the FHT and the subscript refers
to either the mixing case or the steady case as a function

of wavenumber is shown in Fig. 7. As the applied field
increases, the excited wavenumber band broadens and
increases in intensity. The width of the band is
determined by finding the wavelengths which contain a
three standard deviation difference from the average

Fig. 7 Plot of the wavenumber 8
spectrum of the images at Aﬁ’ 40 Vs 250 kHz
different initially applied fields i 6
compared to the steady spectra Q? 4
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high-frequency magnitude difference. The maximum of
the wavenumber band is also compared to the predicted
fastest growth wavenumber.

In order to quantify the level of mixing, the images
are analyzed to determine the area of aqueous fluid
entrainment into the organic layer. Since the two fluid
phases are immiscible and the fluorescent dye used
experimentally stays partitioned in the organic phase,
the entrainment of the aqueous phase within the organic
layer may be determined by intensity modulation of the
image fluorescence within the organic layer. From the
images, the entrainment area is measured as a percent-
age of the total organic layer area. This gives an esti-
mation of the volume of organic fluid displaced due to
the EHD instability. Figure 8 shows the entrainment
area as a function of applied field. It is seen that the
entrainment area increases from 1.9 to 28.6% as the
applied field is increased from 8.0x10° to 9.0x10° V/m. It
is also seen that at the applied field of 9.0x10° V/m, the
variance of the entrainment area is very large. This is
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Field Strength (V/m)
Fig. 8 Entrainment of conductive fluid into the organic layer as a

percentage of image entrainment area into the total area of the
organic layer as a function of applied field strength
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due to the wide level of entrainment seen during the
instability ranging from 15% to as high as 66%.

Table 2 summarizes a comparison of the unstable
wavenumbers obtained from the images along with the
predicted maximum field strength to excite a particular
unstable wavelength from both the inviscid and viscous
stability models using Eqgs. 48, 50 and 77. A visual
depiction comparing the theoretically predicted unsta-
ble wavenumbers and fastest growth wavenumbers with
the experimental measurements is shown in Fig. 9. The
largest measured wavenumber is assumed to be the
least energetically favorable and requires the highest
field for excitation. The maximum electric field that is
required experimentally to produce the largest mea-
sured unstable wavenumber is calculated using both
inviscid and viscous stability models and compared to
the initially applied field. At low field strengths (40 and
41 Vgums) the applied field of 8.0 and 8.2x10° V/m for
the two cases respectively, is slightly higher than the
calculated maximum electric field strengths required for
the instability of 4.6 and 5.3x10° V/m using the the
viscous model (Eq. 77) with the largest measured
wavenumbers of 0.137 and 0.165 pm~"' for each case
respectively. In addition, the measured fastest growth
wavenumbers for these two cases are 0.046 and
0.082 um ™! versus 0.043 and 0.44 um~! predicted from
the viscous model for the two cases respectively.
However, there may be larger wavenumbers which are
unstable but have a very slow growth rate so they are
not experimentally observed as an increased power
above the broad spectrum noise seen in the power
spectrum plots. Therefore, the predicted maximum
electric field for these cases is somewhat smaller than
the initially applied fields.

At higher field strengths (42 Vrms and above) the
experimentally applied field is smaller than the maxi-
mum field predicted using the largest measured wave-
numbers. Similarly, the unstable wavenumber band
which is measured is wider than theoretical predictions.
The discrepancy between the predicted field and fastest
growth wavenumber and the measured values is
attributed to the fact that at higher field strengths the
system is driven beyond the linear incipience limit in

Table 2 Comparison of the theoretical unstable wavenumbers, theoretical fastest growth wavenumbers and predicted maximum field
strengths calculated from the largest unstable wavenumber measured using both the inviscid and viscous models with the experimentally

measured values

Potential Measured Inviscid Viscous Measured Inviscid Inviscid Viscous Viscous Applied
(Vrms)  fastest theoretical theoretical unstable theoretical predicted theoretical predicted field

growth fastest fastest wavenumbers unstable max field unstable max field (V/m)

wavenumber growth growth (um™h wavenumbers strength for wavenumbers strength for

(um™h wavenumber wavenumber (um™h instability  (um™") instability

(um™) (um™") (V/m) (V/m)

40 0.046 0.275 0.043 0-0.137 0.00-0.41 4.6x10° 0.01-0.42 4.6x10° 8.0x10°
41 0.082 0.29 0.044 0.018-0.165  0-0.43 4.9x10° 0.01-0.43 5.3x10° 8.2x10°
42 0.101 0.305 0.045 0.037-1.58 0-0.45 15.6x10° 0.01-0.46 15.3x10° 8.4x10°
44 0.11 0.33 0.048 0.037-1.02 0-0.50 12.6x10° 0.01-0.50 12.3x10° 8.8x10°
45 0.11 0.35 0.048 0.037-1.82  0-0.53 17.0x10°  0.01-0.53 16.5x10°  9x10°
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order to visualize the dramatic changes in the flow
structure. At lower levels of mixing, the electric field
within the organic layer is assumed to be uniform and
the width of the non-conducting phenol phase is uni-
form. This assumption breaks down at higher field
strengths as more profound mixing occurs. This is be-
cause the instability has grown beyond the linear range
so the electric field is no longer uniform across the
organic phase because of entrainment of the aqueous
phase within the phenol layer due to large interfacial
displacements. This results in an interfacial “‘sharpen-
ing” which increases the local electric field beyond the
initially applied field. Further thinning of the phenol
phase thickness during mixing increases the effective
field across the phenol phase as the instability grows so
larger wavenumbers are sampled leading to a larger
predicted maximum field required for these wavenum-
bers.

5 Conclusion

Electrohydrodynamic mixing has been modeled in both
inviscid and viscous flows using linear stability theory to
predict the incipience of instability, and growth rates of
the instability as a function of applied electric field and
wavenumber. The analysis shown here serves as a guide
to understanding the experimental system used in this
work. Further consideration of instability under flow
conditions requires using computational methods.
Electrohydrodynamic mixing has also been experimen-
tally demonstrated to increase the interfacial contact
area between an organic and aqueous phase measured
by the level of entrainment of conductive fluid into the

nonconductive organic layer. The analytical results are
compared with experimental demonstrations of EHD
instability mixing within microfluidic devices. The sim-
ple fabrication procedure required to make the device
and the use of electric fields to produce mixing makes
this device desirable for multiphase mixing. The increase
in interfacial area from the EHD instability will improve
the biological material partitioning when the device is
used to separate DNA from other cellular components.
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