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PSO-SVM-based deep displacement
prediction of Majiagou landslide considering

the deformation hysteresis effect

Abstract The accuracy of landslide displacement prediction can
effectively prevent casualties and economic losses. To achieve
accurate prediction of the Majiagou landslide displacement in
the Three Gorges Reservoir (TGR), China, a hybrid machine learn-
ing prediction model considering the deformation hysteresis effect
is proposed. The real-time deep displacement measurements were
captured by using in-place inclinometers with Fiber Bragg grating
(FBG) sensors. The time series method was adopted to divide the
total displacement into a trend term and periodic term. Trend
displacement was determined by the geological condition and
predicted by the fitting method. Periodic displacement was con-
trolled by external factors such as rainfall and fluctuation of
reservoir water level. Before making the prediction, the grey cor-
relation analysis was adopted to confirm that the fluctuation of the
reservoir water level was the main influence factor. In view of the
deficiency that current prediction methods could not quantitative-
ly determine the lag time of landslide deformation and thus select
the influencing factors empirically, the dynamic analysis of the
correlation between periodic influence factors and periodic dis-
placement was carried out in this paper, and the deformation lag
time was identified to be 18 days by using set pair analysis (SPA)
method. Finally, the optimal influence factors were selected and
the prediction model of Majiagou landslide based on support
vector machine optimized by particle swarm optimization (SPA-
PSO-SVM) was established. Results showed that the root mean
square error (RMSE) and the mean absolute percentage error
(MAPE) of the proposed SPA-PSO-SVM prediction model are
0.28 and 12.8, respectively. Compared with the PSO-SVM model,
the prediction accuracy of the proposed model had been improved
significantly. The reliability and effectiveness of the SPA-PSO-SVM
prediction model is verified and it has apparent advantages while
predicting landslide displacement with deformation hysteresis ef-
fect involved.

Keywords Reservoir landslide - Fiber Bragg grating (FBG) - Set
pair analysis (SPA) - PSO-SVM - Displacement
prediction - Deformation hysteresis effect

Introduction

In the history of reservoir landslides, the 1963 Vajont landslide in
Italy is the most famous one. This landslide destroyed a village
downstream, resulting in thousands of deaths (Wolter et al. 2014;
Carla et al. 2017). Since the first impoundment of the Three Gorges
Reservoir (TGR), Hubei Province, China, in June 2003, more than
5000 landslides have occurred, which poses a great threat to the
safety of people’s lives and property (Wang and Li 2009). In
July 2003, Qianjiangping landslide in this region slid into the
Qinggan-he River at a high speed, causing 24 losses and destroying
346 houses (Wang et al. 2004a; Jiao et al. 2014). Long-term

monitoring and early warning of such landslides, therefore, is of
great importance and has been paid much attention in the past
two decades.

The accuracy of landslide displacement prediction depends on
the precision of the prediction model (Huang et al. 2017; Zhang
et al. 2019). Since the 1960s, the studies on landslide displacement
prediction have experienced three stages: the empirical prediction
stage, the statistical prediction stage, and the non-linear prediction
stage (Li and Xu 2003). In the non-linear prediction stage, the
landslide displacement prediction adopts the method of superpo-
sition the total displacement into the trend and periodic term.
Among them, trend displacement, usually in the form of steady
growth, reflects the main trend of landslide evolution. It is usually
predicted by fitting method (Vallet et al. 2016). The periodic
displacement fluctuates with the variation of various external
factors. Therefore, the appropriate selection of influence factors
is critical for the reliable prediction of periodic displacement. Miao
et al. (2018) selected the 1- and 2-month precipitation, 1- and 2-
month reservoir water level, and annual displacement rate as the
influencing factors while predicting the displacement of Baishuihe
landslide. Similarly, the monthly rainfall intensity, the monthly
average reservoir water level, the monthly variation in the reser-
voir water level, and the monthly displacement velocity were
adopted as the influence factors for Zhujiadian landslide displace-
ment prediction (Ma et al. 2017). It can be found that as the lag
time of landslide deformation cannot be accurately identified, the
influencing factors are often empirically selected, which will surely
lead to errors in prediction results. In view of this, this paper
introduces a simple but efficient algorithm named set pair analysis
(SPA). By continuously translating the periodic terms of influenc-
ing factors and displacement, the maximum of the objective func-
tion (the identical degree) can be found. Then the lag time of
deformation can be thereby identified. Besides, the quality of field
monitoring data is also very important. At present, the global
positioning system (GPS) is widely used in landslide deformation
monitoring (Akbarimehr et al. 2013; Baldi et al. 2008). However,
this method can only obtain the surface displacements, and the
measuring accuracy is greatly affected by environmental factors
(Sun et al. 2014). In addition, the minimum time interval of
monitored data is about 1 month. Given that the larger time span
leads to larger errors, the prediction of landslide displacement
based on GPS data may result in a remarkable deviation between
the prediction and actual results (Qin et al. 2001). The deep
displacement, if recorded in real-time, can help understand the
stability condition of landslide and the development law of sliding
surface more directly and effectively (Corominas et al. 2000; Stark
and Choi 2008).

In this paper, 300 deep displacement data were recorded during
the period of 2016.1-2017.9 by the in-place inclinometers with fiber
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Bragg grating (FBG) sensors. The cumulative displacement is
processed by using a time series method. Through identifying
the optimal influence factors with grey correlation analysis and
the SPA method, the support vector machine optimized by particle
swarm optimization (SPA-PSO-SVM) prediction model is
established. The validation and efficiency of the proposed predic-
tion model have been verified against the measured displacement.
The proposed model, which can realize short-term prediction of
landslide accurately, has great potential to be used for landslide
early warning.

Proposed displacement prediction models

Decomposition of the displacement time series

Each observed value in time series is the comprehensive result of
simultaneous action of multiple factors. According to the principle
of time series method, the cumulative displacement of Majiagou
landslide can be divided into two parts: the trend displacement
and the periodic displacement (Du et al. 2013). Consequently, the
cumulative displacement can be expressed as:

st=ut+ vt (1)

where s, is the cumulative displacement of a landslide, ; is the
trend displacement, and v, is the periodic displacement. By
superimposing the prediction results of trend and periodic dis-
placements, the cumulative landslide displacement can be
obtained.

Set pair analysis

Set pair analysis was first proposed by Zhao (1989). It is a statistical
theory of identical and contrary quantitative analysis on “deter-
ministic-uncertain problems.” The essence of this theory is to treat
the deterministic-uncertain problem as a deterministic-uncertain
system. The basic principle is to form a set pair by putting together
two interrelated sets A and B. The characteristics of the two sets
are analyzed, including identical relation, discrepant relation, and
contrary relation (Wang et al. 2017). The connection the degree is
introduced to describe the characteristic of the two interrelated
sets:

S P. E.
F=yTN' TN (2)

where y is the connection degree of set A and set B. § is the
number of identical characteristics, P is the number of discrepant
characteristics, and E is the number of contrary characteristics. N
is the total number of characteristics of the set pair. S/N (defined as
a), P/N (defined as b), and E/N (defined as c) are the identity
degree, discrepancy degree, and contrary degree of set A and set
B, respectively. a, b, c €[0, 1], and a + b + ¢ = 1. i is the discrepancy
coefficient, whose value interval is [-1, 1], and j is the diagonality
coefficient, which is generally set as —1. a and ¢j are relatively
deterministic terms; bi is relative uncertainty term.

Based on the set pair analysis method, the lag time of landslide
deformation can be quantitatively determined by analyzing the
dynamics correlation of periodic terms of landslide displacement
and the influencing factors.
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SVM and PSO algorithm

SVM algorithm

The concept of support vector machine (SVM) was first intro-
duced by Corinna et al. (Corinna and Vapnik 1995), which shows
great advantages in the fields of prediction and comprehensive
evaluation. SVM regression prediction the model usually divides
the sample data into the training set and the test set, and maps the
training data into high latitude space, in which the linear regres-
sion is carried out (Vapnik 2000). In this way, the linear regression
in high-dimensional space can be achieved so as to realize the non-
linear regression and obtain the optimal decision model. The
regression estimation function for SVM is:

fx) = we(x) +b (3)

where f(x) is a non-linear mapping function, W” is the weight
vector, ¢(x) is non-linear mapping from the input space to the
output space, and b is bias. The values of W” and b can be obtained
by using the following minimization equation:

D) = JIWI 4 3 Rl £ ()

where D(f) is generalized optimal classification surface function
considering least misclassified samples and maximum classifica-
tion interval, ||W||* is model complexity, C is penalty factor, and R
is insensitive loss function (the error control function). Therefore,
the optimization problem can be expressed as:

minQ(W.&) =~ | WP +C Y &+CY ¢/
j=1 j=1

Wo(x;) + b-y;<e +¢; (5)
YW (xj)-bse + ¢

§j207 5]*20(] =12,.., I’l)

where §; and §j* are relaxation factors.

Based on Wolf duality theory and Lagrange equation, the par-
tial derivatives of W, a, b, §;, and fj* are set as 0. The dual
optimization formula is expressed in:

1 n .
L(W,a,b,e,y) = min— Y (a,—ar)TH,,j'

r,j=1

a,a’
(a,—a:) +>0 (a,—a:) + iy, (a,—a:) (6)
" (a,—a;)o(0o<a,,a,<C)
H,j=K(x,xj) = ¢(x,)T¢(xj)(r =1,2...1)

where K(x,x;) is the kernel function. The SVM regression pre-
diction model can be obtained by quadratic programming:

flx) = é (ar—a,)K (xj,x) + b (7)

j=1

Among the four kinds of kernel functions (e.g., linear kernel,
polynomial kernel, sigmoid, and radial basis kernel function
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Fig. 1 Analysis flowchart of the proposed model. a Set pair analysis. b SVM prediction model. ¢ PSO optimization model

(RBF)); the last one is the widely used. Therefore, the RBF is
adopted for SVM prediction in this paper (Farzan et al. 2015).

PSO algorithm

Particle swarm optimization (PSO), which is used for solving the
optimization problems, is a new evolutionary algorithm developed
in recent years (Poli et al. 2007; Parsopoulos and Vrahatis 2002).
Each potential solution to the problem was treated as a particle. A
swarm of particles was initialized randomly to explore a problem’s
search-space with the goal of finding the global optimum solution
simultaneously. After finding the local and globally optimal

solutions, the particle would update its speed and new position
according to certain mathematical formulae. Since the perfor-
mance of the SVM model was greatly affected by the penalty factor
C and the kernel function parameter ¢ (Huang and Dun 2008), the
PSO algorithm was used to optimize such parameters.

Modeling procedure

The modeling procedure of the SPA-PSO-SVM model is
depicted in the flowchart as shown in Fig. 1. Firstly, the main
influencing factors of landslide displacement were identified by
grey correlation analysis. Then, the time series method was
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Fig. 2 Location and photograph of Majiagou landslide

adopted to decompose the cumulative displacement and domi-
nant influence factors (Reservoir water level) into trend term
and periodic term. And then, the lag time as well as the optimal
influence factors was determined by set pair analysis. Then, the
optimal influence factors were input into the PSO-SVM model
to predict the periodic displacement. Finally, the predicted and
measured displacement result were compared and analyzed for
the validation of the proposed prediction model.

Case studies: Majiagou landslide
Landform

The Majiagou landslide was initiated when the reservoir was
first impounded in 2003. It is 560 m long and 180-210 m wide
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with an area of 9.8 X 10* m?®. It is situated on the left bank of
the Zhaxi River, a tributary river of the Yangtze River in Zigui
County, Hubei Province, China (Fig. 2) (Ma et al. 2017). The
Majiagou landslide is ligulate-shaped, whose gradient ranges
from 12° to 20° according to the relief elevation of the ground
surface. As shown in Fig. 3, the sliding orientation of the
landslide is about 290°, approximately perpendicular to
Zhaxi River (Zhang et al. 2018a, b). The front of the landslide
is a fluvial alluvial terrace and forms a multi-stage gentle
platform and steep-sided ridges. Gullies are shaped due to
the long-term erosion of reservoir water on the south and
north side of the slope. The elevation of the rear edge of the
landslide is 285 m, and the reservoir water level fluctuates
from 145 to 175 m.
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Stratigraphic lithology corresponding to 18-19 m, exists. The surficial deposits, with high
The Majiagou landslide mainly consists of surficial deposits and  permeability (6.4 X 10™* to 5.0 X 10~ * m/s), are mainly composed
sedimentary bedrock (Fig. 4). Between them, the soft stratum, of residual silty clay and gravel clasts. The sedimentary bedrock,
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Fig. 4 Vertical profile of Majiagou landslide
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Fig. 5 Displacements measured by the inclinometers. a B1 inclinometer. b B2 inclinometer. ¢ B3 inclinometer. d B5 inclinometer. e B6 inclinometer. f B7 inclinometer

with low permeability (1.3 X 107 to 6.0 X 10~° m/s) are constituted ~ prone to sliding in the TGR. The physical and mechanical param-
of grey-white feldspar quartz sandstone and fine sandstone with eters were identified by direct shear and uniaxial compression
purple-red thin silty mudstone interbedded. The silty mudstone (p  tests (Ma et al. 2017; Zhang et al. 2018a, b). The rainfall and
= 2.59 X 10° kg/m’, ¢ = 30.3°, ¢ = 2.99 MPa) which is easy to be fluctuation of reservoir water level in TGR show apparent period-
softened and highly fractured, is one of the most common strata ical characteristics. Rainfall is concentrated from May to

Table 1 The information of all the boreholes

Number Elevation (m) Inclinometer type Monitoring information Monitoring period
B1 170 40 Conventional Entire displacement of the inclinometer 2013.3-2013.9
B2 177 38 Conventional Entire displacement of the inclinometer 2012.11-2015.3
B3 196 42 Conventional Entire displacement of the inclinometer 2012.11-2016.3
B4 197 37.2 Conventional Entire displacement of the inclinometer 2012.11-2016.3
B5 225 42 Conventional Entire displacement of the inclinometer 2012.11-2014.3
B6 248 283 Conventional Entire displacement of the inclinometer 2012.11-2015.12
B7 274 14.2 Conventional Entire displacement of the inclinometer 2012.11-2015.12
B8 225 41 Comprehensive Displacement of deep sliding shear zone 2016.1-2017.9
(Real time)
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Fig. 6 The relationship between rainfall, reservoir water level and cumulative displacement monitored of Majiagou landslide

September, and the reservoir water level fluctuates between 145
and 175 m each year.

Monitoring scheme

In order to monitor further deformation and evaluate the stability
of the landslide, seven inclinometers B1-B7 were installed along
the main sliding direction of the landslide in November 2012 (Figs.
3 and 4). Rainfall data, transmitted to the monitoring center
through the GPRS network, were collected in real-time by the
weather station installed in the middle area of Majiagou landslide.
The daily reservoir water level could be acquired on the website
(http://www.cjsyw.com) released by the Hydrology Bureau of
Changjiang Water Resources Commission.

The deep displacement of Majiagou landslide is obtained
through the buried inclinometers and shown in Fig. 5. Based on
previous research (Sun et al. 2014), there are two sliding surfaces
existed in Majiagou landslide, among which, the upper one located
around 19 m corresponds to the contact surface between surficial
deposits and sedimentary bedrock. The deeper one located around
35 m corresponds to the weak silty mudstone interbedded in
sedimentary bedrock. The deeper sliding surface is the main slid-
ing zone (Sun et al. 2014; Zhang et al. 2018a, b), whose deformation
accounts for nearly 80% of the total deformation (Fig. 5). If the
instability of Majiagou landslide is induced, it will slide along the
deep sliding surface. So, it is particularly important to monitor the
displacement of the deep sliding zone. Therefore, in September
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—o— Fitting displacement
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Fig. 7 Extraction of trend displacement
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2015, a new inclinometer hole B8 was drilled next to inclinometer
Bs. The local enlarged displacement monitoring result of incli-
nometer Bs is shown in Fig. 5, which implies that the deep shear
zone of landslide ranges from 34 to 35 m. Based on this, two fixed
FBG-based inclinometers (whose working principle is described by
Han et al. (2019)) were installed right above the bottom surface of
the deeper sliding zone in inclinometer hole B8. The fixed incli-
nometer was connected in series with a 3-mm-diameter wire rope.
The length of each in-place inclinometer is 38 cm, and the length of
the wire between the in-place inclinometers is 24 cm. The defor-
mation of the entire deep shear sliding zone can be therefore
recorded in real-time. It is worth noting that the lower inclinom-
eter is fixed with screws in case of slippage. The detail information
of all the inclinometer holes is shown in Table 1.

Monitoring result and analysis

Figure 6 depicts the relationship between horizontal cumulative
displacement recorded in B8 inclinometer and the hydrological
factors. The cumulative horizontal displacement did not in-
crease linearly but showed a stepped increase tendency. In early
July 2016 and in March and July 2017 (the red elliptical area),
intense rainfall occurred; however, the landslide displacement
did not vary significantly. Whereas the concentrated rainfall
accelerated the deformation of the landslide in May 2016. This
indicated that rainfall was not the main controlling factor and it
had little influence on the deformation of the landslide. Never-
theless, the fluctuation of reservoir water level indicated a
strong seasonal influence on the deformation of Majiagou land-
slide. When the reservoir water level decreased rapidly (as area

A and C marked in Fig. 6), the displacement of landslide
increased obviously. Due to the hydraulic gradient and the lag
fluctuation of the water level in a landslide, the transient seep-
age occurred. Meanwhile, the transient flow inside slope de-
posits formed seepage force downslope along the slip
direction, thereby accelerating the deformation of the landslide.
When the reservoir water level rose or at a high water level, the
landslide remained stable, which could be attributed to the
seepage force induced by the hydraulic gradient and the effect
of hydrostatic pressure (Tang et al. 2019). It was noteworthy
although the water level was relatively stable, the displacement
varied significantly (as area B and D marked in Fig. 6). This
could be interpreted as the deformation hysteresis effect.
Furthermore, the correlation between the water level fluctua-
tion velocity, water level, and displacement velocity are illustrated
in the appendix. When the reservoir water level is lower than 150
m, the water level plays domain role in controlling the landslide
displacement. No matter how the reservoir water level fluctuates,
the overall deformation of Majiagou landslide is relative large.
When the water level fluctuates between 150 and 160 m, the
fluctuation velocity becomes the critical factor that influences the
landslide displacement. When fluctuation velocity is greater than
0.4 m/day, the deformation of Majiagou landslide is not signifi-
cant, whereas when fluctuation velocity is less than 0.4 m/day, the
deformation rate of Majiagou landslide is at a high level. When the
reservoir water level is higher than 160 m, reservoir water level
plays a domain role again. The Majiagou landslide remains at a
stable state. It can be inferred that the deformation characteristics
are believed to be closely related to pore pressure and seepage

Table 2 The criterion of identical-discrepant-contrary relation for periodic displacement versus periodic reservoir water level

Periodic displacement

Eelrliodic reservoir water level
a

Stable Rise
Decrease Contrary Discrepant Identical
Stable Discrepant Identical Discrepant
Increase Identical Discrepant Contrary
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force; we will carry out in-depth analysis on the kinematic evolu-
tion of Majiagou landslide in the near future.

Deep displacement prediction of Majiagou landslide

In this paper, the deep displacement result of B8 inclinometer are
selected to establish and test the prediction model, among which
the first 250 is set as the calibration set and the last 50 is set as test
set.

Prediction of trend displacement

In the previous landslide displacement prediction, most of the
monitoring period can last 5-10 years, while the monitoring inter-
val was usually 1 month (Shihabudheen et al. 2017; Bernardie et al.
2015). That is, limited monitoring data are distributed over a long

time span. Therefore, moving average method (Lian et al. 2014),
EMD method (Xu and Niu 2018), and the polynomial method were
often used to extract a relatively smooth curve as the trend dis-
placement. However, the minimum time an interval of the
Majiagou landslide displacement data was 2 days, and the time
span was close to 2 years. This signified that the displacement
curve varied significantly. The methods mentioned above for
extracting a relatively smooth curve were not suitable. According
to the characteristics of the data, by comparing the fitting effect,
the triangular function was selected to fit the curve with the
highest accuracy. The fitting function was:

y = 279.3%sin(2.979e—4*x + 0.004417)

+ 3.005%sin(0.0312*x—2.767)
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where y is the cumulative displacement and x is time. The R*
and root mean square error (RMSE) of the function are 0.9887 and
0.9885, respectively.

The predicted trend displacement, acquired by using triangular
fitting function, is illustrated in Fig. 7.

Prediction of periodic displacement

Extraction of periodic displacement

According to the principle of time series summation, the periodic
displacement can be obtained by subtracting the trend displace-
ment from the cumulative displacement. The periodic displace-
ment, with obvious periodicity, is shown in Fig. 8.

The grey correlation analysis (Deng 1988), whose resolution
coefficient was set as 0.5, was used to analyze the correlation
between displacement with external factors. When the correla-
tion coefficient exceeds 0.6, it can be concluded that the influenc-
ing factors are closely related to the periodic displacement (Wang
et al. 2004b). The correlation coefficient between rainfall, reser-
voir water level, and periodic displacement of Majiagou landslide
are 0.41 and 0.84, respectively, which is consistent with the
analysis results as mentioned in “Monitoring result and analysis”
section. It can be inferred that the deeper sliding zone is located
in the weak interlayer of the sedimentary bedrock. Due to the low
permeability coefficient of the bedrock, rainfall can hardly infil-
trate into the weak interlayer to influence the deformation of the
deep sliding zone. Therefore, the reservoir water level is chosen
as the main influence factor for the prediction of periodic dis-
placement, whose fitting function can be expressed as:

y = 162.5 + 13.12*c0s(3.385e—2*x) + 0.8833*sin(3.385e—2*x)
—1.594*c0s(6.776—2%x)—3.508*sin(6.77e—2*x)

(9)

where y is the reservoir water level, and x is time. The R* and
RMSE of the function are 0.9295 and 1.563, respectively. Similarly,
based on the principle of time series summation, the periodic
reservoir water level can be obtained as shown in Fig. 8.
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Deformation lag time

Before identifying the lag time, the threshold Qi (m/day) of
periodic water level fluctuation and the threshold Q2 (mm/
day) of periodic displacement change were introduced. The
fluctuation of periodic water level can be divided into three
states: stable stage, rising stage, and falling stage according to
the three criteria of “within the fluctuation Qi,” “rising over
Q1,” and “falling over Q1.” Similarly, the variation of periodic
displacement can also be divided into three states: stable stage,
decrease stage, and increase stage according to the three criteria
of “within the variation Q2,” “increasing over Q2,” and “de-
creasing over Q2.” The identical, discrepant, and contrary rela-
tions between periodic displacement and periodic reservoir
water level are established, as listed in Table 2. In view of the
above, determining the values of Q1 and Q2 become a key point.
The threshold value should try to make the number of three
states of the two sets relatively balanced, that is, each state is at
the same significant level so as to avoid making the number of
one state is significantly larger than the other two states. If so,
the respond of the set pair to each translation would become
remarkable (Liu et al. 2009). The threshold can be effectively
determined by examining the frequency distribution of the
velocity of periodic water level fluctuation and velocity of peri-
odic displacement change. As shown in Fig. 9a, according to the
fluctuation velocity (ranges from —o.15~0.27 m/day) of the
periodic water level (as marked with a red square), the frequen-
cy distribution of the fluctuation velocity of the periodic reser-
voir water level can be obtained. When Q1 = 0.03 m/day, the
frequency of velocity of reservoir level fluctuation within (+ 0.03
m/day) was 0.336, and the frequency below —o0.03 m/day and
above 0.03 m/day were 0.311 and 0.353, respectively. It signifies
that the number of three states of periodic water level is almost
the same and they are at the same significant level. Consequent-
ly, Q1 = 0.03 m/day was chosen as the key value. Similarly, as
shown in Fig. gb, the frequency of velocity of periodic displace-
ment change varies within (+ 0.02 mm/day) was 0.385. While
the variation velocity was greater than o.02 mm/day and less
than —o0.02 mm/day, the frequencies were 0.301 and o0.314,
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Fig. 11 Correlation between the periodic displacement and fluctuation of reservoir water level. a The optimal influence factors of reservoir water level determined by SPA

method. b The influence factors of reservoir water level selected on experience

respectively. Therefore, the periodic displacement variation
threshold Q2 was determined as 0.02 mm/day.

As the larger the value of an identical degree, the better the
correlation between the two sequences is. In order to quantitative-
ly identify the lag time, the periodic term of reservoir water level
was translated with a step of 2 days continuously. As shown in Fig.
10, the maximum of the identical degree between the periodic
terms of reservoir water level and displacement can be reached
when the translation time was 18 days.

According to the lag time, the reservoir level change during 18
days and the reservoir water level fluctuation velocity 18 days ago
were selected as the optimal factors. For comparison, the reservoir
water level change during 1 and 2 months was selected as input
factors (Zhou et al. 2016). The variation of influence factors deter-
mined by the SPA method exhibited good agreement with the
periodic displacement (Fig. 11a). While the time series curve of

the empirically selected factors lagged slightly behind that of
periodic displacement (Fig. 11b).

The cumulative displacement could not only reflect the general
trend of landslide deformation, but it also reflected the variation
characteristics of periodic displacement (Miao et al. 2018). The
accurate prediction of landslide deformation could hardly attain
by only considering the triggers factors and ignoring the evolu-
tionary state of the landslide. Therefore, the displacement change
during 18 days and the displacement velocity 18 days ago were
chosen as the optimal influence factors. Similarly, the displace-
ment change during 1 and 2 months was selected as the input
factor (Zhou et al. 2016). As shown in Fig. 12a, the displacement
change during 18 days and the displacement velocity 18 days ago
correspond to the peak and trough positions of the periodic
displacement. Beyond that, the overall variation trend is also
consistent. By contrast, as shown in Fig. 12b, the hysteresis
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phenomenon also exists between the curve of displacement change

during 1 and 2 months and periodic displacement.
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In summary, the reservoir level change during 18 days and
reservoir water level fluctuation velocity 18 days ago as well as
the displacement change during 18 days and the displacement
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Fig. 13 Comparisons of predicted and measured periodic displacements. a The predicted displacement obtained by SPA-PSO-SVM model. b The predicted displacement

obtained by PSO-SVM model
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Fig. 14 Comparison of the predicted and measured cumulative displacement

velocity 18 days ago were chosen as the optimal influence factors of
the SPA-PSO-SVM model.

Periodic displacement prediction

The libsvm toolbox (Chang and Lin 2011), whose parameters were
optimized by PSO, was used to predict the periodic displacement.
After 200 times iterations, the optimal penalty factors C and kernel
function parameters g for the SPA-PSO-SVM model are 3.7132 and
0.5223. For PSO-SVM model, they are 11.2372 and 3.9796, respec-
tively. After running the PSO-SVM prediction model with the
optimal and empirical selected influencing factors, the predicted
periodic displacement can be obtained (see Fig. 13). Figure 13a
shows the predicted result based on the SPA-PSO-SVM model,
which signifies that the periodic displacement is well predicted
with the proposed model. The results of the predicted periodic
displacement based on PSO-SVM model, as shown in Fig. 13b, lag
behind the measured values and exhibits a larger deviation com-
pared with the measured data. Comparing with the measured
result, it is found that the RMSE and the mean absolute percentage
error (MAPE) of SPA-PSO-SVM model are 0.28 and 12.8, respec-
tively, which is significantly smaller than that of PSO-SVM model
with the RMSE of o.53 and the MAPE of 29.7, supporting the
assertion that prediction accuracy was obviously improved by
using this proposed model.

Cumulative displacement prediction

As shown in Fig. 14, the cumulative prediction displacement could
be obtained by summating the fluctuating displacement and the
trend displacement. The predicted cumulative displacement, with
the correlation coefficient of 0.99 and the RMSE of 0.33, is in good
agreement with that of measured. Consequently, the proposed
model is feasible in the landslide displacement prediction.

Discussions

Rainfall infiltration and reservoir water level fluctuation can cause
soil water changes, affect the stress state, induce dynamic and
static water pressure, reduce shear strength of soil, and thus
influence the evolution of the landslide (Paronuzzi et al. 2013; Hu
et al. 2017), which are regarded as the major triggering factors of

landslide deformation (Lepore et al. 2012; Bui et al. 2017). However,
in this study, rainfall could hardly infiltrate into the weak inter-
layer to affect the evolution process of the deep sliding zone. While
deploying machine learning method to make prediction, it was not
the more influence factors input, the better prediction results
would be. If the input influence factor is weak related to the output
displacement, on the contrary, will reduce the prediction accuracy
(Deng et al. 2017). Through grey correlation analysis, by removing
the rainfall factors, the fluctuation of reservoir water level was
selected as the main influencing factors.

SVM is a small sample learning method based on statistical
learning theory, which has good generalization performance by
using the structural risk minimization principle. It overcomes the
limitations of local optimum, over-fitting, and slow convergence
speed existed in a mathematical method and traditional neural
network. The SVM model based on the particle PSO algorithm has
been applied in landslide prediction (Wu et al. 2016; Chawla et al.
2018). However, current research is mostly in the qualitative de-
scription stage; how to quantitatively characterize the lag effect
and select the most relevant influencing factors has been a thorny
problem for a long time.

Aiming at filling this gap, SPA method was adopted to analyze
the dynamic relationship between periodic displacement and
influencing factors. After selecting the optimal influencing factors,
the proposed SPA-PSO-SVM model can attain a relatively higher
accuracy than that of PSO-SVM model.

Conclusions

Since the first impoundment of the Three Gorges Reservoir,
more and more attention has been drawn on the deformation
and instability of the reservoir slopes. Landslides usually un-
dergo long-term deformation before failure occurs (Ren et al.
2015). Therefore, the prediction of landslide displacement has
become an economical and efficient way to migrate further
risk. Taking Majiagou landslide as an example, the fiber optic
monitoring technology and SPA-PSO-SVM prediction model
were combined to facilitate the accurate monitoring and pre-
diction of landslide displacements. The conclusions were
drawn below:
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1. There are two sliding surfaces existed in Majiagou landslide.
The deeper one developed in the weak interlayer of sedimen-
tary bedrock is the main sliding zone. Due to the low perme-
ability coefficient of bedrock, rainfall can hardly infiltrate into
the weak bedrock interlayer. Consequently, the deep deforma-
tion of the landslide is mainly controlled by the fluctuation of
reservoir water level while rainfall has minor influence.

2. The time series analysis method was used to decompose the
displacement and reservoir water level into trend term and
periodic term. By continuously translating the periodic term of
these two-time series, the maximum identical degree could be
determined with the SPA method. The deformation lag time of
Majiagou landslide was identified to be 18 days.

3. According to the lag time, the optimal influence factors were
selected and input into the SPA-PSO-SVM prediction model.
The results showed that the RMSE and MAPE of the predicted
displacement are 0.28 and 12.8, which is significantly smaller
than the PSO-SVM model with the RMSE of 0.53 and the
MAPE of 29.7.

4. The proposed SPA-PSO-SVM model provides a scientific
method of selecting influence factors rather than relying on
experience. This model has a guiding significance in the land-
slide deformation prediction study.>

This manuscript proposed hybrid machine learning method for
the displacement prediction of a landslide with deformation hys-
teresis effect involved. If the deformation of a landslide is induced
by stress (e.g., loading, excavation or earthquake) which does not
involve hysteresis effect, this proposed method shows no advan-
tages. However, for the reservoir landslide or rainfall-triggered
landslide involving deformation hysteresis effect, if the monitoring
time interval is greater than the lag time, the deformation lag time
cannot be determined by SPA method. This method is no longer
applicable. Another limitation is the machine learning method that
if you do not have enough early training data, you cannot obtain a
model to make prediction. Even though SVM is a small sample
learning method which can achieve good prediction result with
limited data, dozens or hundreds of data are still needed.
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