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Abstract Traditionally, the quality of forest inventory

data has been measured with root mean square error of

interesting variables. In many occasions, however, even

this information has not been available for all variables of

interest, as the main focus has always been on the accuracy

of timber volume estimates. In recent years, the quality of

data as a basis for decision-making has also been consid-

ered, using so-called cost-plus-loss analysis. In such anal-

ysis, the optimal data acquisition method is defined to be

the one which minimizes the total costs of inventory, i.e.,

the direct inventory costs and the losses due to suboptimal

decisions based on incorrect data. It would, however, be

possible to go even further, and estimate the value of

certain information, or even information concerning a

certain forest variable/parameter in decision-making. This

is possible when utilizing Bayesian decision theory. It

would enable inventory researchers to concentrate on

important issues, and managers to invest optimally on data

acquisition process. This review presents the research

carried out in valuation of information in different fields

and discusses the possibilities to use it in forestry

applications.

Keywords Bayesian decision analysis � Cost-plus-loss �
Monte Carlo

Defining the quality of forest information

Forest decisions are carried out by different people in many

different situations and levels. Forest owner decides whe-

ther to harvest his/her stands or to sell the forest holding

altogether. Forest companies decide how much and what

kind of timber they want to buy, what should be the har-

vesting order for the stands and how the trees should be

bucked to produce maximum value as forest products. At

higher level, industry makes decisions concerning future

investments. State makes decisions concerning the forest

policy, for instance concerning taxes and subsidies or

concerning nature conservation areas. All these decisions

require good quality information.

According to Nohr (2001), quality of information can be

defined as the sum of all requirements that information is

expected to have, in order to fulfill specific information

needs. The quality of information can be described with

several criteria, for instance accuracy, reliability, rele-

vancy, timeliness, completeness and presentation (Rolph

and Bartram 1994). Relevancy in this context means that

information decreases uncertainty in some specific deci-

sions, and reliability refers to the reliability of the data

source or data acquisition method in general (Kätsch 2006).

Information can have value from two different sources:

intrinsic value and value in the decision-making (Birchler

and Bütler 2007). Value of information (VOI) in decision-

making can be defined as the difference between the pro-

ject value with information and the project value without

the information (e.g., Hirshleifer and Riley 1979; Birchler

and Bütler 2007). This implies that there must be at least

two possible options for the decision-maker to select from,

and also uncertainty as to the consequences of these

options. If there is no uncertainty, acquiring information

cannot add value, which also makes information worthless

Communicated by T. Knoke.

This article belongs to the special issue ‘‘Linking Forest Inventory

and Optimisation.’’

A. S. Kangas (&)

Department of Forest Resource Management,

University of Helsinki, P.O. BOX 27, 00014 Helsinki, Finland

e-mail: annika.kangas@helsinki.fi

123

Eur J Forest Res (2010) 129:863–874

DOI 10.1007/s10342-009-0281-7



from decision-making point of view. Subtracting the cost

of acquiring the information gives the net worth of

information.

Economics of information, based on Bayesian statistics,

has in recent years been an important subject of study in

many research fields. Traditionally, it has important

applications in insurance and advertising (e.g., Hirshleifer

and Riley 1979). Currently, information economics is also

used to evaluate diagnostic tests and research in the case of

selecting best health care interventions (e.g., Karnon 2002;

Ades et al. 2004; Claxton and Sculpher 2006; Chalabi et al.

2007), to evaluate supply chain management practices

(e.g., Ketzenberg et al. 2007), to evaluate data obtained

from remote sensing spacecrafts versus the costs of

launching such systems (Macauley 2006), and to evaluate

environmental data acquisition and research (e.g., Dakins

et al. 1996; Kim et al. 2003).

In forestry, the VOI has not yet been systematically

analyzed, although there are a couple of studies for very

specific applications (Knoke 2002; Amacher et al. 2005).

Value of forestry decisions may also be very hard to esti-

mate, as besides economic issues forest decisions have also

social and environmental effects. Forestry decisions may

also affect in very far-away future. Because of such com-

plications, Barth et al. (2006) concluded that it was only

possible to evaluate data in qualitative terms. They gave five

criteria for evaluating data for national and regional levels:

1. degree of detail

2. accuracy of variables

3. consistency between variables

4. spatial completeness

5. spatial consistency of errors

The first of these criteria, degree of detail, refers to the

number of different forest variables concerning which

information is collected. Consistency means that the vari-

ables at same point have logical relationships. Spatial

completeness means that information is available from

every point in the forest area.

Yet, even these requirements are not as straightforward

as they might seem at first glance. For instance, spatial

completeness can always be obtained using interpolation

methods such as kriging or with imputation methods if

suitable carrier data exist (e.g., Temesgen et al. 2003;

Duvemo et al. 2007). Moreover, the degrees of detail can

be increased by predicting the missing variables. For

instance, diameter distribution can be predicted based on

visual stand assessment or laser scanning data (e.g., Malt-

amo 1997; Gobakken and Næsset 2005). Irrespective of the

problems at the task, it would be extremely important to

know the value of data in decision-making in order to

collect relevant and good quality information.

This review presents the traditional approach to data

quality, and approach based on the cost-plus-loss analyses.

Then, the concepts and methods for analyzing VOI using

Bayesian decision theory are presented, the issues affecting

VOI as well as the methods suitable for multi-criteria

decision-making situations. Finally, some conclusions and

directions for future research are presented.

Selecting the data acquisition method in forestry

In forestry, decisions concerning the acquisition of infor-

mation have mainly been based on the accuracy of the data

and/or the costs of acquiring the data. Optimal data

acquisition has usually been understood as the sampling

design giving minimum variance for certain estimates with

a given budget (e.g., Scott and Köhl 1993; Ståhl 1994a).

Usually, the accuracy of mean volume is used as the most

important measure concerning the data quality. The prob-

lem with this approach is that in practice we do not know

which variables have highest value in decision-making, and

therefore should have best accuracy.

Another option has been to minimize the costs, given

accuracy requirements for certain estimates. The problem

with this approach is that we do not have definite accuracy

requirement based on decision-making. Thus, we have

ended up using ad hoc quality requirements. Yet, another

option has been to minimize the weighted sum of the

inventory costs and accuracy of certain estimates (e.g.,

Päivinen 1987). The problem of weighting the costs and

accuracy of different variables remains, however.

In practice, it may be that optimal data acquisition is not

even strived for. It may be that the method is selected based

on tradition, in order to maintain comparability with pre-

viously obtained results. Inventory may also be specifically

designed for monitoring change. Thus, it aids decisions

concerning managing the change, besides aiding decision-

making in a certain period. Then, selecting an optimal

method is even more problematic than in one inventory. In

complicated sampling designs, optimization may only be

carried out in small sub-problems, for instance for selecting

number of plots given the sampling method, or for

selecting number of sub-plots in a case of cluster sampling.

In sampling-based estimation, it is possible to obtain

analytical estimates for the accuracy of data, based on the

sampling design and the number of sample plots. This

covers field samples and estimates obtained using remote

sensing material in ratio or regression estimation. If the

sampling-based approach does not apply, the accuracy

estimates are obtained with empirical tests. This concerns,

e.g., the kNN estimates used in many remote sensing-based

inventories (e.g., Tomppo 2006a, b), and the same holds
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also for traditional (partly visual) field assessments (e.g.,

Haara and Korhonen 2004).

Typically, the empirical tests just include a couple of

methods and a small test area (e.g., Hyyppä et al. 2000). It

would simply be too expensive to arrange a thorough test.

The relative accuracy of the methods tested typically varies

from case to case because of differences in the areas tested,

and details of the methods. This can make selecting the

optimal method quite complicated. For instance, the

accuracy of remote sensing inventories may vary as a

function of field data used as reference plots in kNN

approach (e.g., Duvemo et al. 2007), due to technical

details such as number of pulses per square meter in laser

scanning or due to the estimated models used in area-based

laser scanning approach (e.g., Uuttera et al. 2006).

Overall, we still have a fairly good understanding of the

relative accuracy of all relevant methods for any inventory

problem, at least with respect to total stand volume. Forest

managers in Finland have for several decades used partly

visual standwise forest inventory in their decision-making.

In this traditional method, the root mean square error

(RMSE) of total volume in Finland has been 24.8% (Haara

and Korhonen 2004). Forest managers in practice have

been satisfied with this level and are willing to accept

remote sensing methods that have at least the same quality

(e.g., Uuttera et al. 2002). In general, the accuracy of

remote sensing-based methods has been considered quite

poor, as these methods have larger RMSE than traditional

inventory (Hyyppä et al. 2000). On the other hand, man-

agers are very interested in the area-based applications of

laser scanning, since RMSE from around 10 to 20%, i.e.,

lower than in traditional methods that has been reported in

tests (e.g., Næsset 2002, 2004; Uuttera et al. 2006). The

satisfaction is, however, more based on tradition and

practical experience than true knowledge of the VOI.

It is also not easy to estimate the real costs of the

information, especially if the methods to be compared

differ very much. In field inventory based on a fixed

number of sample plots with fixed measurement schedule,

the costs per plot are easy enough to calculate. In tradi-

tional field inventory, where the number of observations is

not fixed but depends on the surveyor, the task needs to be

carried out with empirical tests or based on measured area

versus the observed working costs. The costs of remote

sensing material are also fairly easy to calculate, although

the costs per hectare depend on the area covered. The

difficult part, however, is that these methods require an

indefinite amount of field observations in addition to

remote sensing material, on which the costs (and accuracy)

depend on.

The most difficult part in all cases is the cost of work

carried out in office, calculating the results. In comparing

samples of different size, the difference in the office work

might not be important, but in comparing laser scanning

and plot inventory it may be. Some estimates for the total

inventory costs have, however, been calculated. In Finland,

the estimated cost for traditional inventory was 7.9 €/ha

(Uuttera et al. 2002), and in Norway the cost of area-based

laser inventory was estimated to be 11.39 €/ha, and method

based on photo-interpretation 5.53 €/ha (Eid et al. 2004).

Cost-plus-loss analysis

The traditional approach based on the mean square errors

of the estimates does not produce any information

regarding the usefulness of the measured information for

decision-making purposes. This aspect has been studied

using cost-plus-loss analysis, in which the expected losses

due to suboptimal decisions caused by inaccurate data are

added to the total costs of the forest inventory (Hamilton

1978; Burkhart et al. 1978). This aspect has in recent years

been intensively studied in forestry context (e.g., Ståhl

1994a; Eid 2000; Holmström et al. 2003; Eid et al. 2004;

Juntunen 2006; Holopainen and Talvitie 2006; Barth et al.

2006; Duvemo et al. 2007).

The hardest part of cost-plus-loss analysis is to define

the losses. In the studies carried out so far, it has been

assumed that the decision-maker is maximizing the net

present value (NPV) of the forest area, and the losses have

been defined in terms of NPV (e.g., Holmström et al. 2003;

Eid et al. 2004; Juntunen 2006; Holopainen and Talvitie

2006). Also the decisions considered have been fairly

similar. For instance, in Holmström et al. (2003), the

decisions analyzed were the scheduling of thinnings and

clearcuts, in Eid et al. (2004) the timing of final harvests at

stand level.

Cost-plus-loss analysis can be carried out either with

analytical methods or with simulation. Analytical method

is possible, if the losses can be calculated as a function of

accuracy. This function could be, for instance, a quadratic

function of the accuracy (e.g., Cochran 1977; Ståhl et al.

1994). Typically, in forest studies, the analysis has been

carried out using simulation. In simulation, there are also

two possible approaches. It is possible to either use real

forest data and observed errors or simulated data (or real

data with simulated errors).

In the first case, there is only one observed error per each

method in each stand (e.g., Eid et al. 2004). The validity of

the results depends on the representativeness of the data set

used, but on the other hand the errors in each stand and each

variable are realistic for that method, and only the future

consequences need to be simulated. This approach is espe-

cially suitable for comparing existing methods.

With simulated data, on the other hand, it is possible to

simulate several realizations of possible errors in each
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stand and for each variable (e.g., Eid 2000). Then, it is

possible to also analyze the effect of errors in different

variables. This method is more general and does not

depend on the availability of data. On the other hand,

accurate information on the probability distributions of the

errors is needed in this approach. Typically, normal dis-

tributions have been assumed, but measurement errors

could well have asymmetrical distributions and the skew-

ness can vary depending on the true value (e.g., Canavan

and Hann 2004). Incorrect correlations among the different

errors may also cause incorrect conclusions on the VOI.

Positive correlation in errors of, say mean height and

diameter, increases error variances in all variables pre-

dicted based on these two variables, such as future growth

estimates. In such case, the losses will be underestimated if

independent errors are assumed.

The losses in each stand i can be calculated from the

difference between the NPV from the optimal decision and

the NPV from the suboptimal decision based on erroneous

data (Eid et al. 2004):

NPVloss i ¼ NPVopt i � NPVerr i ð1Þ

In this case, it is assumed that there is only one

observation per each method from each stand, as is the case

with real data. If there are several observations from each

stand as in simulation case, the loss in the stand is

calculated as their mean. The expected loss in the test area

can then be calculated as mean loss in the stands as

NPVloss ¼
1

n

Xn

i¼1

NPVloss i ð2Þ

The NPV of suboptimal decision is based on true data, not

on the estimated NPV with erroneous data (Fig. 1). The

anticipated optimal NPV value using erroneous data may

be even higher than the true optimum, but that is not loss, it

is regret.

Results of Eid (2000) based on simulated data show that

different variables have different value in decision-making

(Table 1; Fig. 2). Based on his studies, it would be best to

concentrate on estimating site quality and age, while most

data acquisition techniques concentrate on basal area and

mean height. According to Eid (2000), the effect of errors

in age and height is highest in stands that are close to

maturity, i.e., age in which the final felling would be

optimally carried out (Fig. 2). The errors in site quality

have, on the other hand, largest effect in young stands.

Overall, the effect was the largest when the final felling

period was close and the uncertainty was large (Table 2).

Thus, besides the accuracy in itself, also other issues affect

to the expected losses.

Cost-plus-loss has been used in real data sets to compare

different data acquisition methods. Holmström et al. (2003)

compared imputation approaches using either traditional

field data or aerial photographs as carrier data, and field

inventory with five to ten plots per stand with two data sets

with simulated errors. In their case, the optimal data

acquisition methods depended on the assumed stand size

(because both the costs of field inventory and the losses

depended on size), on the stand composition in the test area

and also on interest rate. If large proportion of the stands

were overmature, accurate information was not useful, but

if large part of them were not mature but close to it,

accurate data were useful.

In another study, Eid et al. (2004) compared photo-

interpretation and laser scanning, and found laser scanning

clearly more profitable than photo-interpretation in two

different test areas with real data. This result may, how-

ever, partly depend on the composition of the forest area

used in the test. They also calculated losses from the whole

rotation period, while Holmström et al (2003) only inclu-

ded the losses from the first 10 years.

The studies carried out so far are inevitably simplifica-

tions of the true situation. Either the collected information

is used infinitely (Eid et al. 2004; Holopainen and Talvitie

2006) or true data are assumed for later decisions (Holm-

ström et al. 2003). The effect of errors in growth and yield

models is not accounted for, i.e., the fact that the data

deteriorates in time is ignored (see also Duvemo and

Correct data

Incorrect data

TimeToptTerr

Net present
value NPV

NPVopt

NPVerr

Fig. 1 The principle of cost-plus-loss analysis

Table 1 The expected losses (NOK/ha) in final felling decisions due

to random errors in different forest variables (Eid 2000)

Error level

(%)

Basal

area

Mean

height

Site

quality

Age Simultaneous

10 0 28 131 105 243

15 1 63 210 240 499

20 3 147 277 497 931
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Lämås 2006). Therefore, the (not discounted) losses should

be, on average, the larger the farther in the future the

decisions occur.

The deterioration of data due to errors in growth and

yield models can be analyzed theoretically using Monte

Carlo simulation (e.g., Kangas 1997), or by comparing data

predicted with a specific forest simulator to observed data

(e.g., Kangas 1999; Haara 2005; Mäkinen et al. 2008;

Välimäki and Kangas 2009; Fig. 3). Problem with growth

is, of course, that true growth is only known when it has

happened. So, studies accounting for accuracy of growth

simulators need to be based either on expensive permanent

data or on simulation studies. So far simulations have only

been carried out for very small data sets and small simu-

lator (e.g., Mowrer and Frayer 1986; Kangas 1997).

Building a Monte Carlo simulator for this kind of task is

not easy, as there might be several hundreds of models in a

large simulator, and their relations are largely unknown.

The forest simulators may, however, also introduce

other complications. For instance, in Finnish cost-plus-loss

studies (Holopainen and Talvitie 2006; Juntunen 2006), the

expected losses are on much higher level than on the other

studies mentioned (Eid 2000; Holmström et al. 2003; Eid

et al. 2004). In Holopainen and Talvitie (2006), the mean

loss varied from 375 to 1,014 €/ha with 3% interest rate,

and in Juntunen (2006) from 64 to 130 €/ha with 4%

interest rate, while in other studies the mean losses varied

from 7 to 51 €/ha. In the case of Holopainen and Talvitie

(2006), large part of this is probably due to the higher error

level in that study (e.g., relative error of mean diameter

varied from 15 to 23%), and the fact that the errors were

assumed to be systematic over- or underestimates.

However, it seems evident that the characteristics of the

growth and yield simulator also have a large effect on the

results. For instance, the growth models used in Norway in

GAYA-JLP simulator are not sensitive to the basal area

Fig. 2 The average losses due

to errors in basal area, mean

height, site quality and age as a

function of relative maturity

(Eid 2000)

Table 2 The proportions of the optimal period of final harvest due to 15% level of random variation in all variables, seven example stands

(Eid 2000)

Stand no. Reference data set Generated data sets Expected

loss (NOK/ha)
Age Period of

final harvest

1 2 3 4 5 6 7 8 9 10 [10

1 3 10 61 39 410

2 8 10 34 48 18 631

3 13 10 15 39 39 7 740

4 23 8 4 74 21 1 180

5 54 2 34 38 19 9 1,342

6 64 1 90 6 3 1 990

7 77 1 99 1 292
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(i.e., basal area is not among the independent variables in

the growth predictions), and thus the VOI of basal area

seems negligible (Eid 2000). The growth models used in

MOTTI simulator are formulated so that the effect of

thinnings, i.e., varying basal area, could be accounted for

(Hynynen et al. 2002). Thus, these models used by

Holopainen and Talvitie (2006) may be more sensitive to

errors in basal area. Juntunen (2006), on the other hand,

used older MELA models, which can be assumed to be less

sensitive to basal area than the new models, as the models

underestimated thinning effects in tests (Ojansuu et al.

1991). It means that the expected losses will vary also

according to the models used, and this could be utilized

also in model building (Eid 2003).

Another problem is that the prediction errors in growth

and yield models are affected by the errors in inventory

data. For instance, it may be that if basal area is under-

estimated in inventory, the predicted growth will be over-

estimated and vice versa. This behavior, of course, also

depends on the growth simulator, and the effect of com-

petition in the model. In such cases, it may be very difficult

to find out how the quality of data in fact deteriorates. It

may even be that no deterioration appears to happen or the

relative RMSE of basal area, for instance, in fact decreases

in time. An example of this is in Fig. 4, where relative

errors increased in the stands with accurate original data

quality, but actually decreased in the stands where the

original data were of poor quality.

Accounting for the errors of simulators means that it

should be the more profitable to invest on accurate data, the

longer the period in which this data can be used (e.g.,

Karnon 2002). It also means that if growth and yield

models are inaccurate, it would be more profitable to make

field measurements often, even if they are not very accurate

(e.g., Ståhl et al. 1994). Neither the useful life-span of

forest data is, however, known, nor its dependency on the

original quality of the data. So far, the only attempt to

analyze the life-span of data was carried out by Ståhl et al.

(1994).

Value of information

The VOI can be calculated based on Bayesian decision

theory (e.g., Raiffa and Schlaiffer 1967; Hirshleifer and

Riley 1979). In Bayesian decision theory, it is assumed that

there is a set of possible decisions d [ D. The utility U(d,s)

of each decision d depends on which state of nature s [ S is

actually going to happen. Thus, there is uncertainty con-

cerning the consequences of the decisions. There exists

some prior information concerning the probability of the

possible events, p(s). Then, we can maximize the expected

value of the decision using the information available as

(e.g., Ades et al. 2004):

Max Es
d2D
ðUÞ; EsðUÞ ¼

X

s2S

Uðs; dÞpðsÞ: ð3Þ

This is generally not equal to the decision made ignoring

uncertainty (e.g., Ståhl 1994a), which implies that it is

possible to experience losses simply due to ignoring the

uncertainty (Kim et al. 2003). If the uncertainty concerning

the future states can be described with a continuous

probability distribution, the situation is described as (see

also Ståhl 1994a, p. 8):
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Max Es
d2D
ðUÞ; EsðUÞ ¼

Z

s2S

Uðs; dÞf ðsÞds: ð4Þ

In Bayesian sense, the maximum uncertainty would be a

case where all the possible states of nature (in discrete

case) are assumed equally possible. If it is possible to get

some information concerning the states of nature, the

uncertainty can be reduced. The new information (message

m [ M) is used to update the prior probability p(s) to a

posterior probability p(s|m) as (Hirshleifer and Riley 1979;

Birchler and Bütler 2007):

pðsjmÞ ¼ pðmjsÞpðsÞ
pðmÞ ð5Þ

where p(s|m) describes the conditional probability of

observing state of nature s, after observing a message m,

p(m|s) is the conditional probability of observing message

m, if the state of nature is s and p(m) describes the

probabilities of the messages m in general. This, in turn,

can be found by averaging the conditional distribution

p(m|s) over all possible states s (or in continuous case

integrating over the distribution of s):

pðmÞ ¼
X

s2S

pðm sÞj pðsÞ ð6Þ

Given a certain message, the decision-maker needs to

maximize the expected value of the decision using the

posterior distribution as (e.g., Ades et al. 2004):

Max Es
d2D
ðU mj Þ; EsðU mj Þ ¼

X

s2S

Uðs; dÞpðsjmÞ: ð7Þ

Since the actual message is not known beforehand, the

results need to be averaged over the distribution of the

possible messages as (e.g., Ades et al. 2004)

EmMax Es
d2D
ðU mj Þ; ð8Þ

which also implies that it is not meaningful to calculate the

value of a certain message, but rather the source of

messages (Birchler and Bütler 2007). Then, the difference

between the expected utilities (e.g., Ades et al. 2004)

Em Max Es
d2D
ðU mj Þ �Max Es

d2D
ðUÞ; ð9Þ

describes the VOI about the states of nature. If the utility is

expressed in terms of money, the VOI is also expressed in

money.

In forestry, the message would be an estimate derived

from a sample from the forest. Besides states of nature, the

uncertainty can also be due to some parameters h of a

decision model (e.g., Ståhl 1994a; Ades et al. 2004). For

instance, this could mean parameters explaining the future

development, such as mortality rate of seedlings. The

uncertainty considered can even be structural uncertainty

concerning the shape of these decision models (Claxton

and Sculpher 2006, p. 1064). It should be noted that

excluding relevant decision alternatives might also have a

large impact on VOI (Claxton and Sculpher 2006, p. 1063).

Example

This situation can be illustrated with a forest owner pon-

dering whether to harvest immediately or after 10 years.

The interest rate is 3%, and the land value is, for the sake of

simplicity, ignored. The possible states of nature are that

the stand is still growing well (value growth 4% per year)

or that it is growing not so well (1.5%). The forest owner

does not have a clue as to which of these options would be

true, and so the prior probability of both events is 0.5. The
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Fig. 4 Example of the

development of error in basal

area predictions in 12 stands,

relative to the predicted basal

area. The predictions are based

on the traditional field inventory

data in the database of UPM-

Kymmene (Välimäki 2006)
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problem can be described with a decision tree (Fig. 5a). In

this case, the expected utility of harvesting later is

0.5 9 19,275 ? 0.5 9 15,112 = 17,193, and that of har-

vesting now is 0.5 9 17,500 ? 0.5 9 17,500 = 17,500,

and so the optimal decision based on prior information

would be to harvest immediately.

Of course, the owner could take a sample of the stand

before deciding. In case the sample is perfect, the optimal

decision for the owner would be to harvest later, given the

message is good growth, and harvest now if the message is

not so good growth. As the prior probabilities of these

events were equal, the probability of observing the mes-

sages is also equal, 0.5 (Fig. 5b). In this case, the expected

value of the decision (Eq. 7) is 0.5 9 19,275 ? 0.5 9

17,500 = 18,387, giving as the VOI 18,387 - 17,500 =

887. After the owner knows the message, for instance, that

the growth is not so good after all, he realizes that he could

have made the same decision based on pure prior infor-

mation. Thus, the VOI is the value of the sample, not a

certain message.

Usually, the information is not perfect, however. If the

sample information is correct only with probability 0.9

(denoted with quality of data q) irrespective of true growth,

it means that p(m = 4%|s = 4%) = p(m = 1.5%|s =

1.5%) = 0.9, and respectively, that p(m = 4%|s = 1.5%)

= p(m = 1.5%|s = 4%) = 0.1. In this case, the probabil-

ity of getting the message of good growth, p(m = 4%), is

the probability of growth being 4% and observing it cor-

rectly ? probability of growth being 1.5% and observing

4% incorrectly = pq ? (1 - p)(1 - q) = 0.5 9 0.9 ?

(1 - 0.5)(1 - 0.9) = 0.5(0 9 9 ? 0.1) = 0.5, and like-

wise for the message of not so good growth. Then, posterior

probability of truly 4% growth, conditional of obtaining

sample value 4% = p(s = 4%|m = 4%) = (0.5�0.9)/

0.5 = 0.9, and conditional to sample value 1.5%, 0.1. In this

case, the expected value of the decision, E(U) = 0.5�(0.9

9 19,275 ? 0.1 9 15,112) ? 0.5(0.1 9 17,500 ? 0.9 9

17,500) = 18,179 (Fig. 5c), giving as VOI 18,179 -

17,500 = 679, i.e., much lower than in the case of perfect

information. The value of the information does not, how-

ever, only depend on the quality of information, but also on

the quality of prior information. If the forest owner was

pretty sure that the growth would in fact be not so good

(with prior probability 0.8), then similar quality sample

would only be worth 127.

In case the information acquired is perfect, the estimated

VOI is called expected value of perfect information

(EVPI), and in case of sample, expected value of sample

information (EVSI), or expected value of imperfect infor-

mation (EVII) (e.g., Karnon 2002; Kim et al. 2003). It

should be noted, however, that perfect information can

never be obtained. There is always inherent variation in

nature which cannot be reduced by collecting new infor-

mation (e.g., Ståhl 1994a). Thus, EVPI serves as an upper

bound on what could be a cost of a data acquisition policy

(e.g., Kim et al. 2003).

If the VOI as a function of information quality, v(q), as

well as the cost for acquiring such data, c(q) can be

obtained, the optimal policy in data collection policy is to

maximize the net VOI (Cochran 1977; Ståhl 1994a, p. 12;

Birchler and Bütler 2007)

MaxDv
q

; Dv ¼ vðqÞ � cðqÞ ð10Þ

This approach leads to the same data acquisition solution as

the cost-plus-loss analysis.

The biggest problem of the cost-plus-loss analyses made

so far is that they do not account for the prior information (see

also Duvemo and Lämås 2006). Such information is, how-

ever, always available in forestry. It could be earlier national

forest inventories, traditional field data updated with growth

models or even the planting year of the stand and growth and

yield table. Therefore, while the data acquisition policy

obtained with these two methods is similar, Bayesian value

analysis may reveal cases where acquiring new data is sim-

ply not profitable (see also Ståhl 1994a).

The losses from cost-plus-loss analysis can, however, be

interpreted as EVPI with the given information. So, the
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Fig. 5 The decision tree with a pure prior information b with perfect

sample information and c with imperfect sample information
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difference between the expected loss (or EVPI) based on

the prior uncertainty and the expected loss with the updated

information results the value of updated, but imperfect

information (Dakins et al. 1996; Karnon 2002, p. 335)

EVII ¼ EVPIprior � EVPIupdated ð11Þ

Based on that, the value of laser scanning in Eid et al.

(2004), given that photo-interpretation data already exist,

would be 37.5 €/ha for Våler and 33 €/ha for Krødsherad.

Thus, even though prior information with the traditional

method were assumed to be available, investing in laser

scanning data would be profitable (net benefits from 21.6 to

26.1 €/ha).

Ståhl et al. (1994) used the Bayesian approach for

selecting the optimal inventory method in the case of

multitemporal inventories. This situation is, in principle,

equal to the cases presented here, where the possible dif-

ferent inventory results represent the messages of good and

not so good growth in the example. Like in the example,

the messages were assumed discrete, although the distri-

butions in general were assumed continuous. However,

Ståhl et al. (1994) did not calculate the value of the data,

but the expected value of the decisions, given different

inventory data. This approach could, in future studies, also

be used in defining the useful time-span of certain quality

forest information.

Like in cost-plus-loss analysis, the VOI can be calculated

either with analytical methods or with simulation. The work

of Ståhl et al. (1994) suffered from the fact that analytically

the Bayesian problem is only solvable with very simple

distributions, e.g., in the case where all distributions are

normal. Such a case can also be easily simulated (see, e.g.,

Ades et al. 2004), but for more complicated distributional

assumptions even simulation approach is demanding. Cur-

rently, however, there are efficient numerical tools such as

Markov Chain Monte Carlo (e.g., Gelfand and Smith 1990;

Green and Murdoch 1998; Rosenthal 2007) and easy-to-use

programs such as BUGS (http://www.mrc-bsu.cam.ac.

uk/bugs/). These would enable more realistic applications

of Bayesian analysis.

What affects the value of information?

Value of information in the example above depended on

the quality of the information, i.e., accuracy of the data,

and the quality of prior information. VOI is not, however,

simple as that, but also depends on many other issues. In

fact, when Ketzenberg et al. (2007) made a meta-analysis

of all studies analyzing VOI in supply chain management,

they realized that apparently similar data in some situations

had large value, and in some cases small value. In their

analysis they were able to detect five general issues

affecting the VOI (Fig. 6), namely level of uncertainty (or

quality of data), marginal information (or quality of prior

information), marginal uses of information, sensitivity to

uncertainty and responsiveness to uncertainty.

Sensitivity to uncertainty has also been noticed in for-

estry studies. Ståhl (1994a), Eid (2000) and Holmström

et al. (2003) all noted that if the next treatment was evident,

there would be no need for new information, and therefore,

the VOI would be low. For example, assuming the only

goal of decision-maker is NPV, the next treatment in old

stands would in any case be immediate final harvest, no

matter what is the volume or basal area.

The marginal uses of information mean that information

is used for several purposes, which of course increases its

value. In forestry it would mean that in addition to thinking

from the forest owner perspective, i.e., the VOI in the

timing of harvests decisions, the VOI for the buyer of the

timber should also be analyzed. Knoke (2002), for instance,

studied how the information concerning the development

of quality of beech could improve the value of management

decisions. Quality is obviously much more important to the

buyer than to seller, unless good quality wood has higher

price. Ståhl (1994a, p. 41) concludes that same data is

probably more valuable to industrial forest owner than to

private forest owner. It may be so, since they can make

decisions concerning the bucking, harvesting and logistics

based on the same data. Therefore, also the VOI for the

other parties should be analyzed in the future, if the true

VOI is required. The question remains, however, who

should pay for the information in such situations?

The responsiveness to the data means that information is

not valuable, if decisions are not made based on the

information. It means that if spatial considerations, such as

clustering harvests, introduce greater possible losses to the

decision-maker than the timing of harvests, the forestry

data is not as valuable as would seem (see also Duvemo

and Lämås 2006). The same goes with possible even-flow
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Fig. 6 The aspects affecting the value of information (Ketzenberg

et al. 2007)
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considerations, or restrictions due to capacity for harvest-

ing and transporting the timber.

Also the fluctuations in price may weaken the respon-

siveness of the forestry decisions to forestry information.

Ståhl (1994b) studied the effect of uncertain timber prices

on the optimal data policy. He concluded that with fluc-

tuating prices the optimal data acquisition policy would be

to measure less than in the case of fixed prices. It means

that the VOI is lower, if the owners do not act based on that

but based on some other information. In Ståhl (1994b) the

difference was, however, very small, but this may be due to

the fact that only part of the timber value was assumed to

fluctuate in time.

Multi-criteria decision analysis

When there are several different objectives in the decision-

making, and the objectives cannot be measured in mone-

tary terms the problem of VOI is much more complicated

(see also Barth et al. 2006). It is not easy to define losses

due to, for instance, under- or overestimated sustainable

flow of timber from a forest area. Such losses could include

losses of industry due to increased/decreased import of logs

(Barth and Ståhl 2007), but also due to increased unem-

ployment, decreased taxes to the state, decreased bio-

diversity and so on.

In principle, the VOI in a multi-criteria case is calcu-

lated in exactly the same way as when maximizing the

NPV of stands. Two different approaches for the analysis

can be used. In the first case, all the benefits are given

monetary values. Amacher et al. (2005), for instance,

assessed the value of fire risk information, in cases where

the forest owner valued both the timber and non-timber

benefits of the forest. In medicine, the quality adjusted life

years of patients are given a monetary value (e.g., Karnon

2002). In this case, the analysis is carried out in principle

exactly as above. The monetary values could be based on,

for instance, to stated-preference analyses such as will-

ingness to pay or accept analyses or choice modeling (see,

e.g., Bennett and Blamey 2001; Bateman et al. 2002).

The second approach is to use utility functions for the

benefits (e.g., Kangas et al. 2008). It means that the net

utility of information, defined based on multiple criteria, is

searched for. Kim et al. (2003), for instance, analyzed the

value of several research projects in Lake Erie, based on a

hierarchical utility model including social, ecological and

economic aspects. The ten lower-level criteria included the

annual sport and commercial harvest of several fish spe-

cies, PCB concentration in one species and different pro-

ductivity measures.

In this approach, the VOI is defined using utility as a

measure instead of money, which can be hard to interpret.

However, it is always possible to express the value in terms

of some of the criteria. Kim et al. (2003) proposed an

approach where the utility of two different alternatives are

compared. The amount of one criterion variable in the least

preferred alternative is then increased (ceteris paribus) until

the expected utility of the alternatives is equal, giving the

utility difference in terms of that criterion. This method is

commonly used in decision analysis, namely in Even swaps

method (see, e.g., Hammond et al. 1998a, b; Kangas et al.

2008). If one of the criteria used is a monetary criterion,

say net income, it is therefore possible to express the VOI

also in terms of money.

Interpreting the results from a multi-criteria analysis is,

however, not necessarily easy. Kim et al. (2003) used a

panel of six different persons, who had to give both the

prior probabilities for the parameters, and the relative

values for the ten criteria. In terms of the sport walleye

harvest (one of the criteria), ton/ha, value of the informa-

tion in one research proposal varied from 0 to 22,570. The

value was sensitive to both the prior probabilities and

weights, but especially so to the weights of the criteria. For

instance, giving equal weight to all criteria produced

0 value for all research projects with all prior probabilities.

Another application of VOI analysis in multi-criteria

case has been published by Azondékon and Martel (1999),

but based on an outranking method instead of utility

function. Outranking methods, however, do not produce

ratio-scale utility values, but just (complete or incomplete)

rank order for the different options. Therefore, there is no

analytical method yet to calculate the VOI based on these

results.

Conclusions

Selecting the data acquisition methods has in forestry been

based on past experiences and the stated accuracy of the

used methods. The decisions as to which data is good

enough to use for management decisions have been mainly

based on the accuracy of stand volume (e.g., Uuttera et al.

2002). Since managers are used to having certain quality

data, they might be happy with the accuracy, even if they

had to collect additional data in order to make the actual

decisions. Such additional costs are also typically ignored

when selecting cost-efficient data acquisition method.

Likewise, the decisions as to what constitutes too

expensive a method are only based on the costs of the

traditional methods. The costs of suboptimal decisions are

never realized, and thus not accounted for. This may also

be the reason why accurate forest data are generally judged

to be too expensive; the VOI is not seen or it is underes-

timated, as the losses due to poor-quality data remain

unknown to decision-makers (Kätsch 2006).
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The relevancy of collected forest data has never been

questioned. We collect certain kinds of data without

thinking if it is really needed in decision-making. However,

it may be that we do not even know what decisions are

made based on collected data, let alone what information is

really needed or used for these decisions. Thus, it would be

very important to examine how the collected data are

actually used. It may be that quite different information is

relevant to different decisions makers. It might also mean

that we could obtain the information needed for decision-

making with much smaller costs than currently, if we were

to concentrate on the most relevant information. Or that we

could improve our decisions although the data acquisitions

costs remain the same.

Moreover, it would be very useful to know the life-span

of the forest information, both as it is and updated with

growth simulators. Currently, also the timing of the

inventories is based on tradition and experiences of forest

managers rather than true knowledge.

It would be high time, therefore, to change from

developing new methodology for inventory to analyzing

what are the real needs of varying decision-makers in

forestry and develop methods that best serve their needs.

We need to know, what forest characteristics are most

needed for decision-making and how these characteristics

can be assessed as cost-efficiently as possible.
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Scott CT, Köhl M (1993) A method for comparing sampling design

alternatives for extensive inventories. Mitteilungen der Ei-
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