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Abstract
People’s preferences for the utilitarian outcome in sacrificial moral dilemmas, where a larger group of individuals are saved at 
the cost of a few, have been argued to be influenced by various factors. Taking expected utility (EU) theory into consideration, 
we investigate whether the expected effectiveness of actions elucidate certain inconsistencies in moral judgments. Addition-
ally, we also explore whether participants’ role in the dilemma as the executor or a superior who merely makes a decision, 
which is carried out by a subordinate, influences judgments—a factor generally overlooked by classical EU models. We test 
these hypotheses using a modified moral dilemma paradigm with a choice between two actions, one highly successful and 
the other more likely to fail. Both actions are either expected to result in a favorable outcome of saving five individuals by 
sacrificing one or an unfavorable outcome of sacrificing five to save one. When the efficient action is anticipated to lead to 
a favorable outcome, in line with EU models, people almost invariably choose the efficient action. However, in conditions 
where the EUs associated with efficient and inefficient actions are close to each other, people’s choice for favored outcome 
is above chance when they act as agents themselves. We discuss the implications of our results for existing theories of moral 
judgments.
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Introduction

Moral dilemmas that pit the utilitarian and deontologi-
cal principles against each other have been widely used to 
study moral decision-making precisely because people are 
curiously inconsistent in judging them (Greene et al 2001; 
Koenigs et al. 2007; Bartels 2008; Suter and Hertwig 2011). 
A typical sacrificial moral dilemma poses a choice between 
an action that saves many by killing a few or letting the 
larger group die by choosing not to act. The former is called 
a utilitarian action because it maximizes lives saved, while 

the latter preserves the rule-based deontological ethical 
stance favoring means over the end. A famous example of 
such a moral dilemma is the trolley problem, first posed by 
Philippa Foot in 1967 (see Fig. 1 for illustration of trolley 
problems). Imagine you are the driver of a runaway trolley. 
After a bend, you see five repairmen working on the track 
you are on. There is no way to stop the trolley and avoid kill-
ing the repairmen unless you swerve the trolley onto another 
track by pressing a switch inside the trolley. However, this 
alternate track has one repairman working on it, whom you 
would end up killing if you switch tracks. The question is 
whether it is morally permissible to swerve the trolley.

In this dilemma, commonly called the Switch problem, 
the trade-off is saving five people by killing one. Inter-
estingly, people’s permissibility judgments do not solely 
depend on the trade-off but are also influenced by the action. 
To test this, philosophers and moral psychologists have cre-
ated different versions of this dilemma by altering the action 
used to save the larger group while keeping the trade-off 
the same. In the Switch problem, pressing a switch diverts 
the trolley onto a sidetrack, killing the lone worker on that 
track. About 81% of participants choose the utilitarian action 
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in Switch. By contrast, in the Footbridge problem, when 
the utilitarian action is to push a heavy person off a foot-
bridge to save the workers, the utilitarian response rate drops 
to a country-level average of 51% (Awad et al. 2020; see 
Fig. 1 for a schematic of Switch and Footbridge problems). 
Personal force or directness of action has been proposed 
as a potential predictor of such an inconsistency in moral 
judgments (Greene et al 2009). In personal dilemmas like 
Footbridge, the agent kills the victim by a direct applica-
tion of muscle-force like in pushing and choking while in 
impersonal dilemmas like Switch, agents generate a muscle 
force that transforms into a mechanistic kind of force and 
ends up killing the victim, like by using switches and guns. 
People tend to be more utilitarian insofar as the dilemma is 
impersonal, and the action saves the larger group as a side 
effect, not as a means to an end.

Moral dilemmas that necessitate a choice between a utili-
tarian action and its deontological omission or inaction led 
us to consider why the personalness of an action contributes 
to the asymmetry in moral judgments. We propose that the 
inconsistency in utilitarian judgments may (at least in part) 
stem from the difference in the strength of the agent’s belief 
in exerting control over situations through actions particu-
lar to Switch and Footbridge. In the former case, flipping a 
switch is perhaps perceived as less likely to fail than pushing 
a person, a larger person at that, off a footbridge. The person 
may fight back, or one may lack the necessary strength to 
push him. It is not hard to imagine that most would find it 
more challenging to execute pushing a man than flipping a 
switch successfully. Even if participants consider the utilitar-
ian outcome a worthy goal, the action that affords them that 
goal may be ineffectual, leading to preference for a success-
ful action at the cost of achieving the utilitarian outcome.

Indeed, previous research indicates that participants 
may not understand the success likelihood of actions across 
dilemmas systematically. Shou and Song (2017) demon-
strated that participants’ understanding of the outcome 

probabilities was far from deterministic as was intended 
in the task instruction. They asked participants to state the 
perceived probability of positive (people being saved) and 
negative (people dying) outcomes occurring after taking 
an action or resorting to inaction. Participants expected 
the positive outcome to be more probable in the Switch but 
not in the Footbridge variant. They were also less likely 
to choose the option if the negative consequence attached 
to it was perceived to be more probable. Similarly, a more 
direct manipulation of outcome probabilities by stating that 
the action is less successfully linked to the outcome made 
participants perceive the action as less appropriate and less 
moral (Kortenkamp and Moore 2014).

To further motivate our hypothesis, we draw upon the 
proposal by Higgins (2015) that behavior may be influenced 
by two independent factors: value effectiveness (the value 
inherent in achieving the goal) and control effectiveness 
(how efficiently a goal is achieved). When a highly worth-
while goal is achieved by employing a highly effective action 
(high control effectiveness), choosing that action means 
choosing the desired goal. However, if these two factors 
operate independently, then when the highly effective action 
is expected to lead to an unwanted outcome, participants’ 
preferences should devalue the said outcome. We based 
our control effectiveness hypothesis on the possibility that 
people’s judgments may be informed by how successful the 
actions given in the dilemma were in the past. Particularly, 
that the expected effectiveness of the action influences pref-
erences for the utilitarian outcome. This hypothesis also 
aligns well with classical economic expected utility models, 
which propose that people’s preferences are motivated not 
just by the costs and benefits realized by actions, but also 
the probability of those actions’ success (see Shenhav and 
Greene 2010 for employing the expected utility model in 
moral dilemmas).

However, these models do not consider the participant's 
role within the moral judgments. It has also been shown 

Fig. 1  Schematic depicting two 
trolley problems. The trade-off 
of lives saved and sacrificed 
is the same in both dilemmas, 
but the intervening action is 
different
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that people tend to be more permissive of utilitarian actions 
when participants are mere observers rather than executors 
themselves, often referred to as ‘actor-observer bias’ (Nadel-
hoffer and Feltz 2008; Avram et al. 2014; Tassy et al. 2013; 
Gold et al. 2015). People also report having lesser control 
over the outcome as executors than observers (Nadelhoffer 
and Feltz 2008). Nadelhoffer and Feltz (2008) argue that 
this may be so because people as executors are more heavily 
influenced by the negative emotions of killing someone and 
to justify not intervening, they assume that they have lesser 
control over the utilitarian action. When the payoffs associ-
ated with the actions and their likelihood is held constant, 
according to the classical EU models or Higgin’s control 
effectiveness proposal, the participant’s role should not make 
a difference in their judgments. We test whether manipulat-
ing the participant’s role as the executor or a superior on 
whose behalf the action is carried out alters their preferences 
in sacrificial dilemmas.

To summarize, in this experiment, we manipulated the 
control afforded by actions in achieving a favorable outcome 
and the agent’s role within a dilemma. By favorable out-
come we mean an outcome that saves many by killing few, 
specifically, take one life to save five. On the contrary, an 
outcome is unfavored when it kills many to save a few. Two 
critical differences set our design apart from the traditional 
moral dilemma paradigm. Firstly, we presented participants 
with a choice between two actions of varying effectiveness 
(one highly successful and the other more likely to fail), 
rather than presenting a choice between action and omission. 
This was done to disentangle the effects of deontological 
inclination, removing the inaction option. This approach 
acknowledges that choosing the utilitarian action does 
not necessarily indicate a strong utilitarian influence and 
weak deontological one, and vice versa for the deontologi-
cal choice (see Kahane et al. 2015; Conway and Gawronski 
2013). Additionally, it allowed us to associate effective and 
ineffective actions separately with the favorable outcome. 
To achieve this, we adapted a Killer Shark dilemma (as 
described in Methods) such that favorable and unfavorable 
outcomes were obtained through two separate actions differ-
ing in their success rates. In the high control condition, the 
more successful action resulted in the favorable outcome, 
while in the low control condition, the less successful action 
was linked to it. In the high control conditions case, value 
and control effectiveness can be achieved through the same 
action, and thereby, participants could afford more control 
over the desired outcome. These conditions were set such 
that the expected utility (EU) of the highly efficient action 
was almost four times the inefficient action. Alternatively, 
in the low control condition, value and control effectiveness 
do not match up, limiting participant’s control over the same 
outcome. The EUs associated with both actions were also 
almost equal. As a result, we expected fewer participants 

would choose the favorable outcome in the low control com-
pared to high control condition. Secondly, before making a 
choice, we trained participants to learn the effectiveness of 
each of the two actions since our ability to obtain successful 
outcomes through actions is learned through experience and 
interactions with the world. In the past, it has been assumed 
that participants’ experience with the action outside the lab 
affects their choices (Shou and Song 2017). We wanted to 
explore if training can induce such an effect within the lab.

Method

Participants

One hundred and ninety-two participants in the age group 
18–30 years from the University or other educational institu-
tions in the city (92 females; mean age = 23.3). The Institu-
tional Ethics Review Board approved the study.

Experimental design

Our central aim in this experiment was to investigate how 
a participant’s judgment in a moral dilemma is affected by 
the control effectiveness of the choice actions and who car-
ries out the action. We employed a between-subjects 2 × 2 
design with control (high and low) and agent-type (other 
and self) as independent variables. We modified the Killer 
Shark dilemma from Christensen et al. (2014) to manipu-
late these two variables across conditions. Unlike the usual 
moral dilemma settings, in our experiment participants had 
to make a choice between two actions that led to two differ-
ent outcomes. An action was either highly successful or it 
frequently failed to achieve the associated outcome. The out-
come was either favorable (killing 1 saves 5) or unfavorable 
(killing 5 to save 1). The control variable was operational-
ized based on the action-outcome contingency in a dilemma. 
In high-control settings, the action with the most success 
or effectiveness was associated with the favorable outcome. 
In contrast, in low-control situations, the action with the 
least success or effectiveness was linked to the unfavora-
ble outcome. The variable agent type denoted whether the 
actions within the dilemma were executed by participants as 
themselves (self condition) or by participants ordering their 
subordinate (other condition). Effectively, we used a fully 
crossed design with four conditions: High-control + Other-
agent (HO), High-control + Self-agent (HS), Low-con-
trol + Other-agent (LO), and Low-control + Self-agent (LS). 
Each participant was randomly assigned to one of these four 
conditions.
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Materials

The original Killer Shark dilemma read as follows:

“You and ten divers are part of an U.N. team who is 
deactivating anti-ship mines from World War II. One 
team member has hurt himself and the blood in the 
water has attracted several sharks. You have an under-
water rifle but only one harpoon and there are many 
sharks. The bleeding diver is swimming towards the 
last protective cage and will reach it before you and the 
others. The sharks, following the blood, are coming 
too close for you and the other divers to escape.

If you shoot at the injured diver this will kill him and the 
sharks will stop to eat him, but you and the ten divers will 
be saved.

Do you let the sharks eat the injured diver by shooting at 
him, so you and the other ten divers can reach the protective 
cage?”

We modified this dilemma so that the choice was between 
shooting with an underwater rifle or throwing and detonat-
ing an underwater grenade. These actions were explicitly 
tied to the favorable outcome of saving many by killing few 
or the reverse of it. In addition to manipulating the action-
outcome contingencies, who executed the action was also 
manipulated across the conditions with either the participant 
as the executor (Self condition) or the subordinate whom 
participants could order (Other condition). Following is the 
dilemma that participants in HO condition saw (The trade-
offs for all the conditions are shown in the Table 1):

“You are a marine researcher studying sharks under-
water. You and your guard are safe inside a protec-
tive cage where the sharks cannot reach you, but 6 of 
your colleagues are swimming outside the cage. One 

of your colleagues hurts himself and starts bleeding 
profusely. This attracts sharks’ attention. The injured 
colleague has drifted away from the rest of the group.
If you order your guard to shoot the injured colleague, 
sharks will eat him, and five colleagues will have 
enough time to reach the cage.
If you order your guard to throw an underwater gre-
nade at 5 colleagues and kill all of them, then the 
sharks will stop to eat them and your injured colleague 
will have time to reach the cage.
The guard has time to use only one of the weapons. If 
he does not do anything, then all 6 colleagues will die.
What do you do?
ORDER TO SHOOT AND KILL 1 TO SAVE 5? Press 
A.
Or
ORDER TO THROW A GRENADE AND KILL 5 TO 
SAVE 1? Press L.”

Before reading the dilemma, participants learned about 
the effectiveness of each action (see Procedure below). The 
rifle consistently achieved success, while the grenade often 
failed to hit its target accurately across all conditions. The 
rifle was associated with the favorable outcome in the high 
control conditions (HO, HS). It afforded higher control to 
participants by being the more successful weapon of the two. 
In contrast, in the low control conditions (LO, LS), the gre-
nade linked with the utilitarian end was more likely to fail, 
leaving participants with less control over the favored out-
come. Table 1 describes the trade-offs presented in each con-
dition. Based on these trade-offs, we computed the expected.

utilities (EU) of actions in terms of number of lives lost. 
EUs of the rifle and grenade were calculated as follows 
under high-control conditions:

EUHO,HS(rifle) =(p(success) × (−killed)) + (p(failure) × (killed))

= (0.9 × −1) + (0.1 × −6) = −1.5

EUHO,HS(grenade) =(p(success) × (saved − killed)) + (p(failure) × (killed))

= (0.1 × −5) + (0.9 × −6) = −5.9

Table 1  Action-consequence 
trade offs within conditions

Condition Description

High control + Other agent (HO) Order a subordinate guard to shoot 1 to save 5 with the rifle or kill 5 to 
save 1 by throwing a grenade

High control + Self agent (HS) Shoot 1 to save 5 with the rifle or kill 5 to save 1 by throwing a grenade
Low control + Other agent (LO) Order a subordinate guard to shoot 5 to save 1 with the rifle or kill 1 to 

save 5 by throwing a grenade
Low control + Self agent (LS) Shoot 5 to save 1 with the rifle or kill 1 to save 5 by throwing a grenade
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Similarly, the EUs of the rifle and grenade in the low-
control scenario were:

Procedure

Participants were brought into the lab where they completed 
the experiment alone. They were randomly assigned to one 
of the four conditions. After taking a written consent to 
participate, the experimenter instructed them to imagine 
themselves being in the story as much as they could. The 
experiment was split into training and testing phases. In the 
training phase, participants were introduced to the context 
for the dilemma to be introduced in the testing phase. For 
instance, participants in the Other condition (HO, LO) read 
the following text before beginning the training phase.

“Imagine you are a marine researcher. You are working 
underwater in an area that is infested with killer sharks. 
You have been given a subordinate guard whom you 
can order to either shoot an underwater rifle or throw 
an underwater grenade in case of danger. In the follow-
ing session, you will get to learn how well the guard 
can shoot and throw a grenade underwater at a target. 
Press SPACE when you are ready.”

Participants learned success rates for each weapon over 
the course of 40 trials by clicking a button that provided 
feedback indicating whether the target was hit or not. The 
rifle was always more effective than the grenade, with a 90% 
success rate vs. a 10% success rate for the grenade. During 
the testing phase, participants read a version of Christensen 
et al.’s (2014) Killer Shark dilemma altered according to the 
assigned condition, with each action and its corresponding 
consequence explicitly described. Participants were required 
to record their responses by pressing an appropriate key.

Participants were also informed that the action and its 
associated consequences represented the only possibili-
ties in the dilemma. In low control conditions, for instance, 
where shooting with the rifle was linked to the scenario of 
sacrificing five to save one, participants were made aware 
that the rifle could not result in fewer casualties due to situ-
ational constraints. They were explicitly told that the action-
outcome contingencies presented were the sole options 
available.

Finally, following the testing phase, participants were 
required to specify which of the two weapons they (or 
their subordinate) performed better. This question served 
as a qualifying criterion, ensuring that the participants had 

EULO,LS(rifle) = (0.9 × −5) + (0.1 × −6) = −5.1

EULO,LS(grenade) = (0.1 × −1) + (0.9 × −6) = −5.4

appropriately learned the efficacy of weapons in the train-
ing phase.

Results

Out of the total 192 participants, 184 successfully met the 
qualifying criterion by correctly identifying shooting with 
the rifle as the more effective action. Among these partici-
pants, 46 were randomly assigned to the High-Other condi-
tion (HO), 45 to the High-Self condition (HS), 48 to the 
Low-Other condition (LO), and 45 to the Low-Self condition 
(LS).

The rifle, which was the more successful of the two 
weapons, was consistently chosen over the grenade in high 
control (91% in HO and 89% in HS) but not in low control 
conditions (44% in LO and 31% in LS; see Fig. 2). Logis-
tic regression analysis of participants’ choice of weapon 
revealed a significant main effect of the control condition 
alone. Adding the control variable to the baseline logistic 

Fig. 2  Percentages of responses choosing the rifle within each condi-
tion. Note that favorable outcome in high control conditions (HO and 
HS) is linked to the high control affording rifle while in low control 
conditions (LO and LS), it is linked to the low control affording gre-
nade

Table 2  Odds ratios with 95% CI

* indicates p < .001

Odds ratios with 95% CI bounds

Coefficient esti-
mates with SE

Lower Odds ratio Upper

Intercept 0.25 (0.29) 0.73 1.29 2.3
Control 2.1 (0.6) * 2.76 8.17 30.36
Agent-type 0.54 (0.43) 0.74 1.72 4.09
Interaction  −0.82 (0.83) 0.0872 0.4424 2.25
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regression significantly improved the prediction rather than 
without it ( 𝜒2(1) = 59.42;p < .001 ); however, the agent-type 
( �2(1) = 0.98;p = 32 ). The odds of participants in the high 
control conditions choosing the rifle were 13.5 [4.5745, 
50.2883] times more than those in low control conditions. 
The odds of choosing the rifle when participants were 
the executors themselves were 0.5806 [0.2443, 1.35] (see 
Table 2 for the full regression table).

Next, we examined how participants’ preferences for the 
weapons aligned with their expected utilities (EUs). In high 
control conditions, where the EU for the rifle was consider-
ably higher than for the grenade, participants consistently 
chose the rifle, as expected. Conversely, in low control 
conditions, where the EUs for both the rifle and grenade 
were comparable, we expected that participants should not 
have a clear preference for either option in these conditions. 
But the frequency of choosing the rifle in these conditions 
was observed to be lower than chance, more so in LS. We 
wanted to see whether the alignment between participants’ 
preferences and expected utilities was distorted in LS. We 
compared the ratios of expected and observed preference for 
choosing the rifle. This comparison revealed a significant 
difference in LS (Fisher’s p = 0.03, odds CI = [0, 0.92]) but 
not in LO (Fisher’s p = 0.42, odds CI = [0, 1.79]), suggesting 
that preferences aligned more closely with expected utilities 
when participants ordered their subordinate.

Discussion

Our experiment was motivated by the widespread observa-
tion that people prefer the utilitarian outcome disproportion-
ately more in Switch than Footbridge. This asymmetry has 
been consistently attributed to how the action brings about 
the outcome. When the action is up-close and personal such 
as the pushing act in Footbridge, people are less likely to 
endorse it and less so to carry it out themselves. We pro-
pose that the personalness of an action matters to outcome 
selection at least partially because of what these actions 
entail about the effectiveness of the actions. Mikhail (2011) 
hypothesizes that the unrealistic expectation of actions to 
always have the expected consequences may potentially con-
found the interpretation of preferences in dilemmas. Shoving 
a man off a height is assumed to be successful as probable 
as being able to throw a switch. Certainly, this assumption is 
hard to justify and worth questioning (Shou and Song 2017; 
Kortenkamp and Moore 2014; Royzman et al. 2015).

We demonstrated that the preference for the favorable 
outcome (simply in terms of numbers of lives saved) is cur-
tailed by the (in) efficacy of actions through which they are 
achieved. Participants in the high control condition chose 
the outcome that saved more lives more often than in the 

low control condition. In these dilemmas, the action-con-
sequence contingency was matched the best way possible: 
the highly efficient action of shooting the rifle also saved a 
greater number of people, resulting in almost all participants 
choosing the rifle. In the low control condition, the prefer-
ences of more than half of participants demonstrate a devalu-
ation of this favorable outcome (with only 56% and 69% 
choosing the favorable outcome in LO and LS, respectively). 
This shift away from the favorable outcome in low control 
conditions was a result of participants choosing the rifle, 
which led to the unfavorable outcome but afforded them 
more control instead. When faced with choosing between 
the bad and worse options in the low control condition, many 
preferred to have more control over the outcome, even if it 
meant selecting the worst option in terms of the number of 
lives saved.

Our results align well with Mikhail’s (2011) model of 
choices based on expected utilities. Endorsing saving a 
larger number of lives by killing a few is easy in the high 
control conditions as the EU of the more successful action 
was much higher than the less successful (|δ(EU)|= 4.4). 
Contrastingly, this difference was smaller in the low con-
trol conditions (|δ(EU)|= 0.4), which is reflected in the more 
evenly split choice between the two actions especially in the 
low control LO condition.

However, participants’ choices in our experiment cannot 
be fully explained within the purely deontological (people 
choosing to not intervene) nor within the expected utility 
maximizing model. Endorsing saving a larger number of 
lives by killing a few is easy in the high control conditions 
as the EU of the more successful action was much higher 
than the less successful (|δ(EU)|= 4.4). Contrastingly, this 
difference was smaller and in favor of the rifle in the low 
control conditions (|δ(EU)|= 0.4). In other words, if partici-
pants solely operated based on the EU maximizing model, 
then they should choose the rifle as often as or marginally 
more than grenade. This was, indeed, the case in LO which 
had an even split choice between the two actions. However, 
in LS, participants chose the grenade more than expected 
and the difference was significant. That is, when participants 
acted as executors themselves, they devalued the favorable 
outcome compared to the high control conditions but not as 
much according to the EU model. Here although we demon-
strate the ‘actor-observer bias’, which is that people choose 
the utilitarian outcome more as observers than executors, it 
has the opposite pattern (Nadelhoffer and Feltz 2008; Avram 
et al. 2014; Tassy et al. 2013; Gold et al. 2015). One differ-
ence is that the utilitarian outcome in earlier studies is not 
the same as the favorable outcome in our experiment, since 
we separate an utilitarian outcome from a favorable one. 
Favorable outcome simply considers the lives saved, while 
the utilitarian outcome should consider the lives saved as 
well as the likelihood associated with it. Secondly, it could 
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also be argued that even in the Other conditions when the 
participant acts as a superior who orders the subordinate, the 
participant is still the executor with one degree of separation. 
Further experimentation is needed to understand this effect.

Our experimental design was unlike the classic or typi-
cal dilemma problem to serve three broad objectives. One, 
we wanted to investigate the utilitarian choice isolated 
and deconfounded from the deontological influences (see 
Conway and Gawronski 2013). Two, we expected that the 
expected likelihood of an action’s success (its efficacy) may 
be informed by the decision maker’s previous experience 
with it (see Greene et al 2009; Shou and Song 2017; Korten-
kamp and Moore 2014). And lastly, our experimental manip-
ulation required actions with different efficacies to facilitate 
comparison. We modified a sacrificial moral dilemma to sat-
isfy these objectives such that participants learned the suc-
cess rates of two actions that were starkly different in their 
efficacies. Ultimately, they made a choice between the two 
actions informed by their likelihood of success. However, 
one may argue that such a dilemma does not remain an ethi-
cal dilemma anymore. Participants may be driven by want-
ing to minimize harm alone, without considering whether 
they ‘should’ take an action. In other words, rule-based 
moral considerations may not factor into decision-making 
at all. However, if participants were influenced solely by out-
comes, then we would not see above-chance preference for 
the maximized outcome in low control conditions. Further, 
ethical dilemmas are not only those that contrast action with 
inaction. When a decision-maker decides to intervene, the 
ethical choice about which course of action to choose still 
remains. The choice becomes especially tricky in low con-
trol conditions when the value effectiveness of the utilitarian 
outcome is compromised. Earlier proposals such as the Sub-
jective Utilitarian Thoery (SUT) by Cohen and Ahn (2016) 
also argue that instead of calling inaction as “deontological” 
and action as “utilitarian”, the moral decision-making can be 
characterized as a unitary process that is aimed at maximiz-
ing perceived psychological utility within the choice (see 
Hennig and Hütter 2020). Hence, we believe that our altera-
tions to the classic dilemma setting allowed us to isolate and 
investigate the preference for utilitarianism without losing 
the moral aspects of the dilemma.

While our control conditions were comparable to Switch 
and Footbridge, our control effectiveness proposal extends 
beyond these two trolley problems. The foundation of our 
hypothesis is the possibility that actions may not always suc-
ceed once initiated. For instance, in the Footbridge scenario, 
the victim might fight back, increasing the likelihood of the 
action failing. In our experimental manipulation, we antici-
pated that learned action-effect contingencies would inform 
moral decisions. Predictions about the success of actions 

influence moral judgments; if people expect the action to 
fail, their endorsement of that action decreases (Greene et al. 
2009).

Reasoning about moral permissibility involves not just the 
intended goal of an action but also the likelihood of the action 
achieving that goal. This expectation may be based on prior 
experience with the specific action. It would be interesting 
to examine how these expectations extend to similar actions. 
For example, if participants in the test phase of the experi-
ment were given similar weapons but not exactly the same 
one they had prior experience with, we could observe whether 
their learning about the action is specific to that weapon or 
extends to similar ones. We also demonstrate that theorizing 
about moral permissibility should also consider the role of the 
executor within the dilemma. A decision-maker’s role as the 
direct or indirect executor can influence the choice made. Fur-
ther experimentation is needed to understand why and under 
what conditions the role of the executor affects the choice. A 
possible explanation for this effect can be found within the 
dimension of control effectiveness, as we suggested earlier.

Additionally, the control effectiveness might be inher-
ently low in certain actions. These may include personal 
actions which operate through unmediated muscle force 
directly applied to the victim (Greene et al. 2009; Moore 
et al. 2008), physical contact (Cushman et al. 2006), direct 
actions without personal force (Greene et al. 2009; Royz-
man et al. 2015) etc. The possibility of our moral judgments 
being constrained by embodied cognition has been alluded to 
in earlier studies in terms of” representations such as goals-
within-the-reach-of-muscle-force” (Greene et al. 2009). 
They speculate that any action plan within moral judgments 
may reject harm as a goal state when attempted by a direct 
application of muscle force. Our results indicate that such an 
embodied representation would also be constrained by the 
control effectiveness of the actions.

Conclusion

We propose an explanation of an action’s control over the 
utilitarian outcome to describe the inconsistent utilitarian 
judgment tendencies in personal and impersonal dilemmas. 
We show that participants are less utilitarian when the utili-
tarian action is perceived to be ineffective. In such cases, 
people choose the action that affords more control over the 
outcome, even if it would cause more harm than save. We 
also suggest that the personal force explanation of moral 
judgments may be informed by including considerations 
from control affordances.
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