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Abstract
Objective Increased subcutaneous and visceral adipose tissue (SAT/VAT) volume is associated with risk for cardiometabolic 
diseases. This work aimed to develop and evaluate automated abdominal SAT/VAT segmentation on longitudinal MRI in 
adults with overweight/obesity using attention-based competitive dense (ACD) 3D U-Net and 3D nnU-Net with full field-
of-view volumetric multi-contrast inputs.
Materials and methods 920 adults with overweight/obesity were scanned twice at multiple 3 T MRI scanners and institu-
tions. The first scan was divided into training/validation/testing sets (n = 646/92/182). The second scan from the subjects in 
the testing set was used to evaluate the generalizability for longitudinal analysis. Segmentation performance was assessed 
by measuring Dice scores (DICE-SAT, DICE-VAT), false negatives (FN), and false positives (FP). Volume agreement was 
assessed using the intraclass correlation coefficient (ICC).
Results ACD 3D U-Net achieved rapid (< 4.8 s/subject) segmentation with high DICE-SAT (median ≥ 0.994) and DICE-VAT 
(median ≥ 0.976), small FN (median ≤ 0.7%), and FP (median ≤ 1.1%). 3D nnU-Net yielded rapid (< 2.5 s/subject) segmenta-
tion with similar DICE-SAT (median ≥ 0.992), DICE-VAT (median ≥ 0.979), FN (median ≤ 1.1%) and FP (median ≤ 1.2%). 
Both models yielded excellent agreement in SAT/VAT volume versus reference measurements (ICC > 0.997) in longitudinal 
analysis.
Discussion ACD 3D U-Net and 3D nnU-Net can be automated tools to quantify abdominal SAT/VAT volume rapidly, accu-
rately, and longitudinally in adults with overweight/obesity.

Keywords Adipose tissue · Body composition · Neural networks · Overweight · Obesity · Automated segmentation · 
Magnetic resonance imaging
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CNN  Convolutional neural networks
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Introduction

Adipose tissue (AT) is a long-term energy depot that can 
release fatty acids to satisfy the body’s energy needs [1]. 
Increased AT volume is highly associated with escalating 
incidences of overweight/obesity [2]. There are two main 
compartments of AT: visceral adipose tissue (VAT) and 
subcutaneous adipose tissue (SAT). In previous longitu-
dinal studies, abdominal SAT and VAT have been found 
to be associated with risks of various cardiometabolic dis-
eases such as high blood pressure and high glucose [3–7]. 
In particular, VAT is related to hormonal activity through 
the release of adipokines [8] and therefore plays a key 
role in metabolic activity via secretion of inflammatory 
markers [9]. Adipokines and proinflammatory cytokines 
secreted by VAT are contributing causes to the develop-
ment of obesity-related tumors [10]. To reduce the burden 
of these metabolic disorders, dietary interventions can be 
beneficial [11]. Longitudinal quantification of SAT and 
VAT volume can be crucial for monitoring [6, 12].

Magnetic resonance imaging (MRI) is a powerful imag-
ing modality that can accurately quantify SAT and VAT 
[13–15]. Currently, the reference standard to quantify SAT/
VAT is based on manual annotations [9, 13], which require 
expert knowledge and are time-consuming and challeng-
ing for large-scale and longitudinal studies [16, 17]. These 
challenges are especially prominent while annotating VAT 
due to its spatially complex nature. A rapid and accurate 
technique to segment SAT and VAT using MRI is needed 
to facilitate research and clinical applications, such as lon-
gitudinal monitoring of SAT/VAT volume in subjects with 
overweight/obesity.

Because of the clinical importance of SAT and par-
ticularly VAT, several studies proposed machine/deep 
learning approaches to segment SAT and VAT using MRI 
[16, 18–24]. Recently, deep learning-based methods that 
are based on convolutional neural networks (CNNs) have 
been proposed, using 2-dimensional (2D) neural network 
architectures such as 2D U-Net [22, 23] and 2D Dense 
U-Net [25]. FatSegNet, a 2.5D approach, implemented 
an aggregation neural network to combine 2D segmen-
tations obtained from images in 3 different orientations 
(i.e., axial, sagittal, coronal) and achieved Dice scores of 
around 0.85 for VAT in the abdomen [16]. Another study 
compared 2D U-Net with 3-dimensional (3D) U-Net and 
concluded that given the same training data, 3D U-Net 
based neural networks outperformed the 2D U-Net espe-
cially for VAT segmentation in the abdomen [17]. Küstner 
et al. proposed 3D Densely Connected Net [24] to auto-
matically segment SAT and VAT, and achieved whole-
body VAT segmentation with mean Dice scores of 0.89 in 
300 adults. The previous literature using CNNs reported 

excellent SAT segmentation performance (Dice scores of 
0.97–0.99), but VAT segmentation performance levels var-
ied markedly (Dice scores of 0.43–0.89) due to its com-
plex spatially varying nature [16, 22–24]. For instance, 
2D CNNs can suffer from the inability to consider the 
3D anatomical through-plane associations [22, 23, 25]. 
The 3D Densely Connected Net utilized 3D image patch 
inputs yet image patches still might not fully capture the 
global in-plane and through-plane associations across the 
full field-of-view (FOV) [24]. Lastly and most importantly, 
previous studies did not test the generalization capability 
of their proposed CNNs for longitudinal MRI data.

To address the problems associated with inability to fully 
capture the global in-plane and through-plane associations in 
VAT, recent work [17, 26] using 3D U-Net and attention-based 
competitive dense (ACD) 3D U-Net with full-FOV 3D volu-
metric multi-contrast Dixon MRI inputs and a novel frequency 
balancing boundary emphasizing Dice loss (FBDL) showed 
promising results (Dice score for abdominal SAT > 0.97 and 
Dice score for abdominal VAT > 0.94). Further investigation 
is required to characterize the contributions of specific com-
ponents in ACD 3D U-Net and test its performance in a larger 
dataset.

In addition, nnU-Net, a CNN based on a U-Net-like net-
work architecture, has been recently proposed as an out-of-
the-box tool that can excel at various segmentation tasks in 
medical imaging [27]. Compared to U-Net, nnU-Net has 
advantages of self-configuration of parameters such as net-
work architecture, patch size, and batch size after considering 
input dataset properties and pipeline fingerprints. nnU-Net has 
found success in a range of applications such as automated 
breast segmentation [28], brain tumor segmentation [29], pan-
creatic fat segmentation [30], fetal SAT segmentation [31], and 
SAT/VAT segmentation [32] on MRI. The previous work on 
automated SAT/VAT segmentation in the body trunk achieved 
Dice scores > 0.94 for both SAT and VAT in a cross-validation 
study of 30 adult subjects [32]. Further investigation is needed 
to assess the generalizability of nnU-Net in a larger testing 
dataset and in a longitudinal study.

The objectives of this study were to (a) further develop 
ACD 3D U-Net and adapt 3D nnU-Net for rapid abdominal 
SAT and VAT segmentation and quantification using a larger 
Dixon MRI dataset in adults with overweight/obesity, and (b) 
assess the generalization capability of ACD 3D U-Net and 3D 
nnU-Net to analyze longitudinal MRI by testing in data from 
a subsequent MRI scan without further training.
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Materials and methods

Study design

This HIPAA-compliant and IRB-approved study performed 
a new retrospective analysis of data from the Habitual Diet 
and Avocado Trial (“HAT”), which was conducted from 
June 2018 to March 2020 under the clinical trial number 
NCT03528031 [11, 33]. HAT is a multi-center, randomized, 
controlled study designed to test whether providing one avo-
cado per day for consumption for six months compared to a 
habitual diet essentially devoid of avocados will result in a 
decrease in visceral adiposity in adults with overweight [11, 
33]. Inclusion criteria were: age ≥ 25 years old, waist cir-
cumference ≥ 35 inches (86 cm) for women and ≥ 40 inches 
(101 cm) for men, and regular consumption of ≤ 2 avocados 
per month. HAT enrolled 1008 adults [33]. All subjects pro-
vided written informed consent, and 923 subjects success-
fully completed MRI at two time points. The same HAT data 
were analyzed in different contexts in previous publications 
[11, 17, 26, 33]. This work focused on retrospective image 
analysis to evaluate 3D convolutional neural networks for 
abdominal SAT and VAT segmentation and quantification 
on MRI at two time points.

Data preparation

The 923 subjects underwent abdominal MRI scans on seven 
different 3 T scanners (Skyra or Prisma, Siemens Health-
ineers, Erlangen, Germany) at five imaging centers at base-
line (first MRI scan) and at 6 months (second MRI scan). 
Each subject was brought back to the same MRI scanner for 
the second scan. A consistent acquisition protocol was used 
at all imaging centers. An axial  T1-weighted 3D dual-echo 
(in-phase echo-time image,  TEIP; opposed-phase echo-time 
image,  TEOP) Dixon MRI sequence was acquired to calcu-
late water (W) and fat (F) images [11, 33, 34] (Table 1). We 
excluded one subject from the HAT data due to local fat/
water swaps in the first MRI scan. For the second MRI scan, 
two additional subjects were excluded due to data formatting 
issues. Therefore, n = 920 subjects were included for analysis 
in this work. All data were deidentified using research record 
numbers.

Reference segmentation

This study is a retrospective analysis based on the HAT 
MRI data. In each subject in the HAT, 96 slices were 
acquired to cover 4 cm above the dome of the liver to 7 cm 
below the top of the iliac crest. For the study purposes 
of HAT, 51 contiguous axial slices (spanning 255 mm in 

the superior-inferior [S/I] direction) were chosen in the 
abdomen for reference segmentation of abdominal SAT 
and VAT. A trained researcher (five years of experience) 
selected these 51 slices by identifying the iliac crest as 
a landmark for the inferior limit and counting 50 slices 
in the superior direction. The choice of 51 slices was 
designed to include as many slices that are free of arti-
facts as possible, as with large slice coverage the image 
quality degrades in slices towards the top and bottom of 
the volume, with swapping of the fat/water signal, fall off 
in the signal-to-noise ratio, and other problems. The goal 
for MRI analysis in HAT was to include as many slices as 
possible in a consistent manner without having to exclude 
datasets because of poor image quality.

Reference segmentation of abdominal SAT and VAT 
was performed by the trained researcher on the Dixon 
fat images in a semi-automated manual approach using 
SliceOmatic (TomoVision, Montreal, Canada) with a 
watershed algorithm and ImageJ (National Institute of 
Health) was used for thresholding using Otsu algorithm. 
Thresholded results were reviewed by the researcher and 
any non-VAT pixels (such as from the vertebral bodies or 
bone marrow) were manually removed [11, 33]. An attend-
ing radiologist specializing in body imaging (ten years of 
experience) supervised the trained researcher during the 
reference segmentation process. Note that the slice selec-
tion and reference segmentation of abdominal SAT/VAT 
were originally completed for the purposes of the HAT 
and subsequently used in this study to train and evaluate 
3D CNNs for segmentation.

Table 1  Magnetic resonance imaging (MRI) parameters

In each subject in the Habitual Diet and Avocado Trial (HAT), 96 
MRI slices were acquired to cover 4 cm above the dome of the liver 
to 7  cm below the top of the iliac crest. For analysis of abdominal 
adipose tissue in the HAT, 51 slices were chosen to start from the 
iliac crest as a reference landmark and include 50 slices in the supe-
rior direction. See the text for details
OP Opposed-phase, IP In-phase

T1-Weighted 3D Dual-Echo Dixon MRI (Axial)

Magnetic field strength 3 T
Echo time (TE) 1.23 ms  (TEOP), 2.46 ms  (TEIP)
Repetition time (TR) 5 ms
Flip angle 9 ◦

Matrix size 192 × 192
Field-of-View (FOV) 400 mm × 400 mm
In-plane resolution 2.08 mm × 2.08 mm
Slice thickness 5 mm
Number of acquired slices 96
Number of analyzed slices 51
Scan time 17 s
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Data partitioning

We stratified the data from the first MRI scan (n = 920 
subjects) into separate training (70%, n = 646), validation 
(10%, n = 92), and testing (20%, n = 182) sets with similar 
body-mass index (BMI) and age (Table 2) to investigate 3D 
CNNs for segmenting abdominal SAT/VAT. The female to 
male ratios across training, validation, and testing datasets 
were also similar. Other demographic information such as 
race/ethnicity were reported in [11]. Our study included 
two testing sets that are separate from training and valida-
tion data. The first testing set included 182 subjects from 
the same time point as the training and validation sets (first 
MRI scan), and the second testing set consisted of the cor-
responding second MRI scans (6-months after the first scan) 
from the 182 subjects in the first testing set. The main pur-
pose of the second testing set was to evaluate the generaliz-
ability of the 3D CNNs (trained at the initial time point) to 
subsequent time points without further training. All testing 
was performed with respect to the reference segmentation 
at the corresponding time point. Both testing sets allowed 
us to evaluate the segmentation performance across differ-
ent BMI.

3D convolutional neural network models

First, we trained 3D U-Net [35] with weighted Dice loss 
(WDL) [23, 36] and full-FOV volumetric opposed-phase 
 (TEOP), W, and F images to exploit the multi-contrast MRI 
information [17]. In a full FOV scheme, 3D volumetric 
images are inputted to 3D CNNs as a whole, as opposed 
to 2D or 3D patch-based inputs extracted from the origi-
nal images. In other words, full-FOV can be defined as all 
the slices between two landmarks (e.g., all axial images 
between a set of S/I landmarks). Next, we trained ACD 
3D U-Net [17], which leverages competitive dense con-
nections [37, 38] and channel-spatial attention blocks [39] 
(Fig. 1A). Competitive dense connections are effective for 
learning features with a small training sample size with 

high computational efficiency. The filter sizes were 64, 128, 
256, and 512 at the bottom layer [35, 40]. The bottom layer 
included a convolutional attention block to focus on more 
informative spatial and channel features. While training the 
ACD 3D U-Net, FBDL was used to address the complex fea-
tures of VAT and the class imbalance between SAT and VAT 
[17, 26, 41]. For 3D U-Net and ACD 3D U-Net, all image 
volumes were normalized to have pixel values between 0 and 
255. Gradients were zeroed out before each batch. Weights 
for the CNNs were initialized randomly. Hyperparameters 
such as number of epochs and learning rate were optimized 
while minimizing the loss function in the validation dataset 
using the Adam optimizer without data augmentation.

In addition, we trained 3D nnU-Net, a self-configuring 
neural network based on 3D U-Net [27] (Fig. 1B). 3D nnU-
Net was automatically configured according to a previous 
framework using the full-resolution version of 3D nnU-
Net [27]. For full-resolution 3D nnU-Net, the patch size 
is automatically set as the biggest patch size that fits into 
the graphical processing unit (GPU) with a minimum batch 
size of 2. In our study, the patch size was determined to be 
the full input image size. Therefore, 3D nnU-Net used in 
our study is a full-FOV CNN that processes the entire input 
image volume at once. In 3D nnU-Net, ReLU nonlineari-
ties were replaced with leaky rectified linear unit (ReLUs) 
(negative slope, 0.01) in contrast to 3D U-Net. Strided con-
volution and transposed convolution were used for down-
sampling and upsampling processes, respectively. Per the 
originally published 3D nnU-Net framework, the initial filter 
size was set to 32 and doubled (halved) with each downsam-
pling (upsampling) operation. The maximum filter size was 
capped at 320 instead of 512 to limit the memory consump-
tion. Nesterov momentum (µ = 0.99) and an initial learning 
rate of 0.01were used for training 3D nnU-Net. Each input 
image was normalized by subtracting the mean, and then 
dividing by its standard deviation.

All 3D CNNs were implemented in PyTorch 1.8.0 and 
trained on a NVIDIA Quadro RTX 8000 GPU with 48 GB 
memory. The code for implementing the 3D U-Net and ACD 

Table 2  Demographic 
information for subjects with 
overweight or obesity (n = 920)

The age and body mass index (BMI) of the subjects are reported as a mean ± standard deviation. The train-
ing, validation, and testing sets refer to data from the first MRI scan (baseline)
F Female, M Male
* No statistically significant differences were found among training, validation, and testing datasets accord-
ing to Kruskal–Wallis’s test (p > 0.05)
a The female to male ratios across training, validation, and testing datasets were similar

All Training Validation Testing

Number of 
subjects

n = 920 n = 646 n = 92 n = 182

Age* 50.4 ± 14.0 years 51.1 ± 14.0 years 47.6 ± 13.1 years 49.7 ± 14.2 years
Sexa 677 F, 243 M 487 F, 159 M 70 F, 22 M 120 F, 62 M
BMI* 32.9 ± 5.5 kg/m2 32.8 ± 5.5 kg/m2 32.8 ± 5.5 kg/m2 33.2 ± 5.5 kg/m2
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3D U-Net and the final weights for all the trained 3D CNNs 
are available at https:// github. com/ Holde nWuLab/ AT_ Seg_ 
3DCNN.

Ablation study: ACD 3D U‑Net

We performed an ablation study to investigate three 
main aspects of ACD 3D U-Net using the first testing set 
(n = 182): Network structures (3D U-Net vs. ACD 3D 

Fig. 1  The network structures for A attention-based competitive 
dense (ACD) 3D U-Net and B 3D nnU-Net. The filter sizes are 
reported on top of each convolutional block. The full field-of-view 
volumetric opposed-phase echo image  (TEOP), water, and fat images 
were combined as the multi-contrast inputs, and the 3D networks 
outputted segmentation masks for abdominal SAT and VAT concur-
rently. A In the ACD 3D U-Net, each blue box represents a com-
petitive densely connected block. At the bottom layer, convolutional 

attention blocks shown in dark gray color were added to consider the 
more informative spatial and channel features. B A self-configuring 
3D nnU-Net was trained based on a previously published frame-
work. At each resolution step, 3D nnU-Net employed a convolution, 
followed by instance normalization and a leaky rectified linear unit 
(ReLU) activation function. Strided convolution and transposed con-
volution were used for downsampling and upsampling, respectively

https://github.com/HoldenWuLab/AT_Seg_3DCNN
https://github.com/HoldenWuLab/AT_Seg_3DCNN
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U-Net), Loss functions (WDL vs. FBDL), and Network 
inputs  (TEOP +  TEIN vs. W + F vs.  TEOP + W + F), resulting 
in five CNNs (Supplementary Table 1). After the ablation 
study, we choose two representative CNNs for further analy-
sis: (a) 3D U-Net with WDL and  TEOP + W + F and (b) ACD 
3D U-Net with FBDL and  TEOP + W + F. For the sake of 
clarity, we will refer to the latter as the proposed ACD 3D 
U-Net.

Ablation study: 3D nnU‑Net

By using the input images  (TEOP + W + F) that were shown 
to be beneficial for ACD 3D U-Net, we investigated the 
effects of loss functions (WDL vs. FBDL) on 3D nnU-Net 
performance in a separate ablation study (Supplementary 
Table 1) using the testing set of the first MRI (n = 182).

Evaluation of segmentation performance

We evaluated the abdominal SAT/VAT segmentation perfor-
mance with respect to reference segmentations (semi-auto-
mated manual annotations) in the first testing set (n = 182, 
first MRI) and the second testing set (n = 182, second MRI) 
in terms of 3D Dice scores for VAT and SAT (DICE-VAT, 
DICE-SAT), false negatives (FN) [%], and false positives 
(FP) [%] per subject [42], which were then reported as 
median and interquartile range (IQR) across subjects in the 
testing sets. FP and FN considered SAT and VAT together 
(Eqs. 1 and 2).

l represents the classes, rln and pln denote the reference (0 
when the pixel does not include the corresponding target 
reference segmentation mask, e.g., SAT or VAT) and output 
segmented pixel n , and I is the indicator function.

Evaluation of volume quantification

We evaluated 3D U-Net, the proposed ACD 3D U-Net, and 
3D nnU-Net for abdominal SAT/VAT volume quantifica-
tion with respect to reference annotations in the first and 
second testing sets using linear regression and the Intraclass 
Correlation Coefficient (ICC) [43], as ICC has been used 
in previous work [16, 19]. ICC values below 0.5 indicate 
poor agreement, between 0.5 and 0.75 indicate moderate 
agreement, between 0.75 and 0.9 indicate good agreement, 
and any value above 0.9 indicates excellent agreement [44]. 

(1)FP = 100% ×

∑SAT ,VAT

l=1

∑N

n=1
I(rln == 0) ∩ I(pln == 1)

∑SAT ,VAT

l=1

∑N

n=1
I(rln == 0)

(2)FN = 100% ×

∑SAT ,VAT

l=1

∑N

n=1
I(rln == 1) ∩ I(pln == 0)

∑SAT ,VAT

l=1

∑N

n=1
I(rln == 1)

The changes in the SAT and VAT volume between two MRI 
scans ( Δ Volume AT =  Volume2AT –  Volume1AT where AT 
can be SAT or VAT) measured by reference annotations and 
the 3D CNNs were also evaluated by linear regression.

Statistical analysis

For the ablation study of the ACD 3D U-Net using the first 
MRI scans, group-wise segmentation performance differ-
ences in terms of DICE-SAT, DICE-VAT, FN, and FP across 
the five CNNs were first compared by using a Kruskal–Wal-
lis test. Then, Wilcoxon Signed-Rank tests were performed 
to evaluate the pairwise differences between the proposed 
ACD 3D U-Net and the four other CNNs in the ablation 
study (four pairs). Based on the ablation study results, we 
selected the proposed ACD 3D U-Net and 3D U-Net for 
further analysis in the second MRI.

For the ablation study of the 3D nnU-Net using the first 
MRI scans, a Wilcoxon Signed-Rank test was used to evalu-
ate the pair-wise differences between 3D nnU-Net trained 
with WDL or FBDL. Based on the resultant performance 
levels, we selected 3D nnU-Net with WDL for further 
analysis.

To analyze the results in the testing set of the second 
MRI, we first performed a Kruskal–Wallis test across the 
results from ACD 3D U-Net, 3D U-Net, and 3D nnU-Net. 
Then, the differences in segmentation performance (DICE-
SAT, DICE-VAT, FN, and FP) were compared using Wil-
coxon Signed-Rank tests for pairwise comparisons.

For all tests (first and second MRI), the Benjamini–Hoch-
berg procedure was used for multiple comparisons to control 
the false discovery rate (FDR) to a level of 0.05 [45].

Results

Subject demographics

Subject demographics from the 920 subjects included in this 
study are reported in Table 2. Our study cohort consisted 
of 677 females and 243 males. The age (mean ± standard 
deviation [SD]) was 50.4 ± 14.0 years and the BMI (mean 
± SD) was 32.9 ± 5.5 kg/m2. The range of age was [25.1, 
86.6] years and the range of BMI was [20.7, 60.4] kg/m2. For 
the first MRI scan, the mean age and BMI were kept similar 
across training (70%, n = 646), validation (10%, n = 92) and 
testing (20%, n = 182) sets. The female to male ratios across 
datasets were also similar.
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3D convolutional neural network training 
and inference

Training/inference time and the number of trainable param-
eters for 3D U-Net, the proposed ACD 3D U-Net, and 3D 
nnU-Net are reported in Table 3. Supplementary Table 1 
summarizes the extended analysis of 3D CNNs in the two 
ablation studies. The proposed ACD 3D U-Net was trained 
in ~ 32.9 h, while 3D U-Net had a shorter training time of 
22.6 h. 3D nnU-Net, on the other hand, took the longest 
to train (66.6 h using WDL). ACD 3D U-Net had fewer 
trainable parameters than 3D U-Net and 3D nnU-Net. The 
inference times were rapid for all 3D CNNs: < 75 ms/slice 
(i.e., < 4.8 s per 3D volume) for 3D U-Net and ACD 3D 
U-Net, and 36 ms/slice (< 2.5 s per 3D volume) for 3D 
nnU-Net.

Representative examples

Representative images from a 75-year-old female with 
BMI of 29.0 kg/m2 and a 41-year-old female with BMI of 
30.2 kg/m2 are shown in Fig. 2. The multi-contrast MRI 
inputs  (TEOP, W, and F images) together with the reference 
annotations and 3D CNN outputs (SAT and VAT masks) are 
depicted in axial and reformatted coronal views. The pro-
posed ACD 3D U-Net yielded higher 3D DICE-SAT and 3D 
DICE-VAT scores than those of 3D U-Net for both subjects. 
3D nnU-Net yielded similar 3D DICE-SAT and DICE-VAT 
scores as ACD 3D U-Net. The FN pixels (yellow) and FP 
pixels (red) for the same representative subjects are shown 
in Fig. 3. The proposed ACD 3D U-Net generally achieved 
fewer FN and FP pixels than 3D U-Net and 3D nnU-Net 
for both representative subjects. 3D-rendered depictions of 
abdominal SAT/VAT segmentations along with FN (yellow) 
and FP (red) pixels using the proposed ACD 3D U-Net and 
3D nnU-Net are shown in Supplementary Videos 1 and 2, 
respectively.

Evaluation of segmentation performance using 
the first MRI scan

The distributions of DICE-SAT, DICE-VAT, FN, and FP in 
the first testing set (n = 182) are shown in Supplementary 
Figs. 1 and 2 for all five CNNs in the ablation study for the 
ACD 3D U-Net. The group-wise differences between all five 
CNNs were significant for DICE-SAT (p < 0.001), DICE-
VAT (p < 0.001), FN (p < 0.001), and FP (p < 0.001). The 
highest median Dice scores (DICE-SAT: 0.994, DICE-VAT: 
0.976), as well as the highest minimum Dice scores (DICE-
SAT: 0.935, DICE-VAT: 0.825) scores, were achieved by 
the proposed ACD 3D U-Net with FBDL and  TEOP + W + F. 
The highest FN and FP values were produced by the ACD 
3D U-Net with FBDL and  TEOP +  TEIN. The overall best 
performing CNN was the proposed ACD 3D U-Net with 
FBDL and  TEOP + W + F, which achieved significantly 
higher DICE-SAT and DICE-VAT scores (p < 0.001) and 
significantly smaller FN values (p < 0.001) than the other 
CNNs.

In the ablation study for 3D nnU-Net, the corresponding 
DICE-SAT, DICE-VAT, FN and FP distributions are shown 
in Supplementary Fig. 3. Overall segmentation performance 
was similar for 3D nnU-Net with WDL and FBDL. 3D 
DICE-VAT was significantly higher for WDL than FBDL 
(p < 0.001), and FN for WDL was significantly smaller than 
those of FBDL (p < 0.001). Additionally, considering the 
shorter training time, we chose 3D nnU-Net with WDL for 
further analysis.

Figure 4 shows the segmentation performance of 3D 
U-Net, the proposed ACD 3D U-Net, and 3D nnU-Net in 
the first testing set. Compared to 3D U-Net, significantly 
higher median DICE-SAT (p < 0.001) and median DICE-
VAT (p < 0.001) were achieved by the proposed ACD 3D 
U-Net (0.994 and 0.976) and 3D nnU-Net (0.992 and 0.979). 
The proposed ACD 3D U-Net produced higher minimum 
DICE-SAT (0.935 versus 0.927) and DICE-VAT (0.825 ver-
sus 0.801) than 3D U-Net. 3D nnU-Net produced the high-
est minimum DICE-SAT (0.946) and DICE-VAT (0.855). 
The proposed ACD 3D U-Net yielded significantly smaller 
median FN than 3D U-Net (0.6% versus 1.2%, p < 0.001) 
and 3D nnU-Net (0.6% versus 1.1%, p < 0.001). The maxi-
mum FN was also reduced for the proposed ACD 3D U-Net 

Table 3  Training time, 
inference time, and number of 
trainable parameters for the 
tested 3D convolutional neural 
networks

ACD Attention-based competitive dense, WDL weighted Dice loss, FBDL frequency-balancing boundary-
emphasizing Dice loss, TEOP opposed-phase image, W water image, F fat image

Network Loss 
function

Inputs Training 
time (h)

Inference time 
(ms/slice)

Trainable 
parameters (M)

3D U-Net WDL TEOP + W + F 22.6 65  ~ 22.4
ACD 3D U-Net FBDL TEOP + W + F 32.9 72  ~ 20.8
3D nnU-Net WDL TEOP + W + F 66.6 36  ~ 30.0
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(6.6%) when compared to 3D nnU-Net (6.9%) and 3D U-Net 
(8.7%). The median FP for the three networks were not sig-
nificantly different. The maximum FP produced by the pro-
posed ACD 3D U-Net (4.9%) was smaller than 3D nnU-Net 
(5.9%) and 3D U-Net (7.1%).

Evaluation of segmentation performance using 
the second MRI scan

The distributions of DICE-SAT, DICE-VAT, FN, and FP 
in the second MRI scan (n = 182) without further training 
are shown in Fig. 5. The proposed ACD 3D U-Net achieved 
higher minimum DICE-SAT (0.892 versus 0.876 for 3D 
U-Net and 0.877 for 3D nnU-Net). 3D nnU-Net yielded the 
highest minimum DICE-VAT (0.873 versus 0.824 for ACD 
3D U-Net and 0.805 for 3D U-Net) (Fig. 5B). The median 
DICE-SAT (0.994 versus 0.991, p < 0.001) and DICE-VAT 
(0.977 versus 0.971, p < 0.001) were significantly higher for 
the proposed ACD 3D U-Net compared to 3D U-Net. The 
median DICE-VAT for 3D nnU-Net (0.980) was significantly 
higher than the other 2 CNNs (p < 0.001). The median FN 
were significantly lower (p < 0.001) for the proposed 3D 

ACD U-Net (0.7%) than that for 3D U-Net (1.1%) and 3D 
nnU-Net (1.1%) (Fig. 5C). The maximum FN was also 
reduced for 3D nnU-Net (8.5%) when compared to the pro-
posed ACD 3D U-Net (10.7%) and 3D U-Net (12.2%). The 
median FP for the three networks were not significantly 
different.

Evaluation of volume quantification using the first 
and second MRI scans

Figure 6 shows the abdominal SAT/VAT volume quantifi-
cation results for 3D U-Net, the proposed ACD 3D U-Net, 
and 3D nnU-Net using the first and second MRI scans from 
subjects in the testing set. The slopes of the linear regression 
(range: [0.96, 1.03]) and the ICC ≥ 0.997 for the testing set 
of the first MRI (n = 182) demonstrate that 3D U-Net, the 
proposed ACD 3D U-Net, and 3D nnU-Net achieved excel-
lent agreement in abdominal SAT/VAT volume with respect 
to the reference annotations. When the second MRI scans 
were used as a separate testing set (n = 182) without further 
training, the volume agreement was also excellent with ICC 
≥ 0.997 and slopes near unity in the range of [0.98, 1.02] 

Fig. 2  Input images  (TEOP, fat, and water), reference annotations, and 
output abdominal SAT (white) and VAT (gray) segmentation masks 
from 3D U-Net, attention-based competitive dense (ACD) 3D U-Net, 
and 3D nnU-Net in two representative subjects. A Results for subject 
1, a 75-year-old female with body-mass-index (BMI) of 29.0 kg/m2. 
B Results for subject 2, a 41-year-old female with BMI of 30.2 kg/

m2. The regions misclassified by 3D U-Net were shown in zoomed 
insets and indicated by red arrows. The proposed ACD 3D U-Net and 
3D nnU-Net were able to segment the corresponding regions (green 
arrows) with closer agreement to the reference annotations (Ref. 
Annot.). The highest DICE scores of the three CNNs were indicated 
with bold font
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for the proposed ACD 3D U-Net and [0.98, 1.01] for 3D 
nnU-Net.

Figure 7 shows the correlation of SAT/VAT volume 
differences (between two MRI scans) obtained from the 
results by three 3D CNNs (3D U-Net, ACD 3D U-Net, and 
3D nnU-Net) versus reference annotations. All three 3D 
CNNs achieved linear regression slopes close to 1, indi-
cating high correlation of Δ  VolumeSAT and Δ  VolumeVAT 
between 3D CNN results and reference annotations.

Discussion

In this study, we investigated automated abdominal 
SAT/VAT segmentation and volume quantification 
using 3D U-Net, ACD 3D U-Net, and 3D nnU-Net in a 

longitudinal MRI study using full-FOV volumetric multi-
contrast inputs of  TEOP, W, and F images and different 
loss functions (WDL or FBDL). Our proposed ACD 3D 
U-Net achieved excellent segmentation performance for 
the testing datasets (median DICE-SAT: 0.994/0.994, 
median DICE-VAT: 0.976/0.977, median FN: 0.6%/0.7%, 
median FP: 1.1%/1.0% in the first/second scan) and vol-
ume quantification (ICC-SAT: 0.998/0.997, ICC-VAT: 
0.997/0.997, linear regression slope for SAT: 0.97/0.98, 
and linear regression slope for VAT: 1.03/1.02 in the first/
second scan) with respect to the reference segmentations. 
Another key contribution of our work was to train and 
test 3D nnU-Net for segmenting abdominal SAT and 
VAT in a large cohort of adults with overweight/obesity 
at two time points. The trained 3D nnU-Net also showed 
high performance levels in terms of DICE-SAT (median: 
0.992/0.993 for the first/second scan), DICE-VAT (median: 
0.979/0.980), FN (1.1%/1.1%), and FP (1.2%/1.2%). When 
compared to 3D U-Net, the proposed ACD 3D U-Net and 
3D nnU-Net achieved significantly better segmentation 
performance with higher median DICE-SAT and DICE-
VAT scores, lower FN, and comparable FP. While ACD 
3D U-Net and 3D nnU-Net achieved overall similar perfor-
mance, 3D nnU-Net could be preferred due to its increased 
minimum performance levels, especially for DICE-VAT. 
All tested 3D CNNs achieved rapid inference times 
(< 4.8 s per 3D volume). 3D nn-UNet had the fastest infer-
ence time (< 2.5 s per 3D volume) among the tested CNNs. 
Note that these differences in inference times could be due 
to using different input data formats in the specific imple-
mentations, as 3D U-Net and ACD 3D U-Net used “h5” 
files, while nnUNet utilized “nii” files. In this study, 3D 
nnU-Net was the largest model with the largest number of 
trainable parameters, and therefore required a large dataset 
for sufficient training; this was satisfied by the datasets in 
our work. Considering the smaller number of trainable 
parameters and excellent performance in VAT segmenta-
tion, the proposed ACD 3D U-Net may have better gen-
eralization capability than 3D U-Net and 3D nnU-Net. 
Notably, our dataset included MRI scans from multiple 
scanners and multiple imaging sites, therefore providing 
further evidence regarding the generalization capability for 
the proposed ACD 3D U-Net and 3D nnU-Net.

Over a 6-month period, subjects in the HAT underwent 
two MRI scans to measure the change in abdominal VAT 
volume and distribution. By using the HAT data, one of 
our contributions in this work is to evaluate the 3D U-Net, 
the proposed ACD 3D U-Net, and 3D nnU-Net for analyz-
ing longitudinal MRI data. There were changes in SAT 
and VAT volume between first and second MRI scans. 
The high correlation of Δ  VolumeSAT and Δ  VolumeVAT 
between reference annotations and results obtained using 
3D CNNs shows that the changes in the adipose tissue 

Fig. 3  False negative pixels (yellow) and false positive pixels (red) 
for the two representative subjects in Fig. 2 (A, B) using 3D U-Net, 
the proposed attention-based competitive dense (ACD) 3D U-Net, 
and 3D nnU-Net. The false negative and positive ratios are reported 
for the shown slices and the lowest values are highlighted with bold 
font
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volume between the first and second MRI can be accu-
rately measured by the 3D CNNs investigated in this study. 
The first MRI scan was already able to capture the range 
of SAT/VAT characteristics for training the CNN models. 
Therefore, the CNN models could be trained using the 
first MRI scan and then successfully applied to the sec-
ond MRI scan without additional training. High ICC and 
slopes close to unity to assess the agreement of volume 
quantification demonstrate the potential of the proposed 
ACD 3D U-Net and 3D nnU-Net to be applied consistently 
across multiple time points. This shows that the tools we 
developed here could potentially be generalized to large-
scale and longitudinal studies for measuring and monitor-
ing abdominal SAT/VAT volume.

The first and second MRI scans had identical MRI acqui-
sition parameters. The list of these parameters includes but is 
not limited to: TE, TR, number of slices, slice thickness, in-
plane resolution. The subjects were always positioned supine 
for both of the scans. Some scan conditions and character-
istics such as SNR, breath-holding capability, liver position 
during breath-holding, and motion-induced artifacts may 
depend on the factors at the time of the scan, and therefore 
might differ between the first and second scans. Although 
these characteristics might vary, the tested 3D CNNs yielded 

excellent segmentation and volume quantification perfor-
mance when trained using the first scan, and then tested on 
the second scan.

Our work included a systematic ablation study using 
the first MRI scan in 182 testing subjects. All tested CNNs 
yielded excellent SAT/VAT segmentation performance. 
Our results in the first ablation study regarding the ACD 3D 
U-Net showed that the ACD 3D U-Net structure improved 
the minimum, maximum, and median DICE-VAT, and 
yielded comparable DICE-SAT and median FP when com-
pared to the 3D U-Net structure. In addition, for ACD 3D 
U-Net, FBDL improved the minimum DICE-SAT and DICE-
VAT and reduced the maximum FN and FP when compared 
to WDL. FBDL and WDL led to similar performance levels 
for 3D nnU-Net. However, 3D nnU-Net with WDL required 
less time to train than with FBDL, therefore WDL could 
be preferred over FBDL for 3D nnU-Net. Note that WDL 
was optimized to be used together with 3D nnU-Net in its 
original published code implementation, whereas our code 
implementation for FBDL was not specifically tailored to 
be combined with 3D nnU-Net. We suspect this could play 
a role in increasing the training time for 3D nnU-Net with 
FBDL. Lastly, W and F images were the most crucial for 
feature extraction in abdominal AT as shown by the first 

Fig. 4  Segmentation performance of the 3D U-Net, the proposed 
attention-based competitive dense (ACD) 3D U-Net, and 3D nnU-Net 
in terms of the 3D DICE-SAT (A), DICE-VAT (B), false negatives 
(FN) (C), and false positives (FP) (D) in the testing set of the first 
MRI (n = 182). The * indicates statistically significant differences 
in median scores using Benjamini-Hochberg’s procedure for multi-
ple comparison. The color of * represents the better performing 3D 

CNN. Overall, ACD 3D U-Net and 3D nnU-Net performed similarly 
and were better than 3D U-Net. Median DICE-SAT (p < 0.001) and 
DICE-VAT (p < 0.001) were significantly higher for 3D nnU-Net and 
ACD 3D U-Net than 3D U-Net. ACD 3D U-Net achieved signifi-
cantly lower median FN when compared to 3D U-Net and 3D nnU-
Net (p < 0.001). ACD 3D U-Net produced lower maximum FP values 
than 3D U-Net and 3D nnU-Net
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ablation study for ACD 3D U-Net. Consistently, the worst 
segmentation performance in the ablation study was from 
the CNN using only  TEOP and  TEIN images. The addition 
of the  TEOP image to W and F images had incremental ben-
efits. Our ablation study included input images with the 
most distinct fat/water contrast in a single image, as well 
as across different input images to improve the segmenta-
tion performance. Therefore, we did not consider  TEIN as 
an input image, as  TEIN has reduced fat/water contrast when 
compared to  TEOP, W or F images.

Our training (n = 646), validation (n = 92), and testing 
(n = 182) datasets are among the largest reported in the lit-
erature. Using such large training/testing datasets strength-
ened the validity of the results and enabled statistical tests 
in this study. Compared to previous works for VAT seg-
mentation in adults, our proposed ACD 3D U-Net and 3D 
nnU-Net achieved higher DICE-VAT values (median: 0.976 
and 0.979) than the 2.5D FatSegNet with  TEOP +  TEIP inputs 
(DICE-VAT: 0.85) that focused on abdominal SAT/VAT 
quantification [16]. When compared to 3D Densely Con-
nected Net with W + F patch inputs (Dice-VAT: 0.89) [24] 
that focused on whole-body SAT/VAT quantification, we 
reported higher DICE-VAT scores for the 3D CNNs in our 
study, including the 3D U-Net. The increase in DICE-VAT 

might be due to a few reasons: our work used a combina-
tion of multi-contrast inputs  (TEOP + W + F) and employed 
inputs with full-FOV volumetric coverage. This way, all our 
tested 3D CNNs were able to capture the global associa-
tions in SAT/VAT. Another previous work which employed 
full-resolution 3D nnU-Net (i.e., full-FOV coverage) cross-
validated SAT/VAT segmentation of the body trunk (hip to 
cardiac apex) in 30 adults and achieved mean DICE-SAT/
DICE-VAT of 0.981/0.947, respectively [32]. Different from 
this study, our work performed extensive training and test-
ing in a larger cohort (n = 182) with longitudinal MRI, and 
reported better DICE-SAT and DICE-VAT. Note that the 
comparisons between whole-body versus abdominal SAT/
VAT segmentation are not direct comparisons due to differ-
ences in slice coverage.

Our work was a retrospective study using HAT data to 
evaluate 3D CNNs to automatically segment and quantify 
SAT/VAT in the abdomen, rather than the whole body. There 
were several studies with slice coverage similar to our study 
[23, 46] that pointed out abdominal SAT/VAT, especially 
centered around L2-L3 or L4-L5 [47], might represent total 
SAT/VAT. As a result, the slice coverage in our study can 
be adequate for body composition analysis in the abdomen.

Fig. 5  Segmentation performance of the 3D U-Net, the proposed 
attention-based competitive dense (ACD) 3D U-Net, and 3D nnU-
Net in terms of the 3D DICE-SAT (A), DICE-VAT (B), false nega-
tives (FN) (C), and false positives (FP) (D) in the testing set of the 
second MRI (n = 182). The * indicates statistically significant differ-
ences in median scores using Benjamini-Hochberg’s procedure for 
multiple comparison. The color of * represents the better perform-

ing 3D CNN. Overall, ACD 3D U-Net and 3D nnU-Net performed 
similarly and were better than 3D U-Net. ACD 3D U-Net and 3D 
nnU-Net achieved significantly higher median DICE-SAT (p < 0.001) 
and DICE-VAT (p < 0.001) scores compared to 3D U-Net. ACD 3D 
U-Net achieved significantly lower median FN when compared to 
3D U-Net and 3D nnU-Net (p < 0.001). 3D nnU-Net produced lower 
maximum FP values than 3D U-Net and ACD 3D U-Net
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The data used in our work were originally acquired and 
processed for the HAT. Per HAT study aims, the 51 contigu-
ous axial slices (255 mm in S/I direction) were selected from 
a single acquisition to cover as much of the abdomen as pos-
sible while maintaining consistent image and data quality. 
Analyzing a larger volume would require multiple acquisi-
tions at different table positions in multiple breath-holds, 
which may result in the diaphragm and liver being in slightly 

different positions, complicating the process of matching the 
slice positions. Increasing the coverage would also increase 
the duration required to pre-process and perform reference 
annotation of SAT/VAT in the images, as there were manual 
steps (e.g., exclusion of the vertebrae) in the HAT study 
design; these aspects were not in the scope of our work. 
Note that this coverage of the abdomen is already markedly 
larger than many studies relying on cross-sectional imaging, 

Fig. 6  The abdominal subcutaneous and visceral adipose tissue 
(SAT, VAT) volume agreement between the reference annotations 
and results from 3D U-Net, ACD 3D U-Net, and 3D nnU-Net. A, 
B Results from the testing set of the first MRI scan (n = 182). C, D 
Results from the testing set of the second MRI scan (n = 182). The 

3D convolutional neural networks trained with the same 646 subjects 
from the first MRI. The linear regression equations as well as intra-
class correlation coefficients (ICC) are reported in the figure legends. 
ICCU ICC value for the 3D U-Net. ICCACD ICC value for ACD 3D 
U-Net. ICCnn ICC value for 3D nnU-Net
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with many previous studies using 1–20 slices [48–50]. The 
extension and evaluation of the 3D CNNs in this work to 
different volumetric coverage should be a topic for future 
investigation.

Our study had limitations. First, the investigated 3D 
CNNs require large memory due to full-FOV volumetric 
inputs. The high memory requirement could be a potential 
issue in automated whole-body SAT/VAT segmentation with 
full-FOV processing, in which the required GPU memory 
will be higher than abdominal SAT/VAT segmentation with 
image patch-based processing. Here, we used 3D nnU-Net 
with full-FOV inputs, but 3D nnU-Net can also be trained 
with smaller patches to alleviate the high memory require-
ments. Further research can explore the trade-offs between 
patch-based and full-FOV implementations of 3D CNNs. 
Second, this work used MRI scans acquired with a specific 
sequence and set of imaging parameters in a cohort with 
specific characteristics. The data characteristics are a cur-
rent limitation due to the retrospective nature of using exist-
ing HAT data, but not a theoretical limitation. We plan to 
investigate the generalization of our 3D CNNs to different 
volumetric coverage and imaging characteristics. Further 
research is needed to analyze the generalizability of our 
proposed 3D CNNs to different study cohorts (e.g., chil-
dren) and input images from other imaging sequences (e.g., 
 T2-weighted images). Third, our longitudinal study data only 
had two time points separated by 6 months. Therefore, future 
work can further evaluate the proposed 3D CNNs in more 

time points over a longer time frame. Also, the differences in 
performance levels of previous works could be due to differ-
ent subject characteristics, reference annotation guidelines, 
and evaluation methodology. The segmentation performance 
comparisons between our study and previous literature dis-
cussed here were based on reported numbers, and therefore 
cannot be considered a direct comparison with optimized 
code implementation and matched data characteristics.

In conclusion, ACD 3D U-Net and 3D nnU-Net achieved 
accurate segmentation and volume quantification of abdomi-
nal SAT/VAT using data from a longitudinal MRI study in a 
relatively large cohort, demonstrating the promising gener-
alization capability and therefore the potential to use these 
3D CNNs for analyzing and monitoring abdominal SAT/
VAT longitudinally in adults with overweight/obesity.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s10334- 023- 01146-3.

Acknowledgements This work was presented on behalf of the Habitual 
Diet and Avocado Trial (HAT) investigators.

Author contributions All authors read and approved the final manu-
script. SGK: study conception and design, analysis and interpretation 
of data, drafting of manuscript, critical revision. S-FS: analysis and 
interpretation of data, critical revision. XL: analysis and interpreta-
tion of data, critical revision. GHJK: analysis and interpretation of 
data, critical revision. TK: analysis and interpretation of data, critical 
revision. SC: acquisition of data, analysis and interpretation of data, 
critical revision. SL: analysis and interpretation of data, critical revi-
sion. JM: analysis and interpretation of data, critical revision. SRB: 

Fig. 7  Correlation of abdominal SAT (A) and VAT (B) volume differ-
ence [mL] (between the first and second MRI scans) for results from 
3D convolutional neural networks (3D U-Net [U], ACD 3D U-Net 

[ACD], and 3D nnU-Net [nn]) and reference annotations. Linear 
regression equations are shown

https://doi.org/10.1007/s10334-023-01146-3


504 Magnetic Resonance Materials in Physics, Biology and Medicine (2024) 37:491–506

acquisition of data, analysis and interpretation of data, critical revision. 
ZL: acquisition of data, analysis and interpretation of data, critical revi-
sion. HHW: study conception and design, analysis and interpretation 
of data, drafting of manuscript, critical revision.

Funding This study was supported in part by the Hass Avocado Board 
and the National Institutes of Health (R01DK124417). The content is 
solely the responsibility of the authors and does not necessarily repre-
sent the official views of the National Institutes of Health.

 Data availability The data in this study was obtained from a clini-
cal trial registered under the name “Habitual Diet and Avocado Trial 
(HAT)” with the unique identifier NCT03528031. The link is provided 
here: https:// clini caltr ials. gov/ ct2/ show/ NCT03 528031. This study was 
a secondary analysis that used the data from the HAT. Data from the 
HAT is available by request from the source data publisher. Please refer 
to this paper for the primary analysis of the HAT data: Lichtenstein 
AH, Kris‐Etherton PM, Petersen KS, Matthan NR, Barnes S, Vitolins 
MZ, et al. Effect of Incorporating 1 Avocado Per Day Versus Habitual 
Diet on Visceral Adiposity: A Randomized Trial. Journal of the Ameri-
can Heart Association. 2022; 11(14):e025657. https:// doi. org/ 10. 1161/ 
JAHA. 122. 025657.

Material/code availability The code for the 3D convolutional neural 
networks (CNNs) is available at https:// github. com/ Holde nWuLab/ AT_ 
Seg_ 3DCNN under an Academic Software License: © 2023 UCLA 
(“Institution”). The final weights for the trained 3D CNNs are avail-
able at https:// github. com/ Holde nWuLab/ AT_ Seg_ 3DCNN and can 
be used under a non-commercial, no derivatives Creative Commons 
(Attribution-NonCommercial-NoDerivatives 4.0 International) license.

Declarations 

Conflict of interest This work is related to a pending patent applica-
tion. The International Application Number is PCT/US2022/048221 
and the International Publication Number is WO 2023/076596 A1. 
The inventors are Holden H. Wu, Ph.D. and Sevgi Gokce Kafali, M.S. 
Grace Hyun J. Kim, Ph.D. is a research consultant at MedQIA. The 
other authors have no competing interests to declare that are relevant 
to the content of this article.

Ethical approval All procedures performed in studies involving human 
participants were in accordance with the ethical standards of the insti-
tutional and/or national research committee and with the 1964 Helsinki 
Declaration and its later amendments or comparable ethical standards.

Informed consent All subjects provided written informed consent to 
participate prior to research procedures.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

 1. Greco F, Mallio CA (2021) Artificial intelligence and abdominal 
adipose tissue analysis: a literature review. Quant Imaging Med 
Surg 11(10):4461

 2. Attanasio S, Forte SM, Restante G, Gabelloni M, Guglielmi G, 
Neri E (2020) Artificial intelligence, radiomics and other hori-
zons in body composition assessment. Quant Imaging Med Surg 
10(8):1650

 3. Despres JP (2012) Abdominal obesity and cardiovascular disease: 
is inflammation the missing link? Can J Cardiol 28(6):642–652

 4. Linge J, Borga M, West J, Tuthill T, Miller MR, Dumitriu A, 
Thomas EL, Romu T, Tunon P, Bell JD, Dahlqvist Leinhard O 
(2018) Body composition profiling in the UK Biobank imaging 
study. Obesity (Silver Spring) 26(11):1785–1795

 5. Shuster A, Patlas M, Pinthus JH, Mourtzakis M (2012) The clini-
cal importance of visceral adiposity: a critical review of methods 
for visceral adipose tissue analysis. Br J Radiol 85(1009):1–10

 6. Tu AW, Humphries KH, Lear SA (2017) Longitudinal changes in 
visceral and subcutaneous adipose tissue and metabolic syndrome: 
results from the multicultural community health assessment trial 
(M-CHAT). Diabetes Metab Syndr 11:S957–S961

 7. Matsushita Y, Nakagawa T, Yamamoto S, Takahashi Y, Yokoyama 
T, Mizoue T, Noda M (2013) Effect of longitudinal changes in 
visceral fat area on incidence of metabolic risk factors: the Hitachi 
health study. Obesity 21(10):2126–2129

 8. Ibrahim MM (2010) Subcutaneous and visceral adipose tissue: 
structural and functional differences. Obes Rev 11(1):11–18

 9. Fox CS, Massaro JM, Hoffmann U, Pou KM, Maurovich-Horvat P, 
Liu C-Y, Vasan RS, Murabito JM, Meigs JB, Cupples LA (2007) 
Abdominal visceral and subcutaneous adipose tissue compart-
ments: association with metabolic risk factors in the Framingham 
heart study. Circulation 116(1):39–48

 10. Despres JP, Lemieux I (2006) Abdominal obesity and metabolic 
syndrome. Nature 444(7121):881–887

 11. Lichtenstein AH, Kris-Etherton PM, Petersen KS, Matthan NR, 
Barnes S, Vitolins MZ, Li Z, Sabaté J, Rajaram S, Chowdhury S 
(2022) Effect of incorporating 1 avocado per day versus habitual 
diet on visceral adiposity: a randomized trial. J Am Heart Assoc 
11(14):e025657

 12. Rospleszcz S, Lorbeer R, Storz C, Schlett CL, Meisinger C, Tho-
rand B, Rathmann W, Bamberg F, Lieb W, Peters A (2019) Asso-
ciation of longitudinal risk profile trajectory clusters with adipose 
tissue depots measured by magnetic resonance imaging. Sci Rep 
9(1):1–12

 13. Ly KV, Armstrong T, Yeh J, Ghahremani S, Kim GH, Wu HH, 
Calkins KL (2019) Free-breathing Magnetic resonance imag-
ing assessment of body composition in healthy and overweight 
children: an observational study. J Pediatr Gastroenterol Nutr 
68(6):782–787

 14. Huber FA, Del Grande F, Rizzo S, Guglielmi G, Guggenberger 
R (2020) MRI in the assessment of adipose tissues and muscle 
composition: how to use it. Quant Imaging Med Surg 10(8):1636

 15. Poonawalla AH, Sjoberg BP, Rehm JL, Hernando D, Hines CD, 
Irarrazaval P, Reeder SB (2013) Adipose tissue MRI for quan-
titative measurement of central obesity. J Magn Reson Imaging 
37(3):707–716

 16. Estrada S, Lu R, Conjeti S, Orozco-Ruiz X, Panos-Willuhn J, 
Breteler MMB, Reuter M (2020) FatSegNet: a fully automated 
deep learning pipeline for adipose tissue segmentation on abdomi-
nal dixon MRI. Magn Reson Med 83(4):1471–1483

 17. Kafali SG, Shih S-F, Li X, Chowdhurry S, Loong S, Barnes S, Li 
Z, Wu HH (2021) 3D Neural Networks for Visceral and Subcu-
taneous Adipose Tissue Segmentation using Volumetric Multi-
Contrast MRI. In: 43rd Annual Conference of IEEE Engineering 

https://clinicaltrials.gov/ct2/show/NCT03528031
https://doi.org/10.1161/JAHA.122.025657
https://doi.org/10.1161/JAHA.122.025657
https://github.com/HoldenWuLab/AT_Seg_3DCNN
https://github.com/HoldenWuLab/AT_Seg_3DCNN
https://github.com/HoldenWuLab/AT_Seg_3DCNN
http://creativecommons.org/licenses/by/4.0/


505Magnetic Resonance Materials in Physics, Biology and Medicine (2024) 37:491–506 

in Medicine and Biology Society (EMBC). https:// doi. org/ 10. 
1109/ EMBC4 6164. 2021. 96301 10.

 18. Kullberg J, Karlsson AK, Stokland E, Svensson PA, Dahlgren 
J (2010) Adipose tissue distribution in children: automated 
quantification using water and fat MRI. J Magn Reson Imaging 
32(1):204–210

 19. Shen N, Li X, Zheng S, Zhang L, Fu Y, Liu X, Li M, Li J, Guo 
S, Zhang H (2019) Automated and accurate quantification of 
subcutaneous and visceral adipose tissue from magnetic reso-
nance imaging based on machine learning. Magn Reson Imaging 
64:28–36

 20. Hui SC, Zhang T, Shi L, Wang D, Ip C-B, Chu WC (2018) Auto-
mated segmentation of abdominal subcutaneous adipose tissue 
and visceral adipose tissue in obese adolescent in MRI. Magn 
Reson Imaging 45:97–104

 21. Schick F (2022) Automatic segmentation and volumetric assess-
ment of internal organs and fatty tissue: what are the benefits? 
Magn Reson Mater Phys, Biol Med 35(2):187–192

 22. Langner T, Hedström A, Mörwald K, Weghuber D, Forslund A, 
Bergsten P, Ahlström H, Kullberg J (2019) Fully convolutional 
networks for automated segmentation of abdominal adipose 
tissue depots in multicenter water–fat MRI. Magn Reson Med 
81(4):2736–2745

 23. Kway YM, Thirumurugan K, Tint MT, Michael N, Shek LP-C, 
Yap FKP, Tan KH, Godfrey KM, Chong YS, Fortier MV (2021) 
Automated segmentation of visceral, deep subcutaneous, and 
superficial subcutaneous adipose tissue volumes in MRI of neo-
nates and young children. Radiol Artif Intell 3(5):e200304

 24. Küstner T, Hepp T, Fischer M, Schwartz M, Fritsche A, Häring 
H-U, Nikolaou K, Bamberg F, Yang B, Schick F (2020) Fully 
automated and standardized segmentation of adipose tissue com-
partments via deep learning in 3D whole-body MRI of epidemio-
logic cohort studies. Radiol Artif Intell 2(5):e200010

 25. Kafali SG, Shih S-F, Li X, Armstrong T, Ly KV, Ghahremani 
S, Calkins KL, Wu HH (2020) Fully convolutional networks for 
adipose tissue segmentation using free-breathing abdominal MRI 
in healthy and overweight children. In: 28th Annual Meeting of 
International Society of Magnetic Resonance in Medicine. Pro-
gram number 0071

 26. Kafali SG, Shih S-F, Li X, Chowdhury S, Loong S, Barnes S, Li 
Z, Wu HH (2022) Automated adipose tissue segmentation using 
3D attention-based competitive dense networks and volumetric 
multi-contrast MRI. In: 30th Annual Meeting of International 
Society of Magnetic Resonance in Medicine, London, UK. Pro-
gram number 0553

 27. Isensee F, Jaeger PF, Kohl SA, Petersen J, Maier-Hein KH (2021) 
nnU-Net: a self-configuring method for deep learning-based bio-
medical image segmentation. Nat Methods 18(2):203–211

 28. Alqaoud M, Plemmons J, Feliberti E, Dong S, Kaipa K, Fichtinger 
G, Xiao Y, Audette MA (2022) nnUNet-based multi-modality 
breast MRI segmentation and tissue-delineating phantom for 
robotic tumor surgery planning. In: 2022 44th Annual Interna-
tional Conference of the IEEE Engineering in Medicine & Biol-
ogy Society (EMBC). IEEE, pp 3495–3501

 29. Luu HM, Park S-H (2021) Extending nn-UNet for brain tumor 
segmentation. In: International MICCAI Brainlesion Workshop. 
Springer, pp 173–186

 30. Lin D, Wang Z, Li H, Zhang H, Deng L, Ren H, Sun S, Zheng F, 
Zhou J, Wang M (2023) Automated measurement of pancreatic fat 
deposition on Dixon MRI using nnU-Net. J Magn Reson Imaging 
57(1):296–307

 31. Avisdris N, Rabinowich A, Fridkin D, Zilberman A, Lazar S, 
Herzlich J, Hananis Z, Link-Sourani D, Ben-Sira L, Hiersch L 
(2022) Automatic fetal fat quantification from MRI. In: Inter-
national Workshop on Preterm, Perinatal and Paediatric Image 
Analysis. Springer, pp 25–37

 32. Haueise T, Schick F, Stefan N, Schlett CL, Weiss JB, Nattenmüller 
J, Göbel-Guéniot K, Norajitra T, Nonnenmacher T, Kauczor H-U, 
Maier-Hein KH, Niendorf T, Pischon T, Jöckel K-H, Umutlu L, 
Peters A, Rospleszcz S, Kröncke T, Hosten N, Völzke H, Krist L, 
Willich SN, Bamberg F, Machann J (2023) Analysis of volume 
and topography of adipose tissue in the trunk: results of MRI 
of 11,141 participants in the German national cohort. Sci Adv 
9(19):eadd0433

 33. Reboussin DM, Kris-Etherton PM, Lichtenstein AH, Li Z, Sabate 
J, Matthan NR, Petersen K, Rajaram S, Vitolins M, Ford N (2021) 
The design and rationale of a multi-center randomized clinical 
trial comparing one avocado per day to usual diet: the habitual 
diet and avocado trial (HAT). Contemp Clin Trials 110:106565

 34. Eggers H, Börnert P (2014) Chemical shift encoding-based water–
fat separation methods. J Magn Reson Imaging 40(2):251–268

 35. Çiçek Ö, Abdulkadir A, Lienkamp SS, Brox T, Ronneberger 
O (2016) 3D U-Net: learning dense volumetric segmentation 
from sparse annotation. In: Ourselin S, Joskowicz L, Sabuncu 
MR, Unal G, Wells W (eds) Medical image computing and com-
puter-assisted intervention – MICCAI 2016. Springer, Cham, pp 
424–432

 36. Sudre CH, Li W, Vercauteren T, Ourselin S, Cardoso MJ (2017) 
Generalised dice overlap as a deep learning loss function for 
highly unbalanced segmentations. Deep learning in medical image 
analysis and multimodal learning for clinical decision support. 
Springer, Cham, pp 240–248

 37. Estrada S, Conjeti S, Ahmad M, Navab N, Reuter M (2018) Com-
petition vs. concatenation in skip connections of fully convolu-
tional networks. In: International Workshop on Machine Learning 
in Medical Imaging. Springer, pp 214–222

 38. Huang G, Liu Z, Van Der Maaten L, Weinberger KQ (2017) 
Densely connected convolutional networks. In: Proceedings of 
the IEEE conference on computer vision and pattern recognition. 
pp 4700–4708

 39. Woo S, Park J, Lee J-Y, Kweon IS (2018) Cbam: Convolutional 
block attention module. In: Proceedings of the European confer-
ence on computer vision (ECCV). pp 3–19

 40. Zeng Y, Chen X, Zhang Y, Bai L, Han J (2019) Dense-U-Net: 
densely connected convolutional network for semantic segmen-
tation with a small number of samples. In: Tenth International 
Conference on Graphics and Image Processing (ICGIP 2018). 
International Society for Optics and Photonics, p 110692B

 41. Kafali SG, Shih S-F, Li X, Armstrong T, Kuwahara K, Govard-
han S, Ly KV, Ghahremani S, Calkins KL, Wu HH (2021) A 
densely connected neural network with frequency balancing loss 
for adipose tissue segmentation in children using free-breathing 
abdominal MRI. In: 29th Annual Meeting of International Society 
of Magnetic Resonance in Medicine. Program number 2263

 42. Taha AA, Hanbury A (2015) Metrics for evaluating 3D medi-
cal image segmentation: analysis, selection, and tool. BMC Med 
Imaging 15(1):29

 43. McGraw KO, Wong SP (1996) Forming inferences about some 
intraclass correlation coefficients. Psychol Methods 1(1):30

 44. Koo TK, Li MY (2016) A guideline of selecting and reporting 
intraclass correlation coefficients for reliability research. J Chiropr 
Med 15(2):155–163

 45. Benjamini Y, Krieger AM, Yekutieli D (2006) Adaptive linear 
step-up procedures that control the false discovery rate. Biom-
etrika 93(3):491–507

 46. Bouazizi K, Zarai M, Dietenbeck T, Aron-Wisnewsky J, Clément 
K, Redheuil A, Kachenoura N (2021) Abdominal adipose tissue 
components quantification in MRI as a relevant biomarker of 
metabolic profile. Magn Reson Imaging 80:14–20

 47. Hu HH, Chen J, Shen W (2016) Segmentation and quantification 
of adipose tissue by magnetic resonance imaging. Magn Reson 
Mater Phys, Biol Med 29:259–276

https://doi.org/10.1109/EMBC46164.2021.9630110
https://doi.org/10.1109/EMBC46164.2021.9630110


506 Magnetic Resonance Materials in Physics, Biology and Medicine (2024) 37:491–506

 48. Schaudinn A, Linder N, Garnov N, Kerlikowsky F, Blüher M, 
Dietrich A, Schütz T, Karlas T, Kahn T, Busse H (2015) Predic-
tive accuracy of single-and multi-slice MRI for the estimation 
of total visceral adipose tissue in overweight to severely obese 
patients. NMR Biomed 28(5):583–590

 49. Karampinos DC, Melkus G, Baum T, Bauer JS, Rummeny EJ, 
Krug R (2014) Bone marrow fat quantification in the presence of 
trabecular bone: initial comparison between water-fat imaging and 
single-voxel MRS. Magn Reson Med 71(3):1158–1165

 50. Addeman BT, Kutty S, Perkins TG, Soliman AS, Wiens CN, 
McCurdy CM, Beaton MD, Hegele RA, McKenzie CA (2015) 

Validation of volumetric and single-slice MRI adipose analysis 
using a novel fully automated segmentation method. J Magn 
Reson Imaging 41(1):233–241

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.


	Automated abdominal adipose tissue segmentation and volume quantification on longitudinal MRI using 3D convolutional neural networks with multi-contrast inputs
	Abstract
	Objective 
	Materials and methods 
	Results 
	Discussion 

	Introduction
	Materials and methods
	Study design
	Data preparation
	Reference segmentation
	Data partitioning
	3D convolutional neural network models
	Ablation study: ACD 3D U-Net
	Ablation study: 3D nnU-Net
	Evaluation of segmentation performance
	Evaluation of volume quantification
	Statistical analysis

	Results
	Subject demographics
	3D convolutional neural network training and inference
	Representative examples
	Evaluation of segmentation performance using the first MRI scan
	Evaluation of segmentation performance using the second MRI scan
	Evaluation of volume quantification using the first and second MRI scans

	Discussion
	Acknowledgements 
	References




