
1 3

Magn Reson Mater Phy (2016) 29:811–822
DOI 10.1007/s10334-016-0566-z

RESEARCH ARTICLE

Denoising of MR spectroscopic imaging data using statistical 
selection of principal components

Abas Abdoli1 · Radka Stoyanova2 · Andrew A. Maudsley1 

Received: 13 January 2016 / Revised: 9 May 2016 / Accepted: 11 May 2016 / Published online: 3 June 2016 
© ESMRMB 2016

Keywords MRSI denoising · PCA denoising · SVD 
denoising · Low-rank denoising · Spectral analysis

Introduction

MR spectroscopic imaging (MRSI) enables mapping distri-
butions of several tissue metabolites that are of interest for 
noninvasive clinical diagnostic purposes, particularly for 
studies in the brain [1]. The technical challenges in acquir-
ing data from low-concentration metabolites require a com-
promise in the spatial resolution and signal-to-noise ratio 
(SNR) of the measurement, which can decrease the value 
for clinical applications. While increased SNRs can be 
achieved by signal averaging, this is frequently impractical 
for clinical studies because of the increased scan times and 
susceptibility to movement artifacts.

An alternative approach to improving the SNR, and 
thereby reducing the uncertainty of the MRSI analysis, is 
to reduce noise in the data as part of the reconstruction pro-
cedure. A simple approach is to smooth the data in both the 
spatial and spectral domains using, for example, a Gauss-
ian function [2], which also results in decreased spatial 
resolution or increased spectral linewidth, respectively [3]. 
Another popular approach is the thresholding of the data in 
a transformed domain, such as wavelet and time-frequency, 
followed by inverse transformation. Ancino-De-Geiff et al. 
[4] proposed the use of wavelet shrinkage for denoising of 
MRS data. In this method, the data are transformed to a 
decorrelated domain by an orthonormal series generated by 
wavelets, and then the denoising is applied through thresh-
olding of wavelet coefficients and inverse transformation 
[5]. Later, Ojanen et al. [6] proposed the minimal descrip-
tion length method to find the optimal number of wavelet 
coefficients for the denoising of electrophoresis and mass 
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spectroscopy signals. Laruelo et al. [7] proposed a new 
wavelet-based denoising technique, which accounts for sig-
nal regularity across the spectral and spatial domains with-
out altering the spectral resolution. Their method includes 
a proximal algorithm for a fast convex optimization to find 
the optimal number of wavelet coefficients. They reported 
improvements in retaining the spectral lineshapes com-
pared to the convolution smoothing by a Hanning function 
[7]. Ahmed [8] proposed consecutive projections of the 
noisy MRS data in different domains in conjunction with 
noise filtration for each domain. For these projections, a 
set of stable, linear time-frequency transforms was applied 
with different resolutions [9], and improvements over the 
wavelet shrinkage method for 31P single voxel data were 
reported [8]. However, for consideration of this method for 
volumetric MRSI data, which can be on the order of 105 
spectra, the computational cost of using multiple projec-
tions must also be considered.

In a different approach, the denoising can be applied 
prior to or during MRS signal reconstruction using explicit 
parametric modeling approaches [10, 11]. Eslami and 
Jacob [10] proposed a reconstruction scheme for MRSI 
data that results in a sparser representation of the spectral 
data, which enables the separation and suppression of the 
noise as well as lineshape distortions. Nguyen et al. [11] 
applied a similar approach with the addition of spectral 
prior knowledge estimated from k-space data.

It is often assumed that the signal-related (noiseless) 
data are a lower rank subspace of the original data. Low-
rank modeling with recent advances in its algorithm has 
become a popular method in the medical imaging field 
[12–14]. Singular value decomposition (SVD) and princi-
pal component analysis (PCA) provide a representation of 
complex data in a lower dimensional space that is defined 
by the significant PCs (principal component directions) [15, 
16]. MRSI data can be represented as a product of: (1) the 
PCs, which are orthonormal and ordered by the decreasing 
amount of commonality in the data they represent; (2) their 
scores or magnitudes, which are the projections of the data 
onto the corresponding PC. The total number of PCs is usu-
ally much larger than the number of independent variations 
in the data set. For instance, in vivo MRSI data with 1024 
points in the frequency domain will result in 1024 PCs, but 
if we assume that there are 10 observed metabolite spectral 
patterns the amplitude, frequency, phase and linewidth vari-
ations will result in ~40 signal-related PCs [17, 18], and 
the remaining PCs will be noise-related. Reconstructing 
the data using only the significant PCs while ignoring the 
higher noise-related ones will effectively reduce the noise 
in the data.

For denoising of MRSI data, Zhu et al. [19] proposed 
a PCA denoising technique based on a deformable shape-
intensity model. They reported increased SNR up to 2.1 

times without distorting spectral lineshapes and linewidths. 
Nguyen et al. [20] proposed a low-rank approximation 
(LORA) scheme that exploits two low-rank structures. The 
first structure is derived on the assumption that spatial and 
temporal variations in MRS data are separable, and the 
second one is calculated based on the linear predictability 
assumption in temporal dimension. This study reported a 
better performance of LORA denoising compared to the 
wavelet shrinkage and Gaussian smoothing in terms of 
SNR and spectral quality [20]. Kasten et al. [21] proposed 
a data-driven, low-rank component analysis for MRSI in 
which a generative model is estimated from the raw data 
via a regularized variation framework that minimizes the 
approximation error within the subspace.

One of the challenges of low-rank denoising is the selec-
tion of the optimal rank for approximation of the noise-free 
signal. In the report of Nguyen et al. [20] it was assumed 
that the rank of the noiseless data is equal to N, if the Nth 
and (N + 1)th eigenvalues of the original data are greater 
(or equal) and less (or equal) than the Euclidean norm of 
the estimated noise, respectively. They also applied the 
Akaike information criterion [22] where the noiseless data 
are assumed to be a low-rank Hankel matrix and the noise 
to be a Gaussian Hankel matrix [20].

Volumetric whole-brain MRSI data sets present an 
additional challenge for the denoising techniques in that 
they can contain a wide range of data quality and include 
regions prone to increased artifacts due to contamina-
tion from residual water and unsuppressed subcutaneous 
lipid signals. Therefore, it is very likely that the spectral 
decomposition of the data includes PCs that only represent 
‘unwanted’ signal artifacts. Thus, it is necessary to examine 
the information carried by each PC to filter out those that 
are dominated by either artifact or noise.

In this study a spatial-spectral low-rank method was 
developed for denoising of volumetric 1H MRSI data of the 
brain that was combined with a new approach for selection 
of the significant signal-related PCs obtained from PCA. 
In this method, PCs are selected using a statistical test that 
examines the relative information content describing the 
metabolite signal. To improve the performance, the denois-
ing step is applied after correction for B0 and phase shifts, 
which results in a smaller number of signal-related PCs 
relative to the uncorrected data.

Materials and methods

Theory

Let si(ω) be the noise-free spectrum of voxel i, for 
i = 1, . . . ,N where N is the total number of voxels and ω 
is the frequency. Assuming si(ω) contains M spectral peaks 
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and f j(ω), j = 1, . . . ,M, represents the normalized spec-
tral shape of the jth peak, si(ω) can be represented as the 
weighted sum of the shapes:

where Aj is the amplitude of jth spectral peak in voxel i. 
Let s̄i(ω) be the acquired MRS spectrum:

where ǫ is complex Gaussian noise with mean 0 and stand-
ard deviation σ, i.e., ǫ ∈ N(0, σ 2). For volumetric MRSI, 
let us reform the data to a two-dimensional complex 
matrix S̄(r,ω) with r and ω being the spatial and frequency 
domains, respectively. Therefore, each row will represent 
a spectrum, s̄i(ω), and the total number of rows (r) would 
be N. Let S(r,ω) be the corresponding ‘noiseless’ complex 
matrix with si(ω) in its rows. Therefore, for the volumetric 
MRSI, Eq. 2 can be represented as:

PCA is a standard statistical technique for decomposi-
tion of S̄(r,ω) along the axes of the PCs, which are ordered 
by the decreasing amount of commonality in the data they 
represent:

where Z(r,ω) is the matrix of PC scores, and P(ω,ω) is the 
PCs matrix. In the case that the amplitudes of the metabo-
lite peaks Aj (Eq. 1) vary independently from each other, 
PCA will yield L significant PCs. The rest of the PCs 
will be noise related. The spectral matrix can be recon-
structed only with the first L PCs and thus the data will be 
‘denoised,’ i.e.:

where subscript L indicates the low rank of the matrix 
based on L significant signal-related PCs. Determining the 
rank L in in vivo MRSI data, however, is quite challenging 
as it is not known a priori how many spectral patterns are 
in the data, and, more importantly, there are added noise 
and additional features from variations in frequency, phase, 
lineshape and baseline, which exacerbate the problem.

Method

The proposed method, statistical selection of principal 
components (SSPC), determines the signal related PCs in 
S̄(r,ω). The technique is based on examining each PC and 
comparing the variance in frequency regions with known 
metabolites with the variance in the ‘noise’ regions. For 

(1)si(ω) =

M
∑

j=1

Ajf j(ω)

(2)s̄i(ω) = si(ω)+ ǫ

(3)S̄(r,ω) = S(r,ω)+ ǫ

(4)S̄(r,ω) = Z(r,ω) · P(ω,ω)

(5)S̄(r,ω)L ≈ S(r,ω)L

this purpose, Levene’s test [23] was performed to assess the 
equality of variances between these two regions. Similar to 
the F-test, Levene’s test is a variance equality test that can 
handle the non-normality of data. While in Eq. 2 the noise 
is assumed Gaussian, it should be noted that any apodiza-
tion, zero-filling or spatial filtering introduces correlation, 
and the noise in MRS after these standard pre-processing 
procedures cannot be considered normally distributed. 
Also, the peak amplitudes within the metabolite region 
generally are not normally distributed. After performing 
Levene’s test, a threshold was applied to the significant dif-
ference (p value) calculated by the test to retain the signifi-
cant PCs and construct the S̄(r,ω). The selection is applied 
to all PCs and the result need not be consecutive, i.e., PCi+1 
may be included while PCi is excluded. In this method, the 
total number of selected PCs would be equal to the rank L 
of S̄(r,ω). The choice of the p value threshold depends on 
the noise level in the data set and will be determined by the 
user. An estimate for the threshold value can be obtained by 
performing Levene’s test for two noise-only regions in the 
last PCs that are noise-related PCs; however, the threshold 
value can be increased to retain more PCs.

Simulated MRSI data

Simulated volumetric MRSI data sets were generated for 
Cartesian k-space sampling using a function in the MIDAS 
(metabolite image data analysis system) software pack-
age [24]. To examine the performance of the PC selection, 
a MRSI data set was created for a simple abstract object 
consisting of three overlapping spherical volumes, each 
characterized by a different spectral pattern, labeled line 1, 
line 2 and line 3 (Fig. 1a). Spectroscopy signals were gen-
erated with Gaussian lineshapes and constant amplitudes 
over each region with relative values of 0.8, 0.7 and 1.0. 
Gaussian noise with mean value 0 and standard deviation 
of 0.08 was added in the time domain. The spatial resolu-
tion of the simulated data sets was 64 × 64 voxels in-plane 
and 4 voxels through-plane. To examine the effect of fre-
quency and phase shifts, a second data set was generated 
with randomly shifted phase and frequency between −30° 
and +30°, and −6 Hz to 6 Hz, respectively.

A third data set was generated to resemble the volumes 
and metabolites in an in vivo brain MRSI that included a 
small lesion with a different spectral pattern. The primary 
volume had an ellipsoidal shape containing subregions with 
different spectral patterns that represented a lipid ring, nor-
mal brain tissue, ventricles containing only a water signal 
and a small region representing a brain lesion (blue region 
in Fig. 3). In addition, spatial variations of all simulated 
spectral peaks were created throughout the whole object 
following a synchronous cubic distribution pattern for all 
metabolites. The metabolite region included simulated 
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resonances for N-acetylaspartate (NAAsim), total creatine 
(Crsim) and total choline (Chosim), whereas in the lesion the 
NAA peak was set to zero, and an overlapped doublet for 
lactate (Lacsim) was included.

In vivo MRSI data

Volumetric MRSI data of one normal subject (male, 
31 years old) and one brain tumor subject (female, 49 years 
old) were obtained at 3 T (Siemens Trio) with eight-
channel detection. Subjects were scanned after obtaining 
signed informed consent in accordance with the procedure 
approved by our Institutional Review Board. These data 
were acquired using a spin-echo acquisition with two-
dimensional phase encoding, echo-planar readout in the 
ky-time dimensions, frequency-selective water suppression 
and TR/TE = 1551/17.6 ms. Sequence details have been 
provided elsewhere [25–27]. The acquisition included a 
water-reference data set obtained in an interleaved manner 
with identical spatial parameters as the metabolite MRSI. 
MRSI acquisition was preceded by an inversion-recovery 

preparation, with TI = 198 ms, to suppress the signal 
from subcutaneous lipids [25, 27]. A T1-weighted image 
(MPRAGE, Magnetization Prepared Rapid Gradient Echo) 
at 1-mm resolution (TR/TE/TI = 2300/2.4/930 ms) was 
also acquired for each study.

All data were processed using the MIDAS software 
package [24]. The processing steps included resampling of 
the echo-planar imaging (EPI) readout with combination of 
odd and even echo readouts [28], zero-filling in the spatial 
domain from 50 × 50 × 18 points to 64 × 64 × 32 points, 
zero-filling in the frequency domain from 500 points to 
1024 points, Fourier transformation in all three spatial 
dimensions and multichannel combination [29]. Spatial 
smoothing (Gaussian, damping factor of 2.0) was applied 
as a convolution in the spatial domain after spatial-spectral 
Fourier transformation, B0 correction and lipid k-space 
extrapolation [30]. The resolution of the reconstructed 
metabolite images corresponded to a voxel volume of 
1.55 ml calculated at full width at half maximum.

A high SNR reference data set was also created from 
the normal subject data set by averaging the MRSI data 
from 64 × 64 voxels in-plane and 32 voxels through-
plane to 10 × 10 voxels in-plane and 10 voxels through-
plane. The averaging was performed after application of 
the processing steps mentioned above. To remove noisy 
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Fig. 1  MRS data were simulated by generating an abstract object, 
shown in a, consisting of three overlapping spherical volumes. Each 
volume contained a single peak line, shown on the right as line 1, line 
2 and line 3. The real part of the first four PCs with their correspond-
ing normalized eigenvalues, obtained from PCA analysis of the simu-
lated data set b before and c after adding Gaussian noise
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Fig. 2  Phase and frequency shifted MRS data were simulated by 
generating an abstract object consisting of three overlapping spherical 
volumes. The real part of the first eight PCs with their corresponding 
normalized eigenvalues, obtained from PCA analysis of the simulated 
data set a  before, and b after, adding Gaussian noise
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and contaminated averaged spectra based on LW and CSF 
partial volume criteria, parametric spectral fitting [31] was 
performed to derive the LW from NAA, Cre and Cho res-
onances. A threshold of 2 < LW < 8 was then applied to 
filter out the unwanted averaged spectra. A noisy version 
of this data set was then generated by adding a Gaussian 
noise with mean value 0, standard deviation 0.08, based on 
the maximum amplitudes of NAA in the averaged data. The 
purpose of this study was to examine the performance of 
the SSPC denoising method in improving the metabolite 
quantification for in vivo data sets.

To increase the effectiveness of the SSPC denoising for 
the in vivo data sets, the spectral phase and frequency vari-
ations were corrected prior to denoising. This was achieved 
using two steps. First, following spatial reconstruction a 
time-domain phase-correction function was applied at each 
voxel location, with the correction function obtained from 
the unsuppressed water acquisition. Because some phase 
variations still remained across the image, a second pro-
cessing step was applied that used spectral fitting of the pri-
mary resonances, consisting of NAA, Cre and Cho singlet 
resonances only, and then the phase and frequency terms 
determined from this analysis as a correction to the data 
were applied. Following denoising, the parametric spectral 
fitting [31] was again performed to obtain maps of NAA, 
Cr and Cho, myo-inositol and glutamate plus glutamine 
(Glx).

For data that had the SSPC denoising applied, no spec-
tral smoothing was applied during processing. For compar-
ison to standard processing methods, data were also pro-
cessed using Gaussian apodization of the time data, prior to 
spectral Fourier transformation, for a relatively small 2-Hz 
line-broadening and a value more typically used (for 3 T) 
of 5-Hz line-broadening.

Data analysis

SSPC denoising performance was compared with: (1) spec-
tral apodization using Gaussian smoothing and (2) conven-
tional PCA denoising. For the second method, the rank L 
was found using the SSPC scheme, and the same rank was 
applied for the PCA reconstruction using the first L con-
secutive PCs. It should be mentioned that the conventional 
PCA procedure is equivalent to the first part of the LORA 
[20] denoising scheme. Since the second part of LORA 
denoising, which utilizes the Cadzow algorithm [32] for 
each spectrum, is not coupled to the first part, results of 
comparisons between the conventional PCA and SSPC 
denoising would also be valid for the first part of LORA 
denoising.

For the SSPC method, the noise and signal regions in the 
PCs are identified in the same manner as in the spectra, with 
the noise region being the first 150 points (9.4–7.90 ppm) 

and the metabolite region from 4.0 to 1.5 ppm. Qualita-
tive comparisons between individual spectra obtained from 
different denoising methods are presented for each study. 
Metabolite peak areas and their Cramer-Rao bound (CRB), 
metabolite peak area ratios, linewidth (LW) and SNR were 
used as the measures for quantitative comparisons. SNR 
was calculated using the fitted NAA area over the stand-
ard deviation (SD) of the noise in the spectral domain, 
with the noise measurement taken from the last 100 points 
(0.64 to −0.35 ppm) of the spectrum. NAA peak area was 
used for the SNR calculation since it accounts for changes 
in linewidth. For the SNR calculation within the tumor 
region, the fitted Cho area was used instead of the fitted 
NAA area. In both studies, the SNR measurement was 
done after application of the spectral fitting. To examine 
the spatial distributions of the relative performance in more 
detail, images of the metabolite peak area, CRB, LW and 
SNR were generated for the study of a normal subject. The 
coefficient of variation (CV) of the root mean square error 
(RMSE) was also used to calculate errors in the NAA, Cho 
and Cr fitted areas for the simulated data as

where Mref is the known (reference) value at voxel i, M is 
the fitted area at that voxel, and M̄ is the mean value of the 
reference areas over N voxels in the ROI.

Results

Simulated MRSI data

Figure 1 shows the central slice from the first simulated 
data set and the constituent spectral patterns. PCA was 
applied to the data before and after adding random noise. 
The real part of the first four PCs with their corresponding 
normalized eigenvalue percentages are shown in Fig. 1b, 
c. In the first case, the first three PCs contained 100 % of 
the information for reconstruction of the noiseless data. 
The shape of the fourth PC with only 2E −5 contribution 
can be considered as the numerical error of the PCA algo-
rithm. With added noise (Fig. 1c) the first three PCs have 
only 23 % of the total variance; however, the PC shapes 
remained the same as in the noiseless data. The contribu-
tion of the fourth PC was increased to 1 % because of the 
presence of the noise. In both cases, SSPC determined 
that the first three PCs were signal-related using 0.01 as 
the p value threshold for Levene’s test. PCs for the sec-
ond simulated data set are shown in Fig. 2. In this case 
the number of signal-related PCs was increased to seven 
because of the variations in the phase and frequency. The 

(6)CVRMSE =

√

∑N
i=0 (Mref−M)2

N

M̄
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SSPC method also detected seven signal-related PCs using 
0.01 as the p value threshold for Levene’s test. This result 
shows that with additional variability in the data, the num-
ber of signal-related PCs is increased; however, as long as 
there is a significant difference between signal variations 
and noise variations in a given PC, the SSPC method can 
detect and use that PC regardless of shifts in frequency 
and phase. However, if the frequency and phase shifts are 
small, such that the difference between the shifted spec-
trum and corrected spectrum is less than the noise level, 
they can be ignored. Therefore, it is recommended to per-
form the SSPC denoising after the phase and frequency 
corrections.

Figure 3 shows example spectra from the simulation 
studies and the distributions used to generate the simulated 
MRSI data. For the simulated brain (Fig. 3c, d), this con-
sisted of regions containing lipid signals (shown in light 
yellow), normal metabolites (gray), water (dark gray) and 
abnormal metabolite signals (blue). SSPC determined that 
the first four PCs were signal-related using 0.01 as the p 
value threshold for Levene’s test.

Two noise-free spectra from each of the simulated data 
sets are shown in the top row in Fig. 3. The spectrum in 
Fig. 3a (i) is selected from an area of overlap of two vol-
umes and shows two signals, while that shown in Fig. 3b 
(i) is from the intersection of all three volumes and con-
tains three signals. The examples from the simulated data 
set shown in Fig. 3c, d are selected to represent “normal” 
(relatively equal Cr and Cho peaks and high NAA) and a 
small region of “tumor” (increased Cho, no NAA and large 
lactate doublet). The second row shows the data after add-
ing random noise, and the last row shows the results after 
the SSPC denoising. The results in row (iii) show that the 
SSPC denoising had good performance in removing the 
noise and preserving the peak heights, indicating no loss of 
information. Note that the reconstructed “tumor” spectrum, 
Fig. 3d (iii), is noisier than that from the “normal” region. 
The tumor spectra are associated with a relatively small 
volume, and therefore they contribute a small fraction of 
the total variance. As the PCs are ordered by the amount of 
commonality in the data they explain, the first few PCs are 
dominated by the signal from the ‘normal’ volumes. The 

ii

i

(a) (b) (c) (d)

iii

PPM 5.35.35.35.3 1.6 5.05.06.1
-0.2

1
-0.3

1
-0.2

1

Fig. 3  Example spectra from both simulation studies. Spectra in col-
umns a and b show results for two voxels selected from the regions 
indicated in the abstract object; c, d show results for two voxels 
selected from the regions indicated in the ellipsoidal object. The 

spectra in each row are as follow: (i) noise-free simulated data, (ii) 
simulated after addition of random noise and (iii) denoised data using 
SSPC
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tumor-related variance is in higher order PCs, which in turn 
contain more noise. These higher order PCs do not contrib-
ute to the reconstruction of the normal signals, hence the 
high SNR and conversely the lower SNR in the "tumor" 
spectrum.

For quantitative comparisons, the metabolite peak area 
ratios and SNR obtained from denoising of the simulated 
MRS data are presented in Table 1. After the application 
of SSPC denoising, the SNR for voxel 1 was increased 
by 433 % and for voxel 2 by 131 %. The errors for the 
NAAsim/Crsim and NAAsim/Chosim ratios for voxel 1 were 
also reduced by 69 % and 94 %, respectively. For voxel 2, 
the Chosim peak was used instead of NAAsim. The improve-
ments in reducing errors for the Lacsim/Crsim and Lacsim/
Chosim ratios after the application of denoising were 73 % 
and 12 %, respectively. Additional studies (results not 
shown) examined the denoising of the data using only the 
first three PCs and the first five PCs. The former resulted in 
removing the Lacsim peaks in the small lesion region, and 
the latter added more noise to the data with no improve-
ment in peak area ratios.

Table 2 presents the coefficient of variation (CV) of the 
root mean square error (RMSE) of the NAAsim, Crsim and 
Chosim areas for an ROI located outside of the tumor region 
(25 voxels) and for Crsim and Chosim within the tumor region 
(25 voxels). The values are compared with those obtained 
using Gaussian apodization of 5 Hz and the original data. 
These results show that the SSPC denoising reduced 
errors in ROI 1 by 33, 68 and 66 % for NAAsim, Crsim and  
Chosim fitted areas, respectively, relative to the analysis of the 
original data. The improvements in the tumor region (ROI 2) 
were smaller with the maximum of 5 % reduction of error 

for the Chosim area. The CVRMSE values increased for the 
case where Gaussian apodization was applied, which we 
believe is due to the increased linewidth that notably affected 
fitting of the closely overlapping peaks of Crsim and Chosim.

In vivo MRSI data

The aim of the next study was to examine the performance 
of the SSPC denoising applied to a MRSI data set of a 
normal subject. Maps of the peak areas of two metabo-
lites (CrArea, GlxArea), their corresponding CRBs, LWs and 
SNRs are shown in each row in Fig. 4. The use of conven-
tional spectral apodization of 2-Hz or 5-Hz line Gauss-
ian smoothing, shown in Fig. 4b, c, resulted in increased 
SNRs and reduced CRBs compared to the raw data, but 
also increased the metabolite LW, especially for 5-Hz line 
smoothing. To ensure a fair comparison between the con-
ventional PCA and SSPC denoising methods, the same 
number of PCs, L = 224, were used for Fig. 4d, e, and 65 
PCs, L = 65, were used for Fig. 4f, g. For these examples 
the number of PCs selected, L, was based on the value 
determined in the SSPC denoising approach with a p value 
threshold of 10E−5 or 10E−10, and the first L consecutive 
PCs were used for the conventional PCA approach. It can 
be observed that the SSPC denoising (Fig. 4e, g) performed 
better than the conventional PCA denoising (Fig. 4d, f) 
in terms of the CRB and SNR. The visual improvements 
in metabolite peak area images were more prominent for 
the lower concentration metabolite, GlxArea, compared to 
the higher concentration metabolite, CrArea. By comparing 
Fig. 4e, g, it can be observed that decreasing the p value 
threshold from 1E−5 to 1E−10 improved the SNRs and 

Table 1  Simulated metabolite peak area ratios and SNR for the simulated MRS data

The p value threshold of the SSPC denoising was 0.01

* For voxel 2, the SNR was calculated using the Chosim peak area instead of NAAsim 

Voxel 1 Voxel 2

NAAsim/Crsim NAAsim/Chosim SNR Lacsim/Crsim Lacsim/Chosim SNR*

Simulated data 1.228 4.147 – 0.362 0.951 –

Simulated data plus Gaussian noise 1.369 5.337 109.5 0.602 1.404 78.4

SSPC (0.01) 1.185 4.214 584.1 0.425 1.351 181.5

Table 2  CV of RMSEs for 
NAAsim, Crsim and Chosim fitted 
areas

ROI 1 is located outside of the tumor region, and ROI 2 is within the tumor region

ROI 1 ROI 2

RMSENAA RMSECr RMSECho RMSECr RMSECho

No denoising 0.064 0.075 0.086 0.334 0.280

Gaussian apodization 0.064 0.081 0.089 0.630 0.537

SSPC 0.043 0.024 0.029 0.333 0.266
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CRBs without compromising the metabolite information 
such as the LW and metabolite peak area.

For the second in vivo study, the high SNR averaged 
data were used as the reference for the evaluation of the 
SSPC denoising performance. The SSPC denoising was 
applied on the noisy data that were generated by adding 
Gaussian noise to the averaged data, and then its results 
were compared to the original averaged data. The results 
for analysis of NAA, which has a strong signal with a good 
SNR, and Glx, which exhibits a broad multiplet structure 
with a low SNR, are shown in Fig. 5. In Fig. 5a, the fit-
ted NAA area results, obtained at multiple voxels before 
(orange) after (blue) application of the SSPC denoising, are 
plotted against the corresponding reference data result. It 
can be seen that the fitted NAA areas are clustered toward 
the center line with R2 = 0.91 for the denoised result com-
pared to the noisy data with R2 = 0.90. As expected, the 
improvement is more evident for Glx (Fig. 5b), which 
showed a 14 % increase in R2. This result illustrates that 
the denoising reduces uncertainty of the parametric spectral 
fitting.

One of the main challenges of denoising methods is 
to retain information in small regions of interest, such as 
small tumors, that have very different signal compositions 
compared to larger regions of the brain. Therefore, the 

aim of the third in vivo study was to investigate the perfor-
mance of the SSPC denoising method inside and outside of 
a small tumor region. Figure 6 shows an MRI that identi-
fies a tumor on the right side of the image (left side of the 
brain), with a gross tumor volume of 7.5 ml. Two example 
spectra, one from a voxel located in the normal-appearing 
white matter region on the opposite side of the tumor region 
(voxel 1) and one from a voxel within the tumor region 
(voxel 2), are also shown for the original data and follow-
ing different denoising approaches. A visual evaluation of 
spectra in Fig. 6a (iii), (iv) indicates that the SSPC denois-
ing performed better than the conventional PCA denois-
ing. The SSPC result with the p value threshold of 1E−10, 
Fig. 6a (v), appears less noisy compared to other methods. 
For voxel 2, the denoised spectra are similar in appearance; 
however, the spectrum shown in Fig. 6b (v) obtained from 
the SSPC denoising with the p value threshold of 1E−10 
appears less noisy and has a smaller Glx peak height com-
pared to the other spectra.

Table 3 presents the CRBCr, CRBGlx and SNR for the two 
selected voxels. The SSPC denoising with 1E−10 threshold 
increased the SNR from 92 to 418, or 355 %. However, for 
voxel 2 this improvement was 169 %, which was more than 
two times smaller than the improvement for voxel 1. The rea-
son for this result is that the denoising algorithm will perform 

Fig. 4  Images of denoising 
results for a mid-axial slice 
for a volumetric MRSI study 
of a normal subject. Results 
from the spectral fitting are 
shown in each row for different 
processing in each column for 
a acquired data with no spectral 
smoothing, b Gaussian apodiza-
tion (2 Hz), c Gaussian apodiza-
tion (5 Hz), d PCA denoising 
using the first 224 PCs, e SSPC 
denoising with a threshold of 
1E−5 (the algorithm found 
224 PCs for this threshold), f 
PCA denoising using the first 
65 PCs and g SSPC denoising 
with a threshold of 1E−10 (the 
algorithm found 65 PCs for this 
threshold)

(a) (b) (c) (d) (e)    (f)   (g)
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better for larger numbers of voxels that have the same spectral 
pattern. Similar results were demonstrated using the simu-
lated MRS data presented in Table 1. The SSPC denoising 

with a threshold of 1E−10 resulted in the best CRB values 
with the exception of CRBGlx for voxel 2, which was due to 
the reduced Glx peak height (Fig. 6b (v)) in this region.
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Fig. 5  Comparison of the SSPC denoising results against a high 
SNR reference data set. a Regression plots for the NAA area obtained 
from the noisy and denoised data against the NAA area from the ref-
erence; b regression plots for Glx area obtained from the noisy and 

denoised data against the Glx area from the reference. The results for 
the noisy data and its linear regression are shown in orange, and those 
for the denoised data are shown in blue

Fig. 6  Example spectra from 
the denoising of an in vivo 
MRSI study of a subject with a 
brain tumor. Column a shows 
the results for a voxel selected 
from a normal-appearing white 
matter region (voxel 1), and 
column b shows the results for 
a voxel selected in the tumor 
region (voxel 2). The rows 
show results for the original 
data (i), Gaussian denoising (ii), 
PCA denoising using the first 
119 PCs (iii), SSPC denoising 
with a threshold of 1E−5 (the 
algorithm found 119 PCs for 
this threshold) (iv) and SSPC 
denoising with a threshold of 
1E−10 (the algorithm found 56 
PCs for this threshold) (v)
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Mean and standard deviation (SD) of the SNR were 
calculated for two ROIs, one located outside of the tumor 
region (25 voxels) and one within the tumor region (25 
voxels). These results are presented in Table 4 and show 
that the SSPC denoising with a 1E−10 p value threshold 
increased the SNR by factors of 2.3, 2.3 and 1.1 compared 
to Gaussian apodization (5 Hz), conventional PCA (with 
119 PCs) and SSPC denoising (10E−5 threshold), respec-
tively. For ROI 2, the SNR was calculated from the Cho 
area, since NAA was absent, and the SSPC denoising with 
1E−10 p value threshold resulted in a SNR increase of 2.3 
times compared to the Gaussian apodization case.

Discussion

This study has presented a PCA-based denoising method 
for MRSI data that incorporates PC selection based on a 
statistical comparison of spectral regions containing metab-
olite information and noise. The aim of this statistical 
examination was to examine the homogeneity of variances 
between the signal and noise regions derived from each 
PC. A threshold was then applied to the p value of Lev-
ene’s test to select PCs that contained significant metabolite 
information.

A primary finding of this study is that the SSPC denois-
ing can significantly improve the SNR and metabolite quan-
tification accuracy in simulated spectra, and reduce uncer-
tainty in in vivo data, without significantly compromising 
the metabolite information, provided that a sufficient num-
ber of PCs are retained. This method also performed better 
compared to the conventional PCA-based method. Using 
both simulated and in vivo MRSI data, it was shown that 
the SSPC denoising resulted in a higher SNR and lower 
CRBs values compared to the conventional PCA denoising 
with the same number of PCs and that the relative perfor-
mance varied spatially in a manner that depended on the 
number of spectra with similar spectral patterns. The SSPC 
denoising with a p value threshold of 1E−10 showed the 
most improvements for the SNR and CRB values without 
altering the linewidth, although with some indication of a 
loss of information for small metabolite resonances [e.g., 

Fig. 6b (v)]. A p value threshold of 1E−5 appears to offer 
a more conservative approach. The impact of PCA-based 
denoising on the uncertainty of spectral fitting as indicated 
by CRB values is also greater for lower concentration 
metabolites (e.g., GlxArea) than for those with prominent 
resonances (e.g., CrArea), likely reflecting the improved 
performance of the spectral fitting algorithm used for this 
study with increasing SNRs.

Results of the third in vivo study with a small brain 
lesion also indicated good performance of the SSPC 
denoising in terms of SNR and fitting uncertainty; however, 
for a voxel located in the lesion the PCA denoising meth-
ods resulted in increased CRBGlx values with a threshold 
p value of 1E−10. The reason for this decrease in perfor-
mance is the small number of voxels with the spectral pat-
tern characteristic of the lesion relative to the rest of the 
brain. This regional size dependency can be considered as 
one of the limitations of the PCA (or SVD) based denois-
ing methods.

Limitations of this study include that the effects of resid-
ual baseline signals from unsuppressed water or lipid were 
not considered and that the effect of altered noise distribu-
tions on the spectral fitting algorithm was not specifically 
examined. If strong baseline signals are consistent and 
widespread they would be identified as signal-related and 
maintained in the result. However, commonly these signals 
are highly variable, and although those signal-related PCs 
will be identified, the corresponding eigenvalues for most 

Table 3  CRBCr, CRBGlx and 
SNR for the second in vivo 
experiment with the brain tumor

* For voxel 2, the SNR was calculated using the Cho area instead of NAA

Voxel 1 Voxel 2

CRBCr CRBGlx SNR CRBCr CRBGlx SNR*

No denoising 5.439 4.582 91.786 9.499 12.167 31.669

Gaussian apodization 4.403 3.640 106.486 8.306 11.302 41.833

PCA (119) 4.296 3.592 101.235 8.208 9.689 38.059

SSPC (1E−5) 3.617 3.413 186.706 7.078 10.600 52.614

SSPC (1E−10) 3.170 3.034 418.276 5.850 15.499 86.218

Table 4  Mean and SD of the SNR for two ROIs inside and outside of 
the tumor region

For ROI 2, the SNR was calculated using the Cho area instead of 
NAA

ROI 1 ROI 2

Mean SD Mean SD

No denoising 108.7 20.8 40.9 10.8

Gaussian apodization 139.2 34.3 56.5 14.9

PCA (119) 138.7 36.8 59.2 16.2

SSPC (1E−5) 273.4 49.9 85.9 18.8

SSPC (1E−10) 315.0 50.2 131.4 22.2
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voxels will be small, and there will be minimal impact on 
the denoising performance.

Conclusion

In summary, it was shown that the SSPC denoising 
improved the SNR and quantification accuracy using 
three simulated MRSI data sets and reduced quantification 
uncertainty in two in vivo data sets. In addition to provid-
ing good performance, this method is simple to implement 
and computationally efficient with the total computing time 
less than ~60 s for spectra from a volumetric in vivo data 
set.
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