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Abstract

Object The post-processing of MR spectroscopic data

requires several steps more or less easy to automate,

including the phase correction and the chemical shift

assignment. First, since the absolute phase is unknown, one

of the difficulties the MR spectroscopist has to face is the

determination of the correct phase correction. When only a

few spectra have to be processed, this is usually performed

manually. However, this correction needs to be automated

as soon as a large number of spectra is involved, like in the

case of phase coherent averaging or when the signals col-

lected with phased array coils have to be combined. A

second post-processing requirement is the frequency axis

assignment. In standard mono-voxel MR spectroscopy, this

can also be easily performed manually, by simply assigning

a frequency value to a well-known resonance (e.g. the

water or NAA resonance in the case of brain spectroscopy).

However, when the correction of a frequency shift is

required before averaging a large amount of spectra (due to

B0 spatial inhomogeneities in chemical shift imaging, or

resulting from motion for example), this post-processing

definitely needs to be performed automatically.

Materials and methods Zero-order phase and frequency

shift of a MR spectrum are linked respectively to zero-

order and first-order phase variations in the corresponding

free induction decay (FID) signal. One of the simplest ways

to remove the phase component of a signal is to calculate

the modulus of this signal: this approach is the basis of the

correction technique presented here.

Results We show that selecting the modulus of the FID

allows, under certain conditions that are detailed, to auto-

matically phase correct and frequency align the spectra.

This correction technique can be for example applied to the

summation of signals acquired from combined phased

array coils, to phase coherent averaging and to B0 shift

correction.

Conclusion We demonstrate that working on the modulus

of the FID signal is a simple and efficient way to both

phase correct and frequency align MR spectra automati-

cally. This approach is particularly well suited to brain

proton MR spectroscopy.

Keywords MR spectroscopy � Free induction decay �
Modulus � Post-processing � Phase correction � Frequency

assignment

Abbreviations

Composite signal A simulated signal composed of one

or several FIDs, and eventually a

noise signal

Conventional

processing

Refers to the conventional post-

processing performed on the

original FID signal: this is the

conventional technique, compared

in this study to the modulus post-

processing (see below)

CSI Chemical shift imaging

FID Free induction decay

FWHM Full Width at Half the Maximum

LB Line broadening in Hz. LB is the

full width at half maximum

(FWHM) of the peak obtained
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after fast Fourier transformation of

a time decaying exponential

function e(-pLBt) [1]

Modulus processing Refers to the post-processing

performed on the modulus of the

FID signal as presented in this study

and compared to the conventional

technique (see above)

MRS Magnetic resonance spectroscopy

MRI Magnetic resonance imaging

SNR Signal-to-noise ratio, calculated as

the maximum of the peak over the

standard deviation of the noise in a

frequency range selected in a region

of the spectrum devoid of other

signals and/or artifacts

SD Standard deviation

SW Spectral width

Introduction

The interest to combine magnetic resonance spectroscopy

(MRS) with magnetic resonance imaging (MRI) in order

to improve the diagnosis of brain pathologies in adults

and children has been widely demonstrated. Despite the

clear added value of MRS, this technique is still not

routinely included in clinical examinations. One of the

reasons of this limitation is the complexity of the post-

processing involved, which cannot be easily automated.

This issue is even more challenging in the case of

chemical shift imaging (CSI). Most of the spectroscopic

processing tools do not allow to perform a reliable phase

correction and an accurate frequency shift assignment. In

most cases, this can only be performed manually. This

process is often slow and it requires an extended theo-

retical knowledge of spectroscopy. This situation con-

stitutes a deterrent and a source of confusion for

radiologists, who are by now extremely familiar and

proficient with MRI but still poorly acquainted with

MRS techniques and more particularly with CSI, with

the exception of single voxel brain spectroscopy which is

currently fully automated on modern MR scanners.

Phasing a spectrum is a crucial step when designing

an automated fitting procedure, because the knowledge of

the phase can be used as prior knowledge for the fitting

algorithm and hence decreases the number of parameters

to be estimated, thus reducing the risk of fitting errors.

When a large number of spectra needs to be phased, as

in the case of phase coherent averaging [2], or more

recently with the increased usage of phased array coils,

the phase correction definitely needs to be automated.

Phased array coils provide a significant improvement in

signal-to-noise ratio (SNR) in comparison to standard

coil technology. However combining the signals received

from all individual coils is not trivial since these signals

need to be phased and scaled in order to correct for

phase shift and amplification factor respectively and both

parameters differ from one coil to another. The phase

alignment is also crucial for sensitivity-encoded (SENSE)

CSI [3]. Several automatic phase correction schemes

have been proposed. They are all based on the use of a

signal of reference, usually the water peak, obtained

either by repeating the experiment without water satura-

tion, or by applying only a moderate water saturation

which keeps enough water signal in the spectrum to be

detected and used as a reference. The phase of the ref-

erence peak can be obtained by fitting procedures

(namely LC-Model [4] but also QUEST [5] or AMARES

[6] methods), by calculating the phase of the first point

of the FID [7, 8], the phase of the water peak [9, 10], by

maximizing the area of a selected resonance [11], or the

phase of reference images [12]. Freely available software

devoted to post-processing of spectroscopic data also

provide an automatic phase correction. Different strate-

gies are used: jMRUI (http://www.mrui.uab.es/mrui/) uses

the GABOR technique [13], TARQUIN (http://

tarquin.sourceforge.net/) is based on the minimization

of the difference between the spectra and a reference

spectrum, jSIPRO (https://www.sites.google.com/site/

jsiprotool/) exploits the phase of the first point of the

FID, Vespa (http://scion.duhs.duke.edu/vespa/) proposes

either a correlation or an integration method. All these

different software and also AQSES (http://homes.

esat.kuleuven.be/*biomed/software.php) include eddy

currents correction, whenever an extra non-suppressed

water reference scan is available. MIDAS (http://mrir.

med.miami.edu:8000/midas/wiki) is strongly linked to the

EPSI pulse program sequences [14] and uses a water

reference scan acquired in an interleaved way.

Concerning the frequency shift correction, the rationale

and arguments justifying the benefits of an accurate phase

correction remain valid. Again, the knowledge of the

frequency shift can be directly used as prior knowledge

for automatic fitting procedures. It can also be exploited

in order to increase drastically the number of constraints

on this parameter, by reducing the spectral range explored

by the fitting procedure. The risk of erroneous attribution

of resonances by the fitting algorithm is then reduced.

Frequency shift correction definitely needs to be auto-

mated when motion effects are present as in the case of

phase coherent averaging [2] or J-difference editing [15–

17], or when spatial B0 inhomogeneities need to be

compensated in CSI experiments. Several techniques have

been proposed to solve these issues and we have already
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addressed this topic and proposed solutions in a previous

publication [18].

In this paper, we aim to demonstrate that working on the

modulus of the FID signal allows to correct simply and

automatically for both phase distortions and frequency

shifts. This technique assumes that the FID signal is

including a reference signal much higher in amplitude than

those of the metabolites of interest. In proton MR spec-

troscopy, this reference signal will naturally be the water

resonance. This higher signal can be seen as a ‘‘carrier’’ onto

which the metabolites are superimposed. Extracting the

modulus of this carrier is equivalent to remove zero- and

first-order phase information of this signal, which means that

the signal is hence correctly phased and on-resonance. If the

amplitudes of the metabolites signals superimposed to the

carrier are low enough, they will not be modified by the

modulus extraction and they will follow the phase and fre-

quency shift of the carrier. Therefore, they will be them-

selves phased and shifted, respectively to the carrier. As

shown in the present study, the SNR can be either substan-

tially improved or, in the worst case, only slightly decreased.

It has to be noted that Serrai et al. [19] have already

proposed the idea of working on the modulus of the FID

signal, with the objective of removing the sidebands in non

water-suppressed proton spectra. In their study, the spec-

trum was assumed to be correctly phased and on-reso-

nance, but they did not study what would be the

consequences if these two conditions were not fulfilled. As

mentioned above, the technique proposed here requires that

the FID signal contains a strong reference signal. Therefore

the fact that working on the modulus of the FID removes

the sidebands created by this strong signal in the resulting

spectrum constitutes of course an additional benefit to the

approach that we propose.

Materials and methods

Signal considerations

Let A(t) be the signal acquired from a voxel containing a

unique compound. If the NMR signal of this compound is

a singlet, then the noise-free signal A(t) can be expressed

as:

A tð Þ ¼ A0 tð Þej xtþuð Þ ð1Þ

where A0(t) is the waveform of the FID, x the resonance

frequency of the singlet and u includes all the phase

distortions. A possible way to correct for phase distortion is

to consider the modulus of the signal:

A tð Þk k ¼ A0 tð Þ ð2Þ

Considering that the modulus of the signal also removes

the frequency information, this results, after fast Fourier

transformation, in an ‘‘on-resonance’’ signal. Let’s now

assume that this singlet is the water peak. Using the

notation already used in Eq. (1), the water signal can be

expressed as:

H2O tð Þ ¼ AH2O tð Þej xH2OtþuH2Oð Þ ð3Þ

If we now add another singlet to the water signal, then

the modulus of the resulting signal, namely s(t), is given by:

s tð Þk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

H2O tð Þ þ A tð Þð Þ� H2O tð Þ þ A tð Þð Þ
q

ð4Þ

where * denotes the complex conjugate. For the sake of

clarity, we will now name this new singlet A(t) ‘‘the

metabolite’’. Using Eqs. (1) and (3), the squared of Eq. (4)

can be written:

s tð Þk k2 ¼ AH2O tð Þe�j xH2OtþuH2Oð Þ þ A0 tð Þe�j xtþuð Þ
� �

AH2O tð Þeþj xH2OtþuH2Oð Þ þ A0 tð Þeþj xtþuð Þ
� �

¼ A2
H2O tð Þ þ A2

0 tð Þ þ AH2O tð ÞA0 tð Þ e�j xH2OtþuH2Oð Þeþj xtþuð Þ þ eþj xH2OtþuH2Oð Þe�j xtþuð Þ
� �

¼ A2
H2O tð Þ þ A2

0 tð Þ þ AH2O tð ÞA0 tð Þ eþj x�xH2Oð Þtþ u�uH2Oð Þð Þe�j x�xH2Oð Þtþ u�uH2Oð Þð Þ
� �

¼ A2
H2O tð Þ þ A2

0 tð Þ þ 2AH2O tð ÞA0 tð Þ cos x� xH2Oð Þt þ u� uH2O

� �� �

ð5Þ
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Let’s introduce Dx ¼ x� xH2Oð Þ and Du ¼ u� uH2O

� �

corresponding respectively to the frequency and phase differ-

ences between the singlet and the water FID signals:

Assuming that

AH2O tð Þ � A0 tð Þ ð8Þ

(this will be the case for example in ‘‘none-’’ or

‘‘moderately-’’ water suppressed spectroscopy

acquisitions), the term e(t) can be neglected and the

modulus of the signal can be approximated by:

s tð Þk k � AH2O tð Þ þ A0 tð Þ cos Dxt þ Duð Þ ð9Þ

The spectrum, namely S(x), can be now obtained from

the fast Fourier transformation of Eq. (9):

SðxÞ � FFT AH2O tð Þð Þ þ FFT A0 tð Þ cos Dxt þ Duð Þð Þ
� FFT AH2O tð Þð Þ þ FFT A0 tð Þð Þ � FFT cos Dxt þ Duð Þð Þ

ð10Þ

where � denotes the convolution operation. The last term

of the convolution can be expressed as:

FFT cos Dxt þ Duð Þð Þ ¼ d v� Dxð Þ þ d vþ Dxð Þð ÞeiDu

2

ð11Þ

where d denotes the Dirac function and Eq. (10) can then

be written as:

SðxÞ � FFT AH2O tð Þð Þ þ FFT
A0 tð Þ

2

� �

eiDu

� d m� Dxð Þ þ d mþ Dxð Þð Þ ð12Þ

Let’s analyze the different components of Eq. (12):

The first term, FFT AH2O tð Þð Þ, represents the

original shape of the water peak centered on the zero

frequency.

The first part of the convolution, FFT
A0 tð Þ

2

� �

eiDu,

corresponds to half the metabolite resonance with a phase

shift of Du ¼ u� uH2O

� �

, which is the original phase of

the metabolite signal corrected by the original phase of the

water signal (i.e. the original phase of the water signal is

subtracted to the phase of the metabolite signal).

The last part of the convolution (including two d func-

tions) implies that the metabolite resonance is split into two

resonances located symmetrically around the water posi-

tion, with a frequency shift of Dx ¼ x� xH2Oð Þ. The

original frequency of the metabolite is then shifted by the

original water frequency.

In conclusion, the metabolite resonance is phased by using

the water signal phase as reference and its frequency is shifted

respectively to the water resonance frequency. It has to be noted

that no assumption was made relatively to the shape of the

signal A0(t). Therefore, as long as the assumption previously

made in Eq. (8) remains valid [i.e. the term e(t) can be neglected

in Eq. (7)], considering the modulus of the FID signal does not

change the shape of the peak composing this signal. The only

effect is that the peak intensity is divided by a factor 2.

Noise considerations

The noise of the FID signal

Up to now, the calculation has been conducted ignoring the

noise contribution. If we suppose that a noise, namely n(t),

s tð Þk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

AH2O tð Þ þ A0 tð Þ cos Dxt þ Duð Þð Þ2þ A0 tð Þ sin Dxt þ Duð Þð Þ2
q

¼ AH2O tð Þ þ A0 tð Þ cos Dxt þ Duð Þð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ A0 tð Þ sin Dxt þ Duð Þ
AH2O tð Þ þ A0 tð Þ cos Dxt þ Duð Þ

� �2
s

¼ AH2O tð Þ þ A0 tð Þ cos Dxt þ Duð Þð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ e tð Þ
p

ð7Þ

s tð Þ2
	

	

	

	 ¼ A2
H2O tð Þ þA2

0 tð Þ þ 2AH2O tð ÞA0 tð Þ cos DxtþDuð Þ

¼ AH2O tð Þ þA0 tð Þcos DxtþDuð Þð Þ2þA2
0 tð Þ � A0 tð Þ cos DxtþDuð Þð Þ2

¼ AH2O tð Þ þA0 tð Þcos DxtþDuð Þð Þ2þA2
0 tð Þ 1� cos2 DxtþDuð Þ
� �

¼ AH2O tð Þ þA0 tð Þcos DxtþDuð Þð Þ2þ A0 tð Þ sin DxtþDuð Þð Þ2 ð6Þ
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is characterized by a zero mean Gaussian distribution with

a standard deviation r then, the modulus of the noise,

namely kn(t)k, is Rice distributed [20]. Gudbjartsson and

Patz [21] showed that for a signal to noise [3, the distri-

bution of kn(t)k can be approximated by a Gaussian dis-

tribution whereas it follows a Rayleigh distribution when

the signal tends towards zero. Table 1 shows the mean

value and standard deviation of the modulus of the noise in

both conditions.

Applying these approximations to an acquired FID sig-

nal leads to the following behavior: at the beginning of the

FID, where the water signal is high, the modulus of the

noise follows a Gaussian distribution, whereas at the end of

the FID, when the water signal has disappeared, it follows a

Rayleigh distribution. Figure 1 illustrates this property.

Figure 1a shows the real part of a simulated noisy FID

superimposed to its modulus. Simulation parameters are as

follows: FID of 2 K time points, simulated by an

exponential decay function, with a first point value of

1,000, a spectral width (SW) of 1,000 Hz, a time decay of

3.14 ms. This time decay results, after fast Fourier trans-

formation, into a resonance peak with a full width at half

maximum (FWHM) of 1 Hz. Noise signal is simulated by

2 9 2 K normally distributed pseudo random numbers

with a mean of zero and a standard deviation of 100. We

can observe that, at the beginning of the FID, both noise

signals are very similar whereas at the end of the FID this is

not the case anymore. Figure 1b, which shows the sub-

traction of these two signals (i.e. the conventional spectrum

minus the modulus spectrum), illustrates more clearly this

difference of behavior.

The signal to noise of the resulting spectrum

Let’s consider now the SNR of the spectrum obtained by

fast Fourier transformation of a noisy FID sn(t). If we focus

now on the Gaussian noise distribution, since modulus

processing does not change the noise characteristics, the

fast Fourier transformation of ksn(t)k is equivalent to the

fast Fourier transformation of the real part of the FID

signal. Indeed, as previously shown from Eq. (12), the

modulus signal is divided by a factor 2 when compared to

the conventional signal. The resulting SNR is then expec-

ted to be divided by a factor
ffiffiffi

2
p

.

The fast Fourier transformation of the Rayleigh section

is much more difficult to calculate and only some

assumptions will be presented here. In that case, the

modulus of the noise kn(t)k can be considered as a noise

signal with a standard deviation

ffiffiffiffiffiffiffiffiffiffiffi

4� p
2

r

r centered around

a mean value of r

ffiffiffi

p
2

r

(see Table 1).

Hence kn(t)k can be expressed as follows:

n tð Þk k ¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p
2
þ n tð Þ

r

ð13Þ

where n(t) denote a Rayleigh distributed noise, centered on

zero.

Then, after fast Fourier transformation of the signal

kn(t)k, we obtain:

FFT n tð Þk kð Þ ¼ FFT r

ffiffiffi

p
2

r

� �

þ
X

N

n¼0

n tð Þe�inxt ð14Þ

where N denotes the number of time points.

The term FFT r

ffiffiffi

p
2

r� �

, the fast Fourier transformation

of a constant, gives rise to an on-resonance Dirac peak

which will be added to the water resonance peak, hence

removed by the residual water suppression during the post-

processing step.

Table 1 Noise characteristics of the modulus (kn(t)k) of the noise

signal (n(t)) in both Rayleigh and Gaussian conditions

Noise mean value Noise standard deviation

n(t) 0 r

kn(t)k Rayleigh case

(SNR & 0)
r

ffiffiffi

p
2

r ffiffiffiffiffiffiffiffiffiffiffi

4� p
2

r

r � 0:65r

kn(t)k Gaussian case

(SNR [ 3)

0 r

a

b

Fig. 1 a Conventional noisy FID (black) and modulus of this FID

(pink). When SNR is[3 (beginning of the FID), the noise distribution

of the modulus tends towards a Gaussian distribution whereas when

SNR is nul (end of the FID), the noise distribution tends towards a

Rayleigh distribution. b In blue, subtraction of the 2 FIDs
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Concerning the second term of Eq. (14), the phase

rotation involved by the fast Fourier transformation will

spread the phase of each point of the noise signal before

adding them all together. Therefore, this second term can

be assimilated to a new noise distribution with a mean

value equal to zero. Concerning the standard deviation of

this new noise distribution, since the number of points

involved in this calculation is significant (typically

N = 1,024 points), the central limit theorem can be applied

here. The noise standard deviation of this new noise,

namely er, can then be approximated by:

er ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi

X

N

n¼0

r2
n

v

u

u

t ¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N 4� pð Þ
4

r

ð15Þ

Table 2 reports the mean value and the standard

deviation of the fast Fourier transformation of the noisy

FID sn(t) obtained with conventional and with modulus

processing in both Rayleigh and Gaussian conditions.

Applying the approximations recapitulated in Table 2 to

an acquired FID signal leads to the following situation: at

the beginning of the FID, when SNR is high, modulus

processing will decrease the SNR of the resulting spectrum

by a factor
ffiffiffi

2
p

when compared to conventional processing.

This corresponds to a decrease in SNR of 30 %. At the end

of the FID, when there is no signal at all, the modulus will

only have a slight effect on the SNR of the spectrum.

The SNR of the resulting spectrum is hence depending

on whether the Gaussian or Rayleigh condition is

predominant on the FID. This means that both acquisition

time and time domain filtering parameters will drastically

affect the SNR resulting from modulus processing, when

compared to conventional processing. With a long acqui-

sition time and without time filtering, the Rayleigh com-

ponent will dominate and the SNR of the resulting

spectrum will only be marginally affected. However, if a

short acquisition time is chosen, or if a hard time filter is

applied, then the Gaussian section will be dominant and a

drop of
ffiffiffi

2
p

is expected in the SNR of the resulting spec-

trum. The simulations shown in the next section will

confirm these hypotheses.

As a general conclusion in regards to the noise consid-

eration, the SNR of the resulting spectrum obtained using

modulus versus conventional processing is expected to be

between ‘‘equivalent’’ and ‘‘divided by
ffiffiffi

2
p

’’, depending on

the parameters selected for the acquisition time and for the

time filtering.

Contamination estimation

In Eq. (8), we have made the following approximation: the

water signal is drastically higher than the other signals

present in the FID. Let’s now estimate what will be the

consequences if this condition is not fulfilled. This may for

example occur in the presence of strong lipids signals

arising from the skull in brain MR spectroscopy. Using the

Taylor expansion of the square root, Eq. (7) can be written

as follows:

Table 2 Noise characteristics of the fast Fourier transformation of the modulus of a noisy signal (ksn(t)k) compared to the fast Fourier

transformation of the conventional noisy signal (sn(t)) in both Rayleigh and Gaussian conditions

Signal intensity Noise mean value Noise standard deviation Signal to noise

FFT(sn(t)) I 0 r
ffiffiffiffi

N
p

I

r
ffiffiffiffi

N
p

FFT(ksn(t)k)
(Rayleigh)

I

2

0
r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N 4� pð Þ
4

r

� 0:46r
ffiffiffiffi

N
p I

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N 4� pð Þ
p � 1:08

I

r
ffiffiffiffi

N
p

FFT(ksn(t)k)
(Gaussian)

I

2

0 r ffip N
2
� 0:7r

ffiffiffiffi

N
p

I

r
ffiffiffiffiffiffi

2N
p � 0:7

I

r
ffiffiffiffi

N
p

s tð Þk k ¼ AH2O tð Þ þ A0 tð Þ cos X tð Þð Þð Þ 1þ 1

2
e tð Þ � 1

8
e2 tð Þ þ � � �

� �

¼ AH2O tð Þ þ A0 tð Þ cos X tð Þð Þð Þ 1þ 1

2

A0 tð Þ sin X tð Þð Þ
AH2O tð Þ þ A0 tð Þ cos X tð Þð Þ

� �2

� 1

8
� � �ð Þ4þ � � �

 !

¼ AH2O tð Þ þ A0 tð Þ cos X tð Þð Þ þ A0 tð Þ sin X tð Þð Þð Þ2

2 AH2O tð Þ þ A0 tð Þ cos X tð Þð Þð Þ �
1

8
� � �

ð16Þ
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where the term X(t) = Dxt ? Du, including both fre-

quency and phase shifts, is introduced in order to improve

the readability. As a first approximation, we can take into

account only the first term of the Taylor series:

e tð Þ � A0 tð Þ sin X tð Þð Þð Þ2

2 AH2O tð Þ þ A0 tð Þ cos X tð Þð Þð Þ

¼ A0 tð Þ sin X tð Þð Þð Þ2

2AH2O tð Þ � 1

1þ A0 tð Þ
AH2O tð Þ cos X tð Þð Þ

ð17Þ

As a second approximation, we can again simplify this

equation assuming that
A0 tð Þ

AH2O tð Þ 	 1. The error e(t) can

then be approximated by:

e tð Þ � A0 tð Þ sin X tð Þð Þð Þ2

2AH2O tð Þ ¼ A2
0 tð Þ 1� cos 2X tð Þð Þð Þ

4AH2O tð Þ

¼ A2
0 tð Þ

4AH2O tð Þ �
A2

0 tð Þ cos 2X tð Þð Þ
4AH2O tð Þ ð18Þ

If we look at the fast Fourier transformation E(x) of e(t),
then using the mathematical development already used for

Eqs. (10), (11) and (12), the maximum error in the

frequency domain can be estimated by:

E xð Þ � FFT
A2

0 tð Þ
4AH2O tð Þ

� �

� FFT
A2

0 tð Þ
4AH2O tð Þ

� �

� 1

2
d v� 2xð Þ þ d vþ 2xð Þð ÞeiDu ð19Þ

The first term of Eq. (19) leads to an on-resonance

contamination peak at the water resonance. The second term

leads to a contamination shifted relatively to the water

resonance by two times the relative frequency shift between

the metabolite and the water resonances. The second term

indicates that the contamination peak will be superimposed

to the spectrum at twice the original frequency of the signal

A(t). The sign ‘‘minus’’ preceding this second term means

that this contamination peak has an opposite sign when

compared to the original peak (i.e. is inverted relatively to

the original peak). The same mathematical development can

be applied to all the terms of the Taylor series [Eq. (16)]. The

resulting contaminations pattern consists on a succession

of alternate positive/negative resonances harmonics at

frequency 2x, 3x, 4x, … decreasing in intensity.

Since the first point of the FID corresponds to the area of

the peak obtained after fast Fourier transformation, we can

estimate that the area of the contamination of the first

harmonic peak is inferior to
A2

0 0ð Þ
8AH2O 0ð Þ. Therefore, if the

area of the water peak is 10 times higher than the metab-

olites one, the area of the contamination peak will be

\1.25 % the area of metabolites. Figure 2 shows the upper

limit of the expected area of this contamination peak

respectively to AH2O=A0 area. If no water suppression is

performed before the acquisition, since the water concen-

tration is supposed to be approximately 105 higher than the

metabolites concentration, the area of the contamination

peak is expected to be\1.25 10-4 % the metabolites area,

which is significantly inferior to the noise contribution.

Simulations have been performed in order to validate

these hypotheses, as shown in the following section.

Experimental setting for in vivo applications

In vivo experiments have also been performed on a 3T

MR scanner (Verio, Siemens Medical Solution, Erlanger,

Germany). Most of the spectra presented in the results

section are extracted from a 25 9 25 circular weighted

short echo time CSI experiment with moderate water

suppression. Acquisition parameters are: TR/TE =

1,500/16 ms, 2 K time points, SW = 2,000 Hz. The field

of view is 240 9 240 mm and the slice is 20 mm thick.

Total acquisition time is 11 min 7 s. Some long echo time

CSI experiments are also presented (with an echo time of

135 ms, all other parameters remain identical). Post-pro-

cessing consists in applying a Hanning spatial filtering,

zero filling the acquired data to 8 K points in the time

domain and removing the residual water signal using the

HLSVD technique [22].

In order to validate experimentally the gain in SNR

obtained using the modulus processing in the case of

subject motion, a mono-voxel PRESS spectroscopic

experiment is also presented. In this case acquisition

parameters are: TR/TE = 1,500/30 ms, 1 K time points,

SW = 2,000 Hz, a voxel size of 20 9 20 9 20 mm3, 128

Fig. 2 Illustration of the variation of the maximum contamination

level as a function of AH2O=A0 ratio. In this graph, the contamination

is expressed as the maximum area of this contamination (i.e. first

harmonic peak) divided by the area of the metabolite (i.e. A0)
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accumulations, resulting in a total acquisition time of

3 min 12 s. Post-processing includes fast Fourier trans-

formation and residual water removal.

Results

Simulations

The FID signal

In order to illustrate the phase and frequency shift correc-

tion, we have simulated several situations. FIDs were

simulated using IDL software (Interactive Data Language,

Research Systems Inc., Boulder, CO, USA). They were

further processed with CSIAPO, a tool that we have pre-

viously developed [18]. Two FIDs of 4 K complex points

with a time decay of 31.4 ms, a SW of 1,000 Hz and a

zero-phase were generated. The first FID, with a starting

value of 2,000, is on-resonance and is supposed to simulate

the water signal. This FID, with a time decay of 31.4 ms

results, after fast Fourier transformation, in a resonance

signal with a FWHM of 10 Hz, which is comparable to the

value typically obtained for the water signal in vivo. The

second FID, with a starting value of 200 and a frequency

shift of 200 Hz, acts as a metabolite signal. The simulated

water intensity is hence 10 times higher than the simulated

metabolite resonance. The simulated ratio between the

water and metabolite signals is inferior to the situation

observed in vivo and can hence be assimilated to an

acquisition with a moderate water suppression. Figure 3

illustrates the phase and frequency shift correction rela-

tively to the water signal. As expected, phase and fre-

quency shift are adequately corrected by modulus

processing. In Fig. 3a, water and metabolite signals are

phased and on-resonance. In Fig. 3b, water and metabolite

signals are phased but shifted by a frequency of 40 Hz. In

Fig. 3c, water and metabolite signals are shifted in phase

by 40� and on-resonance. The right column of this figure

shows that, using modulus processing, phase and frequency

shift are successfully corrected and the 3 resulting spectra

are identical (Fig. 3d–f).

Figure 4a shows a modulus spectrum multiplied by a

factor of 2 and superimposed to the conventional one. This

spectrum simulates a water peak and several metabolites

with different amplitudes, phases and chemical shifts.

Figure 4b shows the result obtained after subtracting the

conventional spectrum from 2 times the modulus one. If we

focus on the spectral part at the right of the water signal

(i.e. between 0 and -7 ppm) including the peaks of

interest, we cannot observe any residue on the subtracted

spectrum. This result confirms that modulus processing, in

agreement with the theory, does not modify the linewidth

and line shape of the peaks.

a

b

c

d

e

f

Fig. 3 Illustration of the phase

and frequency shift modification

induced by the modulus

processing. Spectra on the left

show the result obtained after

conventional processing.

Spectra on the right show the

result obtained after modulus

processing. a, d Simulation of a

water peak phased and on-

resonance. b, e Simulation of a

water peak phased and off-

resonance. c, f Simulation of a

water peak dephased and on-

resonance. In these three cases,

the correction for phase and

frequency shifts is successfully

performed by the modulus

processing (see d–f)
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The noise on the FID

In order to validate the noise modification induced by

modulus processing, a first simulation was performed. A

complex noise signal composed of 2 9 4 K normally dis-

tributed pseudo random numbers with a mean of zero and a

standard deviation of 10 was generated. The Rayleigh

condition was first checked using this noise signal. In order

to fulfill the Gaussian condition, a second signal was

generated by adding to this noise a constant signal with an

amplitude of 1,000. After fast Fourier transformation, this

constant signal gives a Dirac peak at the zero frequency,

which we excluded from the spectral region used for the

calculation of the noise mean value and standard deviation.

These simulations were repeated 1,000 times. Table 3

reports the mean value and standard deviation of the noise

calculated from these 1,000 simulations. The results

obtained from these simulations are very close to the the-

oretical values (see Table 1).

The signal to noise of the resulting spectrum

In order to check the SNR assumption exposed in the

‘‘Materials and methods’’ section, (‘‘The signal to noise of

the resulting spectrum’’), a second simulation has been

performed. For this purpose, a signal composed of a water

FID, a metabolite FID and a noise signal was generated.

First, two FIDs with the characteristics previously

described (see section ‘‘The FID signal’’) were added.

Second, a complex noise signal with the characteristics

previously described (i.e. 4 K points, a mean value of 0, a

standard deviation of 10) was added to these FIDs, giving

rise to the desired simulated signal, now called composite

signal.

As previously, the Rayleigh condition was first simu-

lated using this resulting composite signal. Second, in

order to simulate the Gaussian condition, a constant signal

of amplitude 1,000 was added to the composite signal. It is

clear that in the first case, the Rayleigh condition is not

totally fulfilled because the first portion of the noise signal

is superimposed to the FID signal. However, most of the

composite signal fulfills the Rayleigh condition and we

can at least assume that the standard deviation measured

on this simulation is under-estimated due to the Gaussian

condition characterizing the first part of the noise signal.

Table 4 compares with the theoretical values (Table 2) the

results obtained when this simulation is repeated 1,000

times.

We can now calculate the SNR obtained in the case of

modulus processing versus conventional processing for

different values of temporal filtering and acquisition time.

In order to achieve this, the simulated composite signal was

first filtered with an exponential decaying function with

several line broadening values (LB). Table 5 shows the

results obtained for LB values of 2, 1 and 0.5 Hz, corre-

sponding respectively to a time decay of 159, 317 and

635 ms. Table 6 shows the results obtained at different

Table 3 Noise characteristics before and after fast Fourier transfor-

mation calculated from a noise signal simulating the Rayleigh and

Gaussian conditions

Noise

mean ± SD

FFT (noise)

mean ± SD

Conventional 0.00 ± 10.00

(0.00 ± 10.00)

0.02 ± 640.1

(0.00 ± 640)

kn(t)k Rayleigh 12.54 ± 6.55

(12.53 ± 6.55)

0.01 ± 296.3

(0.00 ± 296.5)

kn(t)k Gaussian 0.00 ± 10.00

(0.00 ± 10.00)

0.34 ± 452.4

(0.00 ± 452.6)

The values of [mean ± standard deviation (SD)] reported in this table

were calculated from 1,000 simulations. The values indicated

between parentheses denote the theoretical values

a b

Fig. 4 a Comparison of a simulated spectrum obtained with

conventional processing (black) and twice the spectrum obtained

after modulus processing of the same simulated signal (pink).

b Subtraction of these 2 spectra. The subtraction does not show any

residue on the spectral range including the signals of interest

simulating the metabolites (i.e. between 0 and -8 ppm). This

confirms that the linewidth and the lineshape are not modified by

the modulus processing
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acquisition times (in the range 127–4,096 ms), without

temporal filtering.

These results confirm that the better the Rayleigh con-

dition is fulfilled, the closer the SNR values resulting from

conventional and modulus processing. Since the goal is to

get the best possible SNR, these results also indicate that

modulus processing is of interest only if the gain in SNR

resulting from both phase and frequency shift corrections at

least compensates for the loss introduced by modulus

processing.

Estimation of contaminations

Simulations have also been performed in order to check the

assumption regarding the error introduced by the approxi-

mation made in Eq. (8). Figure 5 illustrates the contami-

nation that can occur after conventional and modulus

processing when the condition AH2O � A0 is not fulfilled. In

order to simulate this situation, we have changed the

starting values of the two FIDs described in previous section

‘‘The FID signal’’. The first point of the water FID was

arbitrarily fixed at 1 9 105 a.u. and the first point of the

metabolite FID at 5 9 104 a.u. The left column of Fig. 5

shows the spectrum obtained with conventional processing,

the right column the pattern obtained with modulus pro-

cessing. With these first point values, and according to

Eq. (19), the expected contamination area of the first har-

monic should be less than 3.12 9 103 a.u. The area of the

first harmonic contamination (at 3.17 ppm) measured on

Fig. 5b is 2.91 9 103 a.u. The other smaller contaminations

(at 4.76 and 6.34 ppm) come from the terms that we have

neglected in Eq. (16) (i.e. harmonics at higher frequencies).

Figure 5d shows the contamination pattern obtained when

the metabolite and the water signal have an opposite sign.

Table 7 reports the measured contamination for different

ratios between water and metabolite signal areas (where the

area is indeed equal to the first point of the FIDs).

Figure 6 shows what would be the contamination in the

case of a strong lipid resonance. As seen in this figure, the

water peak would then be enlarged by the on-resonance

contamination [first part of Eq. (19)] while, as the reso-

nance frequencies of the lipids are downfield when com-

pared to other metabolites, the other harmonics would arise

outside the metabolites region of interest. This simulation

confirms the deduction we have made from Eq. (19).

In vivo results

In this section we show some applications of modulus

processing to data acquired in vivo. Brain in vivo MR

spectroscopic data were acquired on volunteers on a 3T

Verio MR system (Siemens Medical Solutions, Erlangen,

Germany) using a home-designed OVS-CSI pulse sequence

described previously [18]. Acquisition and processing

parameters are described in the ‘‘Materials and methods’’

section, (‘‘Experimental settings for in vivo applications’’).

Figure 7 shows an example of spectrum extracted from

a short echo time CSI experiment. Before suppression, the

area of the residual water signal was approximately 40

times higher than the area of the NAA resonance. Figure 7a

shows the modulus (in pink color) and the conventional (in

black color) spectra obtained from the same voxel. The

modulus spectrum was multiplied by a factor 2 in order to

compensate for the signal loss induced by modulus pro-

cessing. As observed on the left part of the conventional

spectrum (around 8 and 10 ppm resonances), the residual

water signal is strong enough to create sidebands.

According to the theory, the sidebands are located sym-

metrically to the water resonance. Therefore, in addition to

the sidebands observed on the left part of the spectrum, we

also expect antisymmetrical sidebands on the right part of

the spectrum, hence falling in the region of interest. While

Table 6 Comparison of SNR obtained with modulus versus con-

ventional processing for different acquisition times, without temporal

filtering

Acquisition time (ms) 127 255 511 1,023 4,095

SNR (conventional) 52.65 37.36 28.75 20.84 11.66

SNR (modulus) 38.24 30.58 26.65 20.89 12.34

Conventional/modulus 1.38 1.22 1.08 1.00 0.94

Table 4 Noise standard deviation and SNR calculated from the

composite signal simulating Rayleigh and Gaussian conditions

Signal

(amplitude)

Noise

(SD)

SNR

Conventional

Measured 7,463.0 640.2 11.66

(calculated) (640.0) (11.66)

Modulus Rayleigh

Measured 3,746.2 303.9 12.32

(calculated) (3,731.5) (296.5) (12.59)

Modulus Gaussian

Measured 4,045.7 452.4 8.94

(calculated) (3,731.5) (452.5) (8.24)

The values reported here were calculated from 1,000 simulations. The

values indicated in parentheses denote the theoretical values

Table 5 Comparison of SNR obtained with modulus versus con-

ventional processing for different filter LB values

LB (Hz) 2 1 0.5 None

SNR (conventional) 61.81 47.57 35.61 11.66

SNR (modulus) 47.22 38.94 31.82 12.34

Conventional/modulus 1.31 1.22 1.12 0.94
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the couple of sidebands observed at 10 and 0 ppm only

corrupt the baseline, the ones at 8.2 and 1.8 ppm are

superimposed to the CH2 resonance of the lipid signal and

hence compromise the quantitation of this peak. Figure 7b

compares the conventional spectrum (in black color) and

the result of the subtraction between the conventional

spectrum and twice the modulus spectrum. The subtraction

clearly shows the sidebands which where previously

superimposed to the conventional spectrum. As

demonstrated by Serrai et al. [19], modulus processing

solves this problem by removing these sidebands and then

quantification becomes possible. Our in vivo results illus-

trate again convincingly the advantage of modulus versus

conventional technique to overcome the problems due to

the presence of sidebands. Furthermore one can see on

Fig. 7 that the SNR is comparable between these two

spectra. This is confirmed by calculations: the SNR is 200

for the NAA signal on the conventional spectrum versus

186 for the modulus spectrum, which corresponds to a loss

of 7 % only. It has to be noted that a small residue can be

observed on the subtracted spectrum under the NAA

(2.02 ppm) and creatine (3.04 ppm) peaks. This is not in

agreement with the results we have obtained on the simu-

lation (Fig. 4) and this point will be discussed later on.

Figure 8 shows an example of spectra extracted from

another short echo time CSI experiment acquired with a

moderate and without water suppression. Figure 8a, b show

the spectra obtained without water suppression using con-

ventional (Fig. 8a) and modulus (Fig. 8b) processings. In

both cases, the water resonance is removed during the post-

processing using HLSVD technique [22]. The bottom of

Fig. 8 compares a spectrum acquired without water sup-

pression (Fig. 8d) using modulus processing to a spectrum

from the same location but acquired with moderate water

suppression (Fig. 8c) using conventional processing. As

a b

dc

Fig. 5 Illustration of the contamination that can occur when the term

e(t) in Eq. (7) is not negligible (i.e. the condition AH2O � A0 is not

fulfilled). The figure illustrates the following contamination pattern

after conventional (left column) and modulus (right column) process-

ing. a, b The metabolite and water phases are identical; c, d the

metabolite and water phases are opposite

Table 7 Comparison of the area of the first harmonic contamination

for different ratios between water and metabolite peak areas

Water signal area
(a.u.)

1.0 9 105 1.0 9 105 1.0 9 105

Metabolite signal
area (a.u.)

5.0 9 104 2.5 9 104 1.0 9 104

First contamination
area (a.u.)

Measured 2.91 9 103 7.59 9 102 1.18 9 102

(calculated) (3.12 9 103) (7.81 9 102) (1.25 9 102)

Contamination/
metabolite %

Measured 5.82 3.03 1.18

(calculated) (6.24) (3.12) (1.25)

The last line of the table shows the resulting percentage of the con-

tamination area when compared to the metabolite signal area
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previously reported by Serrai et al. [19], the severe baseline

distortions due to sidebands (Fig. 8a) are successfully

removed by modulus processing (Fig. 8b, d).

Figure 9 shows how modulus processing can reduce

motion artifacts. A volunteer was asked to slowly move his

head during the acquisition of 128 scans in a mono-voxel

PRESS spectroscopic experiment with moderate water

suppression. Figure 9a shows the spectrum obtained by

simply adding all the original FIDs together whereas

Fig. 9b shows the spectrum obtained by adding the mod-

ulus of the same collection of FIDs. The SNR of the NAA

peak is 118 for the conventional spectrum and 199 for the

modulus spectrum. After exponential time filtering with a

LB value of 1 Hz, the SNR of the NAA peak is 313 for the

conventional spectrum versus 360 for the modulus spec-

trum. The SNR is hence increased by 15 % in the case of

modulus processing. Furthermore, the fact that each FID is

frequency realigned before summation leads to a great

improvement (narrowing) in linewidth. This can be clearly

observed when comparing the NAA (2.02 ppm) or crea-

tine/choline (3.02/3.2 ppm) peaks on the modulus spectrum

to the conventional spectrum.

Figure 10 illustrates how modulus processing can be

applied to the combination of signals acquired with phased

array coils. The two spectra shown on this figure are

extracted from a long echo time CSI experiment. Fig-

ure 10a shows the spectrum obtained with the coil com-

bination provided by the manufacturer (using the phase of

the first point of the FID). Figure 10b shows the spectrum

obtained using the phase and frequency shift correction

provided by our modulus processing. Coil amplification

correction was performed using B1 maps calculated by

fitting the residual water signal using the AMARES tech-

nique for each voxel and for each coil, using conventional

processing. The SNR for the NAA peak is 78 with con-

ventional processing versus 100 with modulus processing,

which corresponds to an increase of 28 %. After filtering

the FID signal with an exponential function with

LB = 1 Hz, the SNR of the NAA peak is 176 in the

conventional spectrum and 169 in the modulus spectrum,

hence resulting in a decrease of only 4 %.

Figure 11 illustrates the automatic B0 spatial shift correc-

tion performed by modulus processing. Figure 11a, b show

spectra from two voxels extracted from a short echo time CSI

experiment. The circles superimposed on the MR image show

the position, size and shape of both selected voxels. Fig-

ure 11a shows the spectra obtained from these two voxels

a

b

Fig. 7 Comparison of brain spectra obtained using conventional

versus modulus processing. a Example of spectra obtained using the

conventional (black) and the modulus (pink) processing. The modulus

spectrum is multiplied by a factor 2. In the conventional case, the

sidebands can be easily identified on the left part of the spectrum.

b Subtraction of twice the modulus spectrum from the conventional

spectrum. The resulting spectrum (blue) reveals the sidebands which

were previously hidden under the spectrum

Fig. 6 Illustration of the contamination due to a strong lipid signal

resonance. In the case of modulus processing, the water peak is

enlarged by the on-resonance contamination [first term of Eq. (19)]. If

the water signal needs to be quantified, this has to be done using

conventional processing
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a

b

Fig. 9 a Spectrum obtained by adding the 128 original FIDs

collected during patient motion and b spectrum obtained by adding

the modulus of the same collection of FIDs. The decrease in the line

width observed in the modulus spectrum illustrates the frequency shift

correction provided by modulus processing

a

b

Fig. 10 Illustration of the application of modulus processing to a

recombination of signals collected from phased array coils. a Spec-

trum from a CSI experiment using the first point to correct for the

phase shift between the coils. b Shows the spectrum from the same

voxel using modulus processing for phase correction

a b

c d

Fig. 8 Comparison of the conventional (a) and the modulus spectra

(b, d) obtained without water suppression with the conventional

spectrum obtained with a moderate water suppression (c). a The

conventional spectrum obtained without water suppression during

acquisition (water signal is removed during post-processing). In that

case, the sidebands and baseline distortions are so important that the

spectrum cannot be quantified. b The modulus spectrum acquired in

the same conditions. c, d Show respectively the conventional

spectrum obtained with a moderate water suppression and the

modulus spectrum obtained without water suppression
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using conventional processing. Figure 11b shows the spectra

from the same voxels obtained after modulus processing. As

shown on this figure, the frequency shift due to B0 spatial

variation is successfully removed by modulus processing.

Figure 12 shows how a spectrum contaminated by a

large lipid resonance from the skull is affected by modulus

processing. Figure 12a shows a spectrum extracted from a

short echo time CSI experiment contaminated by a lipid

resonance originating from the skull. The reference peak is

not high enough when compared to the lipid resonance and

hence the approximation made in Eq. (8) is not valid any

more. Figure 12b shows that part of the lipid resonance is

shifted to zero frequency and is superimposed to the water

resonance. This is in total agreement with Eq. (19).

Figure 13 presents metabolite maps obtained applying

modulus processing to a long echo time CSI. The coil

combination is performed using the scheme described in

references [23, 24]. The only difference here is that the phase

of the signal from each coil is aligned using modulus pro-

cessing. The way the metabolites maps are calculated is

described in Ref. [18]. Figure 13a shows the conventional

MR image used as reference for the CSI experiment (same

field of view, same slice position). Figure 13b–d show

respectively the NAA, creatine and choline metabolic maps

superimposed to the MR image. Figure 13e–g show the three

metabolites maps obtained from the same experiment using

conventional processing. These maps are slightly different

from the maps obtained using modulus processing. This may

be due to the lack of correction of sidebands, phase and

frequency shift in the case of conventional processing. It has

to be note that NAA, creatine and choline maps obtained

using modulus processing are in better agreement with the

literature (see [25] for example). The grid bands superim-

posed on all the images represent the outer volume saturation

bands used for eliminating the lipid signal from the skull.

This example illustrates the fact that modulus processing

does not introduce any artifact to the automatic fitting pro-

cedure, even near the skull where the resulting lipid signal

intensity is high, as previously illustrated by Fig. 12.

Discussion

Since the SNR is a key point in NMR spectroscopy, the

loss of
ffiffiffi

2
p

in SNR resulting theoretically from the appli-

cation of the modulus technique could be considered as a

disadvantage. However, this predicted loss was never

observed when applying the modulus technique to in vivo

data in our practice. One of the reasons possibly leading to

this positive observation, that we have not introduced yet,

Fig. 11 Illustration of the B0 shift correction performed by modulus

processing. a Shows 2 conventional spectra from 2 different voxels of

a CSI experiment. b Shows the modulus spectra obtained from these

two voxels. The two circles superimposed on the MR image show the

position, size and shape of the two selected voxels
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could be the ability of modulus processing to also correct

for eddy currents. Indeed, the term xH2Ot þ uH2O

� �

in Eq.

(3) can be replaced by U(t), where U denotes a time-

dependent phase shift. Since there is no constraint forcing

U(t) to be a linear function, this term U(t) could include

both the resonance frequency of the water and a phase shift

induced by eddy currents. If we introduce the same nota-

tion for the metabolite signal, Eq. (9) can then be written:

s tð Þk k ¼ AH2O tð Þ þ A0 tð Þ cos U tð Þ � UH2O tð Þð Þ

This equation represents the real part of the equation

proposed by Klose [26] for eddy current correction, which

means that the peak shape distortions due to eddy currents

or by any other source of phase distortion, will be also

corrected. This could be one of the explanations for the

difference in SNR observed between the simulations and

the in vivo results.

Another possible explanation could come from the

removal of the sidebands owing to modulus processing. As

previously mentioned by Serrai et al. [19], the sidebands

can increase the standard deviation of the noise and then

decrease the SNR obtained with conventional processing. It

is worth noting that selecting a region which contains only

noise signal is not so trivial when processing in vivo data.

The SNR measured can then vary considerably depending

on the spectral region used to calculate the noise standard

deviation. In our study, we have tried to select this region

in a portion of the spectrum without any visible peaks and/

or artifacts and where the hard filter effect is not visible.

However, these choices are clearly user-dependent. This is

the reason why we have chosen to present in this paper

spectra with a large SW. Each reader can then appreciate

and compare for himself the SNR obtained by both con-

ventional and modulus techniques.

Another issue, which is not covered here, is the apparent

decrease in the linewidth of the metabolites that can be

clearly observed on the spectra shown in Figs. 8, 9 and 10.

This effect was also mentioned by Serrai et al. [19]. This

effect could be partially explained by the removal of the

sidebands and also by eddy current correction. This will

need to be further investigated. It has also to be noted that,

as demonstrated by Serrai in the same publication, the

accuracy of metabolites quantification is not affected by

modulus processing.

A last issue has to be considered: as modulus processing

results in a symmetric spectrum around the water

a

b

Fig. 12 a Shows a spectrum contaminated by a lipid signal originating from the skull. On b we can see how the spectrum of the same signal is

modified by modulus processing. The circle superimposed on the MR image shows the selected voxel
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resonance, any resonance or artifact that may arise between

5 and 9 ppm (excepting of course the sidebands) will be

added to the metabolites region of interest. Consequently,

this would definitely corrupt the quantification of the

metabolites. Fortunately, this has not been the case in any

of our experiments, but if such a problem occurred, these

resonances could be removed, before extraction of the

modulus, using the HLSVD technique [22] for example.

In this work, we have only shown proton spectroscopy

results acquired from the brain. It is clear that the charac-

teristics of brain proton spectra are ideal for the imple-

mentation of this method since they include simultaneously

a strong water signal and small metabolite signals. The

lipids from the skull could create some artifacts, but for-

tunately the regions where the lipid resonance is at the

same level as the water resonance, are usually not of

interest. Modulus processing is clearly not applicable to

in vivo phosphorus spectroscopy because of the absence of

a strong reference signal in these spectra. Nevertheless, the

technique may be applicable to muscle proton MR spec-

troscopy as long as the lipid signal can be suppressed.

Finally, the fact that modulus processing allows the

acquisition and processing of non-suppressed water spectra

is also in favor of the use of this processing technique.

Since the modulus technique allows the acquisition of a

non-suppressed water signal, we can take advantage of this

additional information in order to optimize the acquisition

parameters. Whenever the water signal is required (for

absolute quantitation purpose for example), a second

experiment is usually performed without water suppression

(some groups have developed their own pulse sequences in

order to collect the water signal in an interleaved way

[2, 15, 27], others have proposed different strategies in

order to remove the sidebands [28–32]). This additional

experiment can be very time-consuming, like in the case

of CSI experiments, since it can last as long as the

fe gfe

a

b c d

Fig. 13 Metabolite maps calculated from a CSI acquisition recon-

structed using modulus and conventional processing. a Shows the

conventional MR image used as reference for the CSI experiment (i.e.

same field of view, same slice). On b the NAA metabolic map is

superimposed to the MR image. On c, d we can see respectively the

creatine and choline metabolic maps. e–g Show respectively the

NAA, creatine and choline maps obtained using conventional

processing. Grid bands shown on the images represent the outer

volume saturation used for eliminating the signal of the lipids

originating from the skull
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water-suppressed experiment itself. Since this additional

acquisition can be skipped with modulus processing, the

gain in time can be exploited to improve the SNR. For a

given acquisition time, when thanks to modulus processing,

the total acquisition time is divided by a factor 2, then the

SNR is in turn increased by a factor
ffiffiffi

2
p

.

It has also to be noted that if the water resonance needs

to be quantified in the frequency domain, then this step

must be performed before extraction of the modulus of the

FID. Otherwise, as detailed in the previous sections, the

Rayleigh distributed part of the noise or the contamination

induced by a strong lipid resonance would be added to the

water peak after fast Fourier transformation.

Conclusion

We have shown that, whenever a FID contains a signal

much higher than the metabolites of interest, working on

the modulus of that FID signal allows to correct automat-

ically for the phase and frequency shift of the metabolites,

relatively to that signal of reference. In addition, modulus

processing presented here also allows to remove the side-

bands and phase distortions (due to eddy currents for

example).

Despite the decrease in SNR (up to a factor
ffiffiffi

2
p

) pre-

dicted by the theory when applying the modulus versus the

conventional technique, in practice the SNR measured

in vivo is comparable between both processings (the pos-

sible reasons for that have been detailed in this paper).

The performance and advantage of modulus processing

have been illustrated in three applications: phase coherent

averaging, phase alignment of array coils, and B0 shift cor-

rection. In all of these applications, it has been shown that

modulus processing is a simple and efficient way to auto-

matically perform phase and frequency shift corrections.

Finally, it is important to note that modulus processing offers

the advantage to work on non-suppressed water spectra,

hence avoiding an additional time-consuming acquisition.

For all these reasons, we think that the modulus cor-

rection technique can be a method of choice when ana-

lyzing brain proton MR spectroscopy data. Whenever the

processing of the spectra cannot be performed manually

but absolutely requires to be automated, this is the method

of choice for MR spectroscopists.
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