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Abstract
Satellite clock bias (SCB) is a critical factor influencing the accuracy of real-time precise point positioning. Nevertheless, 
the utilization of real-time service products, as supplied by the International GNSS Service, may be vulnerable to interrup-
tions or network failures. In specific situations, users may encounter difficulties in obtaining accurate real-time corrections. 
Our research presents an enhanced predictive model for SCB using a long short-term memory (LSTM) neural network fused 
with a Self-Attention mechanism to address this challenge. This fusion enables the model to effectively balance global atten-
tion and localized feature capture, ultimately enhancing prediction accuracy and stability. We compared and analyzed our 
proposed model with convolutional neural network (CNN) and LSTM models. This analysis encompasses an assessment of 
the model's strengths and suitability for predicting SCB within the BeiDou navigation system, considering diverse satellites, 
orbits, and atomic clocks. Our results exhibit a substantial improvement in predictive accuracy through the LSTM-Attention 
model. There has been an improvement of 49.67 and 62.51% compared to the CNN and LSTM models in the 12-h prediction 
task. In the case of the 24-h prediction task, the improvements escalated to 68.41 and 71.16%, respectively.
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Introduction

Precise point positioning (PPP) is a rapidly evolving tech-
nology, particularly RT-PPP, which has garnered signifi-
cant attention (Malys and Jensen 1990). However, achiev-
ing widely applicable RT-PPP still faces limitations in the 
accuracy and real-time nature of satellite orbits and SCB 
products (El-Mowafy et al. 2017). The IGS has been pro-
viding RTS since 2013, including high-precision orbit and 
clock products (Wang et al. 2019b; Elsobeiey and Al-Harbi 
2016). Compared with IGS rapid solutions, the accuracy 
of RTS clock bias products can reach 0.1–0.15 ns (Hadas 
and Bosy 2015). Nevertheless, practical applications may 
still encounter issues, such as interruptions in RTS products, 
errors and jumps in clock bias data, or data unavailability 
due to network failures (Zhang et al. 2019; Nie et al. 2017). 
To tackle these challenges, real-time high-precision posi-
tioning can be attained through the prediction of SCB during 

interruptions in RTS products. This task entails predicting 
SCB for a future time interval based on the available clock 
bias data from the preceding period (Huang et al. 2014). 
Therefore, the establishment of a high-precision and short-
term clock bias prediction model holds practical value.

In the realm of clock bias prediction, prior studies have 
frequently utilized methodologies like linear programming 
(LP) (Cernigliaro and Sesia 2012), quadratic polynomials 
(QP) (Huang et al. 2018), and gray models (GM) (Liang 
et al. 2015). However, it should be noted that the LP model 
does not account for the influence of clock drift on clock 
bias prediction. The QP model treats errors as noise that 
follows a normal distribution, leading to a reduction in pre-
diction accuracy over time (Jonsson and Eklundh 2002). 
On the other hand, GM predictions rely on the assumption 
that the original function is smooth and exhibits exponen-
tial changes. This makes prediction accuracy sensitive to 
variations in function coefficients. Numerous studies have 
employed composite clock bias prediction models (Wang 
et al. 2017a, 2019a; Lu et al. 2018). Experimental findings 
consistently show that these composite models outperform 
single models in terms of prediction accuracy and stability.
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Owing to the vulnerability of satellite clocks to external 
environmental factors, the clock bias inevitably manifests in 
periodic and stochastic fluctuations (Qingsong et al. 2017). 
Traditional models have limitations in capturing the nonlin-
ear characteristics of clock bias, which restrict the potential 
for further improving prediction accuracy. In contrast, neural 
networks are adept at addressing nonlinear challenges, sur-
passing the constraints of traditional models and enabling 
more precise predictions. Wavelet neural networks (WNN) 
(Wang et al. 2017b, 2021) and supervised learning long 
short-term memory (SL-LSTM) models (Huang et al. 2021) 
have been employed to predict SCB in the GPS satellite sys-
tem, yielding promising results. The Transformer's encoder 
architecture was leveraged in previous research to model 
and predict GPS clock bias (Syam et al. 2023). In order to 
enhance the convergence speed and predictive accuracy of 
neural network models, there has been research focused on 
integrating optimization algorithms with neural networks. 
For instance, a clock bias prediction model based on mind 
evolution algorithm (MEA) optimization has been previ-
ously proposed to enhance the initial weights and thresh-
olds during the training of a neural network using the back-
propagation (BP) algorithm (Bai et al. 2023). An approach 
was introduced to integrate the particle swarm optimization 
(PSO) algorithm with a neural network model trained using 
the BP algorithm (Zhao et al. 2021). An enhanced neural BP 
network model, optimized through a combination of hetero-
geneous comprehensive learning and dynamic multi-swarm 
particle swarm optimizer (HPSO-BP), was introduced to 
address the potential issue of premature convergence asso-
ciated with the PSO algorithm (Lv et al. 2022). Notably, the 
performance of this model surpasses that of conventional 
approaches.

In contrast to GPS satellites, BDS encompasses satellites 
of different types, utilizing diverse atomic clock technolo-
gies such as hydrogen maser clocks and rubidium clocks. 
This diversity results in the complexity and variability of 
SCB patterns. Presently, there exists a relatively limited 
body of research dedicated to the prediction of BeiDou SCB, 
presenting an opportunity for enhancing predictive accuracy. 
In previous research, LSTM was employed for the prediction 
of SCB with the third-generation BeiDou satellites (He et al. 
2023). The results showed that the LSTM model performed 
better than the autoregressive integrated moving average 
(ARIMA) and QP model.

However, it should be noted that the LSTM model 
exhibits certain limitations when dealing with longer 
sequence lengths due to its inherently sequential nature. 
These limitations can potentially result in information loss 
and impede the effective capture of long-range depend-
encies (Huang et al. 2021). This research introduces an 

LSTM model integrated with a Self-Attention mechanism 
(LSTM-Attention) to address this issue. Self-Attention is 
an attention mechanism relating different positions of a sin-
gle sequence to compute a representation of the sequence. 
The Self-Attention mechanism allows the modelling of all 
dependencies without regard to their distance in the input 
or output sequences (Vaswani et al. 2023). Although the 
Self-Attention mechanism was initially designed to address 
issues in natural language processing (Lin et al. 2017; Cheng 
et al. 2016; Parikh et al. 2016), its uniqueness lies in its abil-
ity to consider global dependencies, thus helping overcome 
these limitations of LSTM models in long-time series. This 
research has developed an LSTM-Attention model for pre-
dicting BeiDou SCB. The SCB data are pre-processed using 
first-order difference and Euclidean norm normalization (L2 
normalization) and subsequently utilized for modeling. The 
applicability of the model and methodology in SCB will be 
discussed with regard to various factors, including different 
satellites, orbits, and atomic clocks.

Methodology

In order to develop a model better suited for predicting the 
clock errors of BeiDou satellites, we integrated the LSTM 
model with a Self-Attention mechanism. In the subsequent 
sections, we will provide a detailed exposition of the char-
acteristics of these two approaches while also delving into 
our enhancements to the LSTM model to address its limita-
tions. Furthermore, we will introduce specific data pre-pro-
cessing techniques aimed at further enhancing the model's 
performance.

Data pre‑processing

The clock bias of the same satellite generally exhibits a lin-
ear trend. Deep learning networks tend to have difficulty in 
handling the original clock bias sequences with linear trends, 
as they are susceptible to the influence of trend components 
in the data. To remove this trend and simultaneously facili-
tate a better understanding of the nonlinear features within 
the SCB data, we apply a first-order difference to the original 
lock bias data used for model training. The following defines 
a set of n-dimensional SCB data sequences:

where xi, i = 1, 2, 3,… , n represents the SCB data for dif-
ferent epochs, totaling n epochs. By performing a first-order 
difference on the data from consecutive epochs, a new set of 

(1)X = {x1, x2, x3,… , xn}
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SCB sequences can be obtained. This sequence is defined 
as follows:

where Δxi = xi+1 − xi.
In order to eliminate the scale differences in the data after 

the first-order difference and enhance the stability and gener-
alization capability of the model, it is necessary to normal-
ize the sequence data using the L2 normalization. The L2 
normalization formula is presented as follows:

where ||X′||2 is the L2 normalization of the first-order dif-
ferenced sequence.

We have employed a sliding window approach for data 
processing to mitigate computational complexity and extend 
the predictive capabilities to longer target sequences. Here, 
we designate the window length as m and the normalized 
data can be structured into (n − m − 1) distinct data groups 
as follows:

(2)X� = {Δx1,Δx2,Δx3,… ,Δxn−1}

(3)X̃ =
X�

||X�||2

where Δxi, i = 1, 2,… , n − 1 represents the SCB data that 
has undergone first-order difference and L2 normalization. 
For each data set, the first m data points serve as inputs to 
the model, while the last data point represents the predicted 
label value.

Figure 1 illustrates the specific data processing flow. Dur-
ing the training phase, we follow the training set described 
earlier and predict only one data point at a time. In the pre-
diction phase, the first input data for the model consist of the 
preceding m known data points of the target data, denoted 
as {Δxn - m,Δxn−m+1,… ,Δxn−2,Δxn−1} in Fig. 1. This step 
yields the first predicted value. Subsequently, we remove the 
first data point Δxn - m from the input sequence and simultane-
ously append the first predicted value Δxn to the end of the 
data, serving as the input for the next prediction. Through this 
iterative process, we achieve the prediction of SCB data for 2 
or 24 h, represented {Δxn,Δxn+1,… ,Δxt−2,Δxt−1} in Fig. 1. 
The output for each step is a vector containing the predicted 
value for each epoch. We only need to focus on the last value 

(4)

{Δx1,Δx2,… ,Δxm,Δxm+1}

{Δx2,Δx3,… ,Δxm+1,Δxm+2}

⋮

{Δxn−m−1,Δxn−m,… ,Δxn−2,Δxn−1}

Fig. 1  Data pre-processing of 
LSTM-Attention model. The 
figure illustrates the process 
of transforming the SCB data 
sequence into model inputs
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in the vector. After undergoing a linear transformation, this 
value becomes a scalar, representing the final prediction of the 
model. The SCB data predictions for a time period are formed 
by multiple forecast results.

LSTM and Self‑Attention

The recurrent neural network (RNN) is a neural network char-
acterized by cyclic connections among nodes, utilizing its net-
work structure to discover correlations in sequences. RNN is 
well suited for time series prediction and has found successful 
applications in various domains, including text, video, and 
speech processing. The LSTM represents a variant of RNN 
designed to address the issues of vanishing and exploding gra-
dients during training (Yu et al. 2019). By introducing gate 
functions, LSTM endows the network with enhanced memory 
capabilities, thereby yielding improved results on longer time 
series. Figure 2 illustrates the cell structure of the LSTM neu-
ral network model. Each cell incorporates three essential gates: 
the forget gate, input gate, and output gate, as expressed by the 
following equations:

(5)ft = sig(Wf ⋅ [ht−1, xt] + bf )

(6)it = sig(Wi ⋅ [ht−1, xt] + bi)

(7)St = tanh(WS ⋅ [ht−1, xt] + bS)

(8)Ct = ft × Ct−1 + it × St

where ht , Ct , and xt , respectively, represent the hidden state, 
cell state, and cell input at the time step. W and b represent 
the weight matrix and bias of the current network layer, 
respectively. Equation (5) illustrates the forgetting process 
by applying a sigmoid mapping to [ht−1, xt] to obtain a value 
between 0 and 1, which controls the extent of retention or 
forgetting. Equations (6) and (7) express the input process, 
where a sigmoid layer determines which information needs 
to be updated, and a hyperbolic tangent (Tanh) layer gener-
ates a candidate vector for updating the cell state. Equa-
tion (8) combines the forgotten and added information to 
update the current cell state. Finally, (9) and (10) demon-
strate the output process, utilizing a sigmoid layer and a tanh 
layer to generate the hidden state.

The Self-Attention mechanism is an attention mechanism 
used for computing a representation of the sequence, effec-
tively capturing correlations between different positions within 
a single sequence. It has been widely applied across various 
tasks, including natural language inference and abstractive 
summarization (Paulus et al. 2017; Vaswani et al. 2023). The 
core concept of the Self-Attention mechanism is that the repre-
sentation at each position can be composed as a weighted sum 
of other positions in the sequence. Each position is assigned an 
attention weight in the Self-Attention mechanism, indicating 
its dependency on other positions in the sequence. The higher 
the dependency, the larger the corresponding attention weight. 
This capability enables the model to autonomously discern and 

(9)Ot = sig(WO ⋅ [ht−1, xt] + bO)

(10)ht = Ot × tanh(Ct)

Fig. 2  A LSTM cell. Each cell 
of the LSTM model comprises 
three gates. From left to right, 
the three dashed boxes in the 
figure represent the forget, 
input, and output gates. Multi-
ple LSTM cells are recurrently 
connected to form an LSTM 
neural network model
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adapt to the varying degrees of association between positions, 
thereby facilitating the weighted aggregation of information 
from different positions.

As shown in Fig. 3, the Self-Attention mechanism involves 
the following steps: (1) For each position in the input sequence, 
generate query, key, and value vectors, which will be used to 
calculate the relevance weights between positions. (2) Calcu-
late the dependencies between the query vector and all key 
vectors using dot products, then scale the computed dot prod-
ucts and normalize them to obtain attention weights. These 
attention weights indicate the degree of association between 
the current position and other positions, resembling a weight 
distribution. (3) Calculate the weighted sum of all value vec-
tors based on the attention weights to obtain an aggregated rep-
resentation. In summary, the expression of the Self-Attention 
mechanism can be formulated as follows:

where Q, K, and V represent the query vector, key vector, 
and value vector, respectively. 

√
dk  stands for the input 

dimension of the key vectors. Here, it serves as a scaling 
factor to prevent the softmax function from being pushed 

(11)Attention(Q,K,V) = softmax

�
QKT

√
dk

�
V

into a region with extremely small gradients when the dot 
products grow large.

Constructing the LSTM‑attention model

LSTM is a type of recurrent neural network capable of 
effectively handling time dependencies, making it suited for 
processing time series data. In the field of time series data 
analysis and prediction, LSTM has been widely employed 
to capture time dependencies within data. However, LSTM 
also has its limitations. In the context of lengthy sequences, 
the model may encounter difficulties in effectively captur-
ing intricate relationships between global and local contexts. 
Furthermore, the information flow within LSTM primarily 
relies on hidden states, occasionally resulting in constrained 
information dissemination.

To address these limitations and enhance model perfor-
mance, we introduce the Self-Attention mechanism. When 
applied to sequence, Self-Attention assigns varying weights 
to different time steps, facilitating increased information 
exchange. This enables the model to better focus on the 
relationships between the global and local contexts, thereby 
improving its ability to capture long-term dependencies. We 
constructed an LSTM-Attention model for SCB prediction 
tasks by combining LSTM with the Self-Attention mech-
anism. Figure 4 depicts the core structure of our LSTM-
Attention model, which comprises multiple data processing 
layers. Each layer includes an LSTM layer, a linear layer, and 
a Self-Attention layer. To maintain the model's expressive 
capacity, we utilize techniques such as residual connections 
and layer normalization within the Self-Attention layer.

The data processing layer comprises a stack of N = 2 
identical layers. Within this layer, the first-differenced and 
normalized data undergo processing through an LSTM 
layer designed to capture long-term dependencies within 
the time series. The LSTM's function is to discern dynamic 
patterns and trends within the sequence, ultimately con-
tributing to the improved accuracy of SCB prediction. Due 
to the sequential nature of LSTM, it processes the input 
differenced data based on the order of epochs. Each cell 
input processes the data for one epoch. The hidden state of 
each epoch represents the learned combination of both the 
current epoch's data features and historical data features. 
In theory, the hidden state can be understood as the pre-
dicted SCB result for the next epoch. The propagating cell 
state retains feature information about the historical SCB 
in each epoch. However, the cell state undergoes selective 
updates, deletions, or additions during the propagation 
process. This characteristic may lead to the loss of crucial 
portions of historical information, which is a drawback in 

Fig. 3  Scaled Dot-Product attention. The computational process of 
the Self-Attention mechanism is demonstrated
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traditional LSTM models. To address this issue, we have 
incorporated a Self-Attention mechanism. The outcomes 
from all time steps of the LSTM are subjected to a linear 
transformation. This transformation serves to simplify 
and align input dimensions for subsequent attention lay-
ers. Subsequently, these inputs are forwarded to the Self-
Attention layer. The hidden states outputted at each epoch 
are linearly transformed with the query weight matrix, key 
weight matrix, and value weight matrix, resulting in cor-
responding query vectors, key vectors, and value vectors. 
These weight matrices are learned through training. Refer-
ring to (11), the Self-Attention mechanism calculates the 
dependencies between each hidden state and other hidden 
states using dot product operations. And apply a softmax 
function to obtain the weights on the values. Then, multi-
ply these weights with the corresponding position's value 
vectors and sum them up, ultimately generating a weighted 
representation for that query. This approach allows the 
hidden states of each epoch to comprehensively consider 
all information, aiding in addressing the issue of informa-
tion loss in the LSTM model. We employ residual connec-
tions and layer normalization after the Self-Attention layer. 
The purpose of this step is to prevent gradient vanish-
ing. Specifically, the output of each sub-layer is given by 
LayerNorm(x + Attention(x)) , where Attention(x) represents 
the output of the attention layer. Following the propagation 
through multiple data layers, the ultimate SCB prediction 
is derived by applying a linear transformation, followed by 
inverse normalization and reverse differencing.

In the LSTM-Attention model, the LSTM layer effec-
tively models dependencies within the time series, while the 
Self-Attention mechanism excels at capturing correlations 
across the sequence on a global scale. The model attains an 
exemplary equilibrium between capturing local and global 

details by synergistically harnessing the capabilities of both 
the LSTM and Self-Attention layers.

Experiments and analysis

In order to comprehensively validate the performance 
of the LSTM-Attention model in predicting the complex 
characteristics of BeiDou satellite SCB, we carefully 
selected representative BeiDou satellites and conducted a 
thorough experimental analysis. Specifically, we focused 
on BeiDou second-generation satellites C06 and C14, as 
well as BeiDou third-generation satellites inclined geo-
stationary orbit (IGSO) satellite C39, medium earth orbit 
(MEO) satellite C20 (Rubidium atomic clock), and MEO 
satellite C29 (Hydrogen atomic clock). Through a compre-
hensive performance evaluation of predictions involving 
different types of satellites, we gained a comprehensive 
understanding of the applicability of the LSTM-Attention 
model across various scenarios.

To ensure the quality and reliability of experimental 
data, we utilized the IGS post-processed SCB products 
provided by the NASA Crustal Dynamics Data Informa-
tion System (CDDIS) as our data source. This data source 
is highly trusted for its authenticity, guaranteeing the cred-
ibility of our experimental results. In the experiments, the 
prediction target of our model was the SCB data on June 
26, 2023. The data on the previous day (June 25, 2023) 
were used as the training. The data had a time interval of 
30 s, covering a total of 5760 epochs.

We conducted training using the LSTM-Attention 
model and retained the final trained model. For subsequent 
predictions, we adopted a sliding window approach, lev-
eraging the saved model to make consecutive predictions 
for multiple time intervals. Through a thorough analysis 

Fig. 4  LSTM-Attention model. 
SCB prediction primarily con-
sists of three stages: data pre-
processing, model training and 
prediction, and the reconstruc-
tion of SCB sequences



GPS Solutions (2024) 28:92 Page 7 of 16 92

and assessment of the model's predictive performance, we 
compared the actual post-satellite clock bias data with the 
model's predictions. In this evaluation, we utilized root 
mean square error (RMSE) and range error (RE) as metrics 
to gauge the predictive accuracy.

where xpre,i represents the predicted clock bias at the i-th 
epoch by the model, xi denotes the actual clock bias at the 
i-th epoch as provided by the IGS, n represents the total 
number of epochs being predicted, and dpre signifies the dif-
ference between the predicted clock bias and the actual clock 
bias.

(12)RMSE =

√√√√1

n

n∑

i=1

(xpre,i − xi)
2

(13)dpre = xpre,i − xi

(14)RE = dpremax − dpremin

Hyperparameter analysis

To comprehensively evaluate the influence of different win-
dow sizes on prediction accuracy, we selected specific Bei-
Dou satellites for our preliminary experiments. These satel-
lites included a BeiDou second-generation MEO satellite, 
C14. There were also two BeiDou third-generation satellites, 
C20 and C29, with distinct atomic clocks. Our experimental 
design encompassed different window sizes, including 30 
epochs, 60 epochs, 120 epochs, and 240 epochs. Simultane-
ously, one full day of data consisting of 2880 epochs was 
employed for model training aimed at obtaining an opti-
mized predictive model. In the experiments, we based our 
predictions on data from a selected day, using the data from 
the last time window as the input for the following day. The 
length of this time window precisely matched the size of the 
chosen moving window. Specifically, we focused on short-
term (2-h) and medium-term (24-h) prediction scenarios to 
gain a comprehensive understanding of the model's predic-
tive performance. To ensure the stability of our experiments, 

Table 1  The RMSE over 2 h for 
different moving windows

PRN Windows RMSE in 2 h (ns) Mean

C14 30 0.0665 0.0689 0.0685 0.0794 0.0708
60 0.0715 0.0741 0.0847 0.0787 0.0773
120 0.0799 0.3497 0.1504 0.1049 0.1712
240 0.1823 0.2167 0.1364 0.1208 0.1641

C20 30 0.3237 0.2899 0.2778 0.2755 0.2917
60 0.2333 0.2069 0.1796 0.2118 0.2079
120 0.1448 0.1917 0.1779 0.1161 0.1576
240 0.1040 0.0670 0.0809 0.0713 0.0808

C29 30 0.1202 0.1427 0.1047 0.1160 0.1209
60 0.0951 0.0923 0.0798 0.0918 0.0898
120 0.0723 0.0745 0.0786 0.0722 0.0744
240 0.0733 0.0728 0.0731 0.0734 0.0732

Table 2  The RMSE over 24 h 
for different moving windows

PRN Windows RMSE in 24 h (ns) Mean

C14 30 2.3145 2.4747 2.4575 1.7785 2.2563
60 2.5646 1.8932 1.6819 2.7426 2.2206
120 1.7696 2.1287 0.9253 1.3877 1.5528
240 0.7774 0.8455 1.0413 1.1992 0.9659

C20 30 3.0920 2.6815 2.5347 2.5064 2.7037
60 1.9906 1.6675 1.3311 1.7279 1.6793
120 0.9013 1.4806 1.3096 0.5612 1.0632
240 0.4403 0.6286 0.3888 0.5141 0.4930

C29 30 1.2746 1.3603 0.7988 0.9757 1.1024
60 0.8688 0.8155 0.5393 0.8060 0.7574
120 0.2219 0.3646 0.2094 0.2354 0.2578
240 0.1194 0.1121 0.1164 0.1220 0.1175
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we conducted four independent training runs and integrated 
the results of each run, as shown in Tables 1 and 2.

In the context of 24-h prediction results, we observed a 
consistent improvement in the predictive accuracy of the 
LSTM-Attention model as the size of the moving window 
increased. This trend was observed for both BeiDou second-
generation satellite (C14) and BeiDou third-generation satel-
lites (C20 and C29). This result implies that as the obser-
vation time increases, the model is capable of enhancing 
prediction accuracy by better capturing long-term depend-
encies and regularities within the time series data. In the 
case of a 2-h prediction, BeiDou second-generation satel-
lites and BeiDou third-generation satellites exhibit distinct 
variation trends. For BeiDou second-generation satellites, 
with an increase in the moving window size, the model's 
prediction accuracy shows a slight decrease. However, the 
overall change is not substantial. This may imply that, for 
this type of satellite, short-term temporal patterns are more 
influenced by local features within the window, and longer 
moving windows may result in information confusion. Con-
versely, short-term predictions for BeiDou third-generation 
satellites demonstrate a different trend. As the moving win-
dow size increases, the model's prediction accuracy gradu-
ally improves. This indicates that information over a longer 
time may contribute to better predicting the clock bias of 
this type of satellite.

To assess the impact of training dataset size on model 
performance, we trained our models with different sizes of 
the training datasets. Various window sizes were also con-
sidered during modelling. In this experiment, the model 
was tasked with predicting SCB data for June 26, 2023. We 
performed four independent training runs and averaged the 
results, as detailed in Table 3.

From Table 3, it can be observed that with the increase 
in the training dataset size, there is no significant improve-
ment in the forecast results. Overall, the prediction accuracy 
remains at a similar level. Based on experimental observa-
tions, we speculate that this may be due to the following rea-
sons: Firstly, the closer the SCB data points are in proximity, 

the stronger their feature correlation becomes. Secondly, 
although a more extensive training dataset can introduce 
more features, it may also introduce more noise, poten-
tially impacting the model's performance. We observed that 
using a larger moving window improves predictions, which 
is consistent with prior results. Nevertheless, as the size of 
the moving window increases, the demand for computing 
resources and training time also grows. Therefore, consid-
ering prediction accuracy and computational resources, we 
opted for a sliding window size of 240 epochs and used one 
day's worth of data as the training dataset in our subsequent 
experiments. Prior to conducting these experiments, we also 
finalized the remaining hyperparameters for the LSTM-
Attention model, which are detailed in Table 4.

Model performance analysis

In order to comprehensively assess the predictive perfor-
mance of the LSTM-Attention model, we selected samples 
from five different types of satellites for experimentation. 
The model construction was based on 24 h of data, and pre-
dictions were made for SCB data for the following 12 and 
24 h. To ensure result stability, we conducted five independ-
ent model constructions and predictions and then took their 
average as the outcome. Currently, there have been studies 
applying CNN models to other time series predictions (Say-
eed et al. 2021). Its multiple convolutional layers can pro-
gressively learn more abstract and advanced features within 
time series data. Given this advantage, we have decided to 
introduce CNN into the task of SCB prediction to evaluate 
its effectiveness in this specific domain and compare it with 
the LSTM-Attention model. Through this design, we aim to 
comprehensively understand the performance of different 
models in SCB prediction, providing a more holistic per-
spective for research. The predictive results of the LSTM-
Attention model were compared with the performance of 
the CNN and LSTM models. In Fig. 5, we present RMSE of 
the predictions made by these three models for five different 
satellites, illustrating how their predictive accuracy varies 
with the prediction period.

Table 3  The RMSE over 24 h for different training datasets

PRN Windows 1 day data (ns) 2 days data (ns) 3 days data (ns)

C14 120 1.5528 1.5599 1.6230
240 0.9659 1.0446 0.8083
300 0.7874 0.8460 0.7912

C20 120 1.0632 0.6360 0.4159
240 0.4930 0.4504 0.3849
300 0.3633 0.3760 0.3841

C29 120 0.2578 0.2676 0.2338
240 0.1175 0.1366 0.1136
300 0.1178 0.1177 0.1303

Table 4  List of the LSTM-Attention model parameters

No Parameter Value

1 Loss function MSE
2 Optimizer Adam
3 Moving window size 240
4 Patience of early stopping 50
5 Learning rate 0.01
6 Batch size 1200
7 Number of data processing layers 2
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From Fig. 5, we can observe that in long-term predic-
tion tasks, the prediction accuracy of the LSTM-Attention 
model surpasses that of the CNN and LSTM models. As 
the prediction horizon extends, the LSTM-Attention model 
exhibits relatively minor variations in prediction accuracy. 
This indicates higher prediction stability compared to the 
other two models. We have conducted specific performance 

comparisons of these three models in 12- and 24-h predic-
tion tasks, and the detailed results are presented in Tables 5 
and 6, respectively.

Upon comparing the results presented in Tables 5 and 
6, we can conclude that the LSTM-Attention model dem-
onstrates superior predictive performance in both the 12- 
and 24-h prediction cycles. In the 12-h prediction task, the 

Fig. 5  The variations in prediction errors of three models with 
respect to the prediction period are examined. The top two figures 
represent BeiDou second-generation satellites (C06 and C14), while 

the bottom three figures pertain to BeiDou third-generation satellites 
(C20, C29, and C39)
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Table 5  The accuracy statistics 
for 12-h forecasts of three 
models

PRN CNN LSTM LSTM-Attention

RMSE (ns) RE (ns) RMSE (ns) RE (ns) RMSE (ns) RE (ns)

C06 0.9685 2.4432 1.2921 2.9956 0.3034 1.3480
C14 1.0341 2.6715 2.6614 4.5524 0.9024 1.5135
C20 1.1856 2.1602 1.1387 2.1441 0.5254 1.1213
C29 0.2551 0.4730 0.3465 0.6784 0.0757 0.4413
C39 0.2469 0.7055 0.2349 0.6833 0.1458 0.4410

Table 6  The accuracy statistics 
for 24-h forecasts of three 
models

PRN CNN LSTM LSTM-Attention

RMSE (ns) RE (ns) RMSE (ns) RE (ns) RMSE (ns) RE (ns)

C06 4.0909 9.3427 4.7133 10.4409 2.5379 6.7741
C14 3.7574 8.0272 5.0492 9.0193 1.0051 3.2241
C20 2.8320 5.2938 2.2736 4.3992 0.5155 1.3186
C29 0.5572 1.1748 0.7128 1.4344 0.1276 0.5904
C39 0.5000 1.0211 0.4687 0.9724 0.1402 0.4834

Fig. 6  RMSE histogram. The RMSE of the predictions for all BeiDou satellites by the three models over forecasting periods of 12 h (top) and 24 
h (bottom)



GPS Solutions (2024) 28:92 Page 11 of 16 92

LSTM-Attention model exhibits an accuracy improvement 
of 49.67 and 62.51% when compared to the CNN and LSTM 
models, respectively. In the 24-h prediction task, these 
improvements increase to 68.41 and 71.16%, respectively. 
Over longer prediction cycles, for both BeiDou second-gen-
eration and BeiDou third-generation satellites, the LSTM-
Attention model yields smaller RMSE and RE in its predic-
tions. In addition, through comparisons, it can be observed 
that the LSTM-Attention model exhibits higher prediction 
accuracy for BeiDou third-generation satellites compared to 
BeiDou second-generation satellites. For satellites in differ-
ent orbits, such as IGSO satellite C39 and MEO satellites 
C20 and C29, the LSTM-Attention model consistently dem-
onstrates outstanding predictive performance. Furthermore, 

for satellites equipped with rubidium and hydrogen atomic 
clocks (C20 and C29), the LSTM-Attention model consist-
ently yields lower RMSE values compared to the other two 
models. This highlights its superiority in SCB prediction 
across different clock types.

To comprehensively evaluate the predictive capabilities 
of the LSTM-Attention model, we extended our experiments 
to include a broader spectrum of BeiDou satellites. Valida-
tion was conducted for all BeiDou satellites available in the 
SCB files. Utilizing 24-h datasets for each satellite, we con-
structed LSTM-Attention models and conducted predictions 
for both the subsequent 12- and 24-h SCB data.

During the experimental process, we conducted 
comparisons between the predictions generated by the 

Fig. 7  RE histogram. The RE of the predictions for all BeiDou satellites by the three models over forecasting periods of 12 h (top) and 24 h (bot-
tom)
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LSTM-Attention model and those of two additional mod-
els. Figures 6 and 7, respectively, present these compara-
tive results. Figure 6 illustrates the RMSE of predictions 
made by different models within 12- and 24-h forecast-
ing intervals. From the figure, it can be observed that the 
LSTM-Attention model consistently achieves the lowest 
RMSE in most cases, indicating its superior accuracy in 
SCB prediction. To compare the RE of different models 
during the prediction process, Fig. 7 illustrates the RE 
for the three models. By comparing the RE, we gain a 
more comprehensive understanding of the performance 
of the LSTM-Attention model at different prediction time 
scales. The results from Fig. 7 clearly demonstrate that the 
LSTM-Attention model also exhibits certain advantages in 
terms of RE. This reaffirms its outstanding performance in 
prediction accuracy.

To reduce the randomness of experimental results, we 
replicated the above experiments using SCB data from 

two additional days (October 31, 2021, and November 1, 
2021). We used SCB data from the first day as the training 
set and data from the second day as the target for predic-
tion. We compared the RMSE and RE of our experimental 
results with the LSTM model and the SL-LSTM model. 
The specific comparative results are shown in Figs. 8 and 
9.

Figure 8 shows the results of the RMSE comparison. The 
LSTM-Attention model achieved better performance across 
all BDS satellites than other methods. Within a 12-h pre-
diction time, the RMSE of the LSTM-Attention model is 
superior to the LSTM and SL-LSTM models for most satel-
lites. In a few cases, the RMSE of the three models is at the 
same level. However, within a 24-h forecast time, the LSTM-
Attention model demonstrates superior predictive perfor-
mance. The forecasted RMSE for most satellites remains 
below 1 ns. From the experimental results shown in Fig. 9, 
we can observe that the predicted RE of the LSTM-Attention 

Fig. 8  RMSE histogram on November 1, 2021. The RMSE of the predictions for all BeiDou satellites by the three models over forecasting peri-
ods of 12 h (top) and 24 h (bottom)
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model mostly remains below 2 ns within a 24-h prediction 
timeframe. Based on these experimental findings, it becomes 
evident that the LSTM-Attention model exhibits superior 
applicability and stability.

In summary, based on experimental validation involving 
multiple BeiDou satellites, we conclude that the LSTM-
Attention model excels in the task of SCB prediction. 
Whether in a 12- or 24-h prediction time frame, its predic-
tive performance exhibits notable improvements compared 
to the other two models.

Conclusions

This research leverages the LSTM-Attention model to fore-
cast SCB, demonstrating its practical application in this 
context. We conducted a comprehensive evaluation of the 

model's performance in predicting the intricate SCB of Bei-
Dou in-orbit satellites through a series of experiments and 
analyses.

In our experimental investigations, we conducted com-
prehensive experiments encompassing multiple repre-
sentative BeiDou satellites. These experiments entailed a 
comprehensive exploration of clock bias predictions, con-
sidering various satellite and atomic clock types. Through 
experiments with varying window sizes, we observed that 
the LSTM-Attention model tends to improve prediction 
accuracy as the window size increases in most cases. In 
short-term and medium-term prediction tasks, different 
satellite types exhibited distinct trends. These trends indi-
cate variations in temporal characteristics among different 
satellite types in response to window size adjustments. 
Furthermore, we conducted a comprehensive perfor-
mance comparison between the LSTM-Attention model 

Fig. 9  RE histogram on November 1, 2021. The RE of the predictions for all BeiDou satellites by the three models over forecasting periods of 
12 h (top) and 24 h (bottom)
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and CNN and LSTM models. The results demonstrate 
that over longer prediction horizons, the LSTM-Atten-
tion model exhibits superior predictive performance 
across different satellites and higher prediction stability. 
Notably, the LSTM-Attention model demonstrates a pro-
nounced advantage in SCB prediction, particularly for 
satellites equipped with rubidium and hydrogen atomic 
clocks. Also, we investigated the predictive performance 
of the LSTM-Attention model across multiple BeiDou 
satellites. In comparison with other models, it exhibited 
lower RMSE in both the 12- and 24-h prediction tasks, 
concurrently demonstrating a certain advantage in RE. 
This validates the broad applicability of the LSTM-Atten-
tion model across various BeiDou satellites.

The average total time to process each satellite, i.e., train 
the model using 24 h of data and use the fitted model to 
predict SCB in the next 24 h, is about 5 min. The expe-
diency and potential latency of SCB prediction depend on 
the hardware used and the amount of data. In our operating 
environment, equipped with a CPU I7 12700 K and a graph-
ics card RTX3070, the prediction of SCB for the next 24 h 
takes approximately 5 min, which is considered acceptable.

However, this research has some limitations, such as the 
data coverage range and sample size. Subsequent research 
could expand the experimental datasets and explore the 
performance of the LSTM-Attention model with differ-
ent satellite types and atomic clock types in more depth. 
This would further enhance its reliability and applicability 
in SCB prediction. Additionally, advanced model fusion 
strategies could be considered to further improve predic-
tion accuracy and robustness.
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