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Abstract
Global Navigation Satellite Systems (GNSS) are enabled by atomic clocks, which provide the timing precision and accuracy 
required for the ranging measurements. Significant investments have been made and will continue to be made, to improve 
GNSS atomic clock technology and reduce the signal-in-space user range error. After providing a baseline by reviewing 
current GNSS satellite atomic clock technology, we discuss how far, and in what directions, atomic clock technology should 
be pushed to provide maximum benefits to GNSS performance, reliability and cost.
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Introduction

All current Global Navigation Satellite Systems (GNSS) 
have a similar architecture, pioneered by the designers of the 
US Air Force Global Positioning System (GPS) (Hoffman-
Wellenhof et al. 1993). At its most basic level, a constella-
tion of satellites large enough to provide global coverage 
constantly transmits messages that enable the user’s receiver 
to determine its distance to four or more satellites by meas-
uring signal propagation times. The navigation messages 
provide the user’s receiver with the time and frequency off-
sets of the satellite clocks from their nominal values, as well 
as their linear frequency drift rates, thus enabling the virtual 
synchronization of the constellation clocks. The messages 
also provide the user’s receiver with satellite ephemeris, and 
from those data the receiver can estimate the user’s three-
dimensional location and the time offset of his or her local 
clock from UTC. Satellite clock and ephemeris parameters 
are updated periodically by the GNSS Ground Control.

The positioning precision and accuracy will depend 
on the ranging precision and accuracy, which in turn will 
depend on the precision and accuracy of the ephemeris 
data and the onboard clocks. It is easy to see that for any 
practical GNSS concept of operations, the requirements for 
onboard timekeeping precision and accuracy can only be met 

by atomic clocks. The typical frequency precision of high-
performance ovenized crystal oscillators (OCXO) roughly 
24 h after update is of the order of a few parts in  1011. Let 
us assume that the GNSS concept of operations requires 
updating clock frequency and time every 24 h, as is the case 
with GPS (Hoffman-Wellenhof et al. 1993). A very good 
space-qualified OCXO will have a 24-h frequency stability 
of 2 × 10−11 (even after ignoring frequency drift), resulting in 
a 24-h timekeeping uncertainty of 1.7 × 10−6 s, and a ranging 
uncertainty of about 500 m, leading to positioning uncer-
tainties of the same order of magnitude. To reduce those 
uncertainties to a level of about 5 m, the GNSS concept 
of operations would require hourly updating of the satel-
lite clocks. In practice, this requirement would necessitate a 
very extensive, complex GNSS ground control segment or 
an extensively cross-linked GNSS constellation.

An additional problem with the possible use of OCXOs as 
GNSS satellite clocks is presented by their intrinsic radiation 
sensitivity. While frequency drift caused by exposure to the 
space radiation environment can be monitored and compen-
sated with appropriate clock updates, rapid frequency and 
phase changes caused by events such as large solar flares 
cannot be detected and compensated promptly enough, 
causing large increases to user range error, as dramatically 
illustrated on July 14, 2000, by an event remembered as “the 
Bastille Day solar flare.” The Milstar communication system 
satellites fly rubidium (Rb) atomic clocks, except for the first 
one flown into orbit which carried only high-quality crystal 
oscillators, with the active OCXO slaved via cross-link time 
transfer to an atomic clock flying on another Milstar satellite 
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(Camparo et al. 1997). On July 14, 2000, a large solar flare 
occurred, increasing the number of high-energy solar pro-
tons in the vicinity of the Earth by four orders of magnitude. 
This caused a radiation-induced  10−10 jump in the OCXO 
frequency that, if left uncorrected for 24 h, would have 
caused a  10−5 s time error. Fortunately, the OCXO on Mil-
star Flight-1 was slaved via cross-links to a Rb atomic clock 
having a very low radiation sensitivity, as is the case with all 
atomic clocks, and so the corrected Flight-1 clock displayed 
less than a 2.7 × 10−7 s total time discontinuity (Camparo 
et al. 2004). Since 2000, additional radiation-induced jumps 
in this OCXO’s frequency have been observed, displaying 
a power-law dependence on the flux of solar protons with 
an energy greater than 50 meV (LaLumondiere et al. 2003).

Those considerations mandate the use of atomic clocks 
onboard GNSS satellites. The first Navigation Technology 
Satellite (NTS-1), launched in the summer of 1974, success-
fully demonstrated operation of a Rb atomic clock in space. 
The satellite carried two atomic clocks and operated for 5 
years (Beard et al. 1986). The success of the NTS-1 atomic 
clock technology demonstration paved the road for the use 
of atomic clocks in all GNSS.

Figure 1 shows the three generations of rubidium atomic 
clocks used on GPS satellites. First on the left is the clock 
used on GPS I and GPS II/IIA satellites, designed and manu-
factured by Efratom and modified for space flight by Rock-
well, Inc. Next, in center, is the PerkinElmer (now Excelitas) 
clock used on GPS IIR satellites, displaying much improved 
performance. And on the right is the Excelitas clock used 
on GPS IIF satellites (Dupuis et al. 2008), incorporating 
additional performance-improving modifications. The coffee 
cup at the center is shown as a size reference.

All current GNSSs are enabled by atomic clocks, which 
provide the timing precision and accuracy required for the 
ranging measurements. Significant investments have been 
made and will continue to be made, to improve GNSS 
atomic clock technology and reduce the signal-in-space user 
range error (SIS-URE). In the next section, we will provide 

a technology baseline by reviewing atomic clocks currently 
used on board GNSS satellites.

2020 GNSS satellite clocks

Four distinct GNSS have satellites currently orbiting the 
earth: the US Global Positioning System (GPS), the Rus-
sian Federation Globalnaya Navigazionnaya Sputnikovaya 
Sistema (GLONASS), the European Union’s Galileo system 
and the People’s Republic of China’s BeiDou system.

GPS satellites fly cesium (Cs) and Rb atomic clocks 
(Vannicola et al. 2010); GLONASS satellites (Revnivykh 
2016) fly Cs and Rb atomic clocks, with plans to fly pas-
sive Hydrogen masers; Galileo satellites fly Rb clocks and 
passive H-masers (Maciuk 2019), and BeiDou satellites fly 
Rb clocks and passive H-masers (Lv et al. 2018). From the 
point of view of a GNSS systems engineer, the desirability 
of a particular atomic clock technology is determined by 
the careful consideration of three distinct aspects: its time-
keeping performance, its reliability and operational life, and 
its size, weight and power requirements, usually captured 
together under the acronym “SWaP.” Alas, this typically 
means that none of those characteristics can be optimized 
by itself, but a balanced compromise between all three must 
be reached, with different compromises based on different 
system requirements.

All the atomic clocks currently used on board GNSS 
satellites have a similar architecture: A local oscillator 
(typically a high performance, space-qualified OCXO) 
is frequency-locked to an atomic hyperfine transition fre-
quency (Major 1998). The clock physics package allows the 
local oscillator to interrogate the reference atomic transition 
frequency and generates a correction signal that constantly 
drives the local oscillator frequency (typically, after mul-
tiplication by a factor of the order  103) toward the atom’s 
resonant frequency. Hyperfine transitions are chosen as the 
frequency references for GNSS atomic clocks because their 

Fig. 1  Still life with space-qual-
ified rubidium atomic clocks 
and an Aerospace Corporation-
logoed coffee cup. From left to 
right: Efratom/Rockwell GPS I, 
II and IIA atomic clock; Perki-
nElmer (now Excelitas) GPS 
IIR atomic clock; coffee cup; 
Excelitas GPS IIF atomic clock
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frequencies fall in the microwave regime, convenient for 
practical electronics engineering.

The ground state of H, Rb and Cs atoms is split by the 
hyperfine interaction into two sublevels (Major 1998). Since 
the hyperfine splittings are small compared to room tem-
perature thermal energies, both sublevels are equally popu-
lated when in thermal equilibrium. Before interrogating the 
atomic hyperfine transition, a difference in the population of 
both sublevels must be created; this is achieved in different 
ways for each one of the aforementioned clock technologies 
and will be discussed more fully below. However, prior to 
discussing specific clock technologies we will first briefly 
review how one characterizes the timekeeping performance 
of an atomic clock.

Atomic clock performance characterization

The last quarter of a century has witnessed an explosion in 
the number of different approaches to characterize the fre-
quency stability of an atomic clock, as described by Riley 
(2008). For our purposes, it will suffice to use the oldest, 
simplest and most commonly seen of those, the two-sample 
or Allan variance σy

2(τ), where τ is the frequency-averaging 
time (Riley 2008).

Figure 2 shows a plot of a notional Allan deviation σy(τ) 
displaying the three types of frequency noise commonly 
found in atomic clocks: white frequency noise, flicker fre-
quency noise and random walk frequency noise. For rela-
tively short averaging times, all atomic clocks routinely 
display white frequency noise behavior, characterized by a 
1∕

√

� dependence on averaging time. Eventually, “colored” 
frequency noise behavior, either flicker frequency noise, 
independent of τ, or random walk frequency noise, propor-
tional to 

√

�  , becomes dominant.

The white noise frequency behavior of the clock is often 
determined by the fundamental physics of the atomic hyper-
fine transition interrogation and can be predicted to be

where Q = ν0/Δν is the quality factor of the hyperfine transi-
tion line (center frequency ν0 and full width at half-maxi-
mum Δν), SNR is the detection signal-to-noise ratio, and 
α is a constant of order unity that depends on the details 
of the interrogation technique. The Heisenberg uncertainty 
principle dictates that Δν will be inversely proportional to 
the length of the atomic interrogation time, which can be 
defined as the duration of the coherent interaction between 
the atomic hyperfine states and the microwave field. This 
can be limited by the residence time of the atoms within the 
microwave field, or by the time interval between dephasing 
collisions with background atoms or molecules or container 
walls.

The above result is predicated on the idealization of the 
interrogation process as a moderate strength microwave field 
interacting with an isolated, unperturbed atom. Actually, the 
interrogated atom is constantly interacting with its imme-
diate environment: atomic and molecular collisions, atom/
surface collisions, static and near-resonant electromagnetic 
fields, etc. Those interactions perturb the atomic hyperfine 
energy levels, and those perturbations cause the hyperfine 
frequency transition to shift away from its nominal value 
ν0. Fluctuations in the atomic environment thus result in a 
fluctuating output clock frequency, which manifests itself as 
clock colored frequency noise.

The art of atomic clock engineering is, thus, to maximize 
the atomic interrogation time and SNR and to minimize 
environmental perturbations during interrogation, so as to 
reduce the colored frequency noise as much as possible and 
push the transition from white to colored frequency noise 
out to as long an averaging time as possible.

Cesium atomic clock

A Cs atomic clock or cesium frequency standard (CFS) 
performs an atomic beam microwave resonance experi-
ment in a package a few tens of centimeters long, using 
the atomic beams toolkit developed by Rabi and coworkers 
in the 1930s and 1940s (Ramsey 1956). As illustrated in 
Fig. 3, a Cs atomic beam is generated in an effusive oven; 
a uniform gradient state selector magnet deflects atoms in 
one of the ground-state hyperfine sublevels into a Ramsey-
type, separated fields atomic resonance cavity. A second uni-
form gradient state analyzer magnet, placed after the cavity, 
deflects atoms that have changed their hyperfine state inside 
the cavity onto a hot wire ionizer, followed by an electron 

(1)�y(�) =
�

Q × SNR

1
√

�
=

A
√

�

Fig. 2  Allan deviation σy(τ) versus averaging time τ. Black dash 
curve: σy(τ) for a notional clock. Red, blue and green dot lines: white, 
flicker and random walk frequency noise contributions, respectively
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multiplier. The multiplier signal will be null in the absence 
of a near-resonant microwave field in the cavity, and it will 
peak when the frequency of the microwaves injected into 
the cavity equals the hyperfine transition frequency for Cs, 
ν0 ≈ 9.2 GHz, providing the means to lock the microwave 
frequency to ν0.

The atomic interrogation time (and thus the hyperfine 
transition line Q) is limited by the length of the resonance 
cavity, and for the compact CFSs on board GNSS satellites, 
Q ≈ 2 × 107. The achievable SNR is in the  103 to  104 range, 
limited by atomic detection shot noise; it is determined by 
the intensity of the detected beam, which in turn is limited 
by the effusive beam intensity and by unavoidable velocity 
filtering and hyperfine Zeeman state selection performed by 
the selector magnet. Among all the types of compact atomic 
clocks currently used in GNSS, the CFS is the closest one 
to the ideal of interrogating an isolated atom free of envi-
ronmental perturbations. Even so, CFSs typically shift from 
white to flicker frequency noise behavior for long enough 
averaging times. Fluctuations in the DC magnetic field 
inside the resonant Ramsey cavity, or fluctuating phase or 
power asymmetries between the two branches of the Ramsey 
cavity are some of the dominant drivers of flicker frequency 
noise in these clocks (Bauch 2003).

The CFS on GPS SVN62 displays pure white noise 
behavior well beyond  105 s averaging time, with σy(τ) ≈ 
1.6 × 10−11/√τ estimated from data published by Vannicola 
et al. (2010), and yielding a 5.4 × 10−14 24-h frequency sta-
bility. The CFS on GLONASS R17 (Cernigliaro et al. 2013) 
flickers at σy(τ) ≈ 3 × 10−14 after averaging for about 16 h; 
we estimate its white frequency noise behavior to be σy(τ) 
≈ 5.5 × 10−12/√τ.

Rubidium atomic clock

A Rb atomic clock, or rubidium frequency standard (RFS) 
performs an optical/microwave double resonance experi-
ment in a 87Rb vapor cell enclosed in a microwave cavity 
(Camparo 2007). As shown in Fig. 4, resonance light from 
a 87Rb discharge lamp is filtered by a 85Rb vapor cell, 
shaping its spectrum so that the light can optically pump 

87Rb atoms in the resonance cell, creating a population 
imbalance between the two hyperfine sublevels (Kastler 
1957). In the absence of a near-resonant microwave field 
inside the cavity, the optical pumping light is transmit-
ted through the vapor with relatively little absorption and 
detected by a photodiode. The presence of near-resonant 
microwaves in the cavity will equalize the population of 
the Rb hyperfine states, increasing light absorption in the 
vapor and decreasing the light detected by the photodiode. 
When the injected microwave frequency equals the hyper-
fine transition frequency, ν0 ≈ 6.8 GHz, the photodiode 
signal will reach a minimum, providing the means to lock 
the microwave frequency to ν0.

The interrogation technique described above can provide 
very high signal-to-noise ratios of the order of  104. The Dop-
pler width of the microwave resonance signal is narrowed 
by adding a buffer gas into the resonant cell (Dicke 1953), 
resulting in a hyperfine transition line Q ≈  107, with the 
potential of yielding high white frequency noise stabilities. 
However, the interrogated atoms are exposed to strong envi-
ronmental perturbations: fluctuations in the intensity and 
spectrum of the optical pumping light, collisions with the 
buffer gas molecules, etc. Unless great care is taken with all 
aspects of the design of the physics package, an RFS will 
transition to the random walk frequency noise regime for 
relatively short averaging times, of the order of  103–104 s.

Fig. 3  Schematic diagram of a 
CFS physics package display-
ing its main elements: Cs oven, 
state selector and analyzer 
magnets, separate fields Ramsey 
cavity and hot wire/electron 
multiplier Cs atom detector. Not 
shown are the magnetic shields, 
the C-field coil and the ion 
pump, and Cs getters required to 
keep the physic package under 
vacuum

Fig. 4  Schematic diagram of a RFS physics package displaying its 
main elements: 87Rb discharge lamp, 85Rb filter cell, 87Rb resonance 
cell inside a microwave cavity, and photodiode. Not shown are the 
lamp and cell ovens, magnetic shields and C-field coil
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RAFS25, a GPS IIF RFS undergoing life test at the US 
Naval Research Laboratory (NRL), displays pure white fre-
quency noise behavior well beyond 24-h averaging time. We 
estimate from data published by Vannicola et al. (2010) σy(τ) 
≈ 1 × 10−12/√τ yielding a 3 × 10−15 24-h frequency stability. 
The Galileo R-RAFS prototype (Droz et al. 2015) displays 
white frequency behavior, with σy(τ) ≈ 2 × 10−12/√τ, transi-
tioning toward random walk frequency noise after averaging 
for about 17 h, and yielding a  10−14 24-h frequency stability. 
A prototype RFS for BeiDou developed at the Wuhan Insti-
tute of Physics and Mathematics (Mei et al 2016) displays 
pure white frequency noise behavior beyond  105 s, with σy(τ) 
≈ 7 × 10−13/√τ and a 3 × 10−15 24-h frequency stability. The 
output frequency of a RFS will typically display significant 
slow drift, which can usually be well approximated by a 
linear function of time, (ν − ν0)/ν0 ≈ βt. If left uncorrected, 
after a time interval T the frequency drift will result in an 
accumulated time error ΔT ≈ βT2/2. The GNSS ground con-
trol estimates and updates the frequency drift rate β of the 
satellite clocks, and the drift rates are included in the naviga-
tion message, allowing the user’s receiver to correct for that 
error. RFS drift rates can be as low as a few parts in  1014/
day (Vannicola et al. 2010).

Passive hydrogen maser

As hinted by its name, a hydrogen maser performs micro-
wave amplification by stimulated emission of radiation. 
The fundamentals (and most of the technical details) of the 
design and operation of a hydrogen maser are discussed by 
Kleppner et al. (1965). As shown in Fig. 5, a hydrogen res-
ervoir feeds molecular hydrogen into a rf-discharge dissocia-
tor that outputs a beam of atomic hydrogen. A quadrupole 
or hexapole magnet focuses the atoms in the higher-energy 
hyperfine state at the entrance orifice of a Teflon-coated 
glass storage bulb; the atoms in the lower-energy hyperfine 
state diverge out of the bulb entrance. The Teflon coating 

allows H atoms to collide with the walls without changing 
their hyperfine state; in that way, a gas of H atoms in the 
upper hyperfine state fills the bulb. In the original Kleppner 
experiment, a very high Q cavity tuned to the ν0 ≈ 1.42 GHz 
hyperfine transition frequency in hydrogen provided enough 
gain for the maser to act as an oscillator; a microwave pickup 
antenna coupled the 1.42 GHz signal to the output of the 
device. Active hydrogen masers, used as time and frequency 
standards in many laboratories, operate in this manner but 
are not practical space clock candidates because of their 
size: A relatively large microwave cavity is mandated by 
the 21 cm wavelength of the hydrogen hyperfine transition. 
Different approaches have been explored to reduce the cavity 
size. The preferred one for GNSS satellite clocks is the pas-
sive hydrogen maser (PHM), where the physics package acts 
as an extremely high Q tuned amplifier. When the frequency 
of the injected microwaves equals the hyperfine transition 
frequency ν0 ≈ 1.42 GHz, the output of the PHM physics 
package reaches a maximum, providing the means to lock 
the microwave frequency to ν0. Other approaches involve 
dielectric loading of the microwave cavity or adding high, 
narrow-band external gain.

The PHM can provide high hyperfine transition line Q 
values, Q ≈ 5 × 108, yielding very good white frequency 
noise performances with SNR of the order of  104. How-
ever, the H atoms in the storage bulb are exposed to strong 
environmental perturbations, particularly collisions with the 
bulb wall, causing the transition frequency “wall shift,” and 
the interaction with the interrogating microwaves, causing 
the transition frequency “cavity pulling” shift. In PHM, the 
colored frequency noise introduced by those perturbations 
becomes dominant for averaging times of the order of  104 s.

The Galileo PHM (Droz et al. 2008) displays white fre-
quency noise behavior σy(τ) ≈ 6 × 10−13/√τ, flickering at 
7 × 10−15 after averaging for about an hour, and yielding a 
7 × 10−15 24-h frequency stability. The BeiDou PHM (Li 
et al. 2016) displays white frequency noise behavior σy(τ) ≈ 

Fig. 5  Schematic diagram 
of a PHM physics package 
displaying its main elements: 
 H2 source,  H2 dissociator, 
state-selecting focusing magnet, 
microwave cavity, Teflon-coated 
H storage bulb and microwave 
pickup antenna. Not shown 
are the magnetic shields, the 
C-field coil and the ion pump 
and hydrogen getters required to 
keep the physics package under 
vacuum
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6 × 10−13/√τ flickering at 7 × 10−15 after averaging for about 
3 h, and yielding a 7 × 10−15 24-h frequency stability. In the 
Russian Federation, Vremya-CH has developed a PHM for 
use in GLONASS (Belyaev et al. 2013) displaying white 
frequency noise behavior σy(τ) ≈ 4 × 10−13/√τ flickering 
at 4 × 10−15 after averaging for about 6 h, and yielding a 
4 × 10−15 24-h frequency stability.

2020 GNSS atomic clocks: the systems engineer’s 
view

Figure 6 shows representative Allan deviation curves for 
all the GNSS clock technologies discussed above. Solid, 
dashed or dotted lines indicate CFS, RFS or PHM technolo-
gies, respectively, and the color of the curve indicates the 
specific GNSS system: black for GPS, red for GLONASS, 
blue for Galileo and green for BeiDou. As noted above, the 
Vremya-CH GLONASS candidate PHM has not flown yet. 
Additionally, Spectratime is developing a miniaturized PHM 
for Galileo (Rochat 2016) displaying a frequency stability 
essentially identical to that of the GPS RAFS for averaging 
times up to 3 × 104 s. (Data for longer averaging times are 
not available.)

Table  1 lists typical volumes, weights and power 
requirements for the three clock technologies in discus-
sion: CFS, RFS and PHM. Their typical contributions to 

SIS-URE 24 h after clock update are also listed. The Gali-
leo RFS and PHM are significantly smaller and lighter.

The two dominant contributions to a GNSS SIS-URE 
are δRE, due to the uncertainties in the satellite ephem-
eris, and δRC, caused by the onboard time uncertainty 
(Heng et al. 2012). Currently, the clock contributions are 
either larger than or similar to the ephemeris contributions 
(Montenbruck et al. 2020). Thus, improving the onboard 
clock timekeeping ability will have a direct bearing on the 
reduction in a GNSS SIS-URE. In what follows, we will 
focus exclusively on δRC, the direct contribution of the 
frequency noise of the satellite clock to SIS-URE.

In general, the clock contribution to SIS-URE after 
an update interval τup has elapsed will be given by 
δRC = cδτup, where c is the speed of light and δτup is the 
accumulated clock time uncertainty just before the next 
update from the ground. The maximum clock time error 
expected over the τup interval will be (Riley 2008)

where  kβ depends on the desired confidence level β. For 
β = 95%,  kβ = 1.77.

For a system with a concept of operations involving 
24-h clock updates, the RFS technology is clearly the cur-
rent optimal choice; it combines the best SWaP parameters 
and the smallest contribution to the 24-h SIS-URE. CFS 
technology is not competitive. The Vremya-CH PHM per-
forms competitively, but at the cost of a very high SWaP 
penalty.

Dropping the satellite clock 
out of the navigation error budget

Discarding all sources of ranging error except for the 
clock and ephemeris, and assuming that δRC and δRE are 
uncorrelated, the range error δR ≈ [δRE

2 + δRC
2]1/2 = [1 

+ κ2]1/2δRE, where κ = δRC /δRE. Taking κ <  < 1 for the 
sake of argument, to first order in κ2 we can write δR ≈ 
[1 + κ2/2]δRE. If κ ≤ 0.3, then the clock error contribution 
to the total ranging error will be less than 5%. In what 
follows, we will not consider possible contributions to the 
clock error caused by estimation errors in the navigation 
message clock parameters, and we will attribute the full 
clock error to its frequency noise, as measured by its Allan 
deviation.

If the satellite clock frequency stability for τ ≤ τup stays 
in the white frequency noise regime, σy(τ) = A/τ1/2, then by 
(2) the maximum accumulated time error between updates 
will be, to a 95% confidence level, max(δτup) ≈ 2.5A√τup. 
Consequently, δRC = cδτup ≈ κδRE requires

(2)max
�

��up
�

= k� .
√

2 . �y
�

�up
�

. �up

Fig. 6  Representative Allan deviation versus averaging time for a 
variety of GNSS flight clocks

Table 1  Typical SWaP parameters and SIS-URE contributions (δRC) 
24 h after clock update for current GNSS clock technologies

Volume (l) Mass (kg) Power (W) δRC @ 24 h (m)

CFS 14 13 30 3.50
RFS 5 7 30 0.19
PHM 40 25 55 0.45



GPS Solutions (2021) 25:27 

1 3

Page 7 of 13 27

A GNSS satellite clock that increases the SIS-URE by 
less than 5% above the ephemeris uncertainty alone will 
effectively drop the onboard time error out of the navigation 
error budget, and as the above shows, this can be achieved 
if κ ≤ 0.3. Assuming that the clock frequency stability for 
τ ≤ τup stays in the white frequency noise regime, that condi-
tion will be satisfied if A√τup ≤ δRE/(2.5 × 109 m/s). This in 
turn can be achieved either by reducing τup by system design 
and concept of operations, or by investing in clock develop-
ment to reduce A. Although the trade-off is clearly a matter 
of systems engineering judgment, in what follows, we focus 
on the latter approach.

Given the assumptions noted above, σy(τ) = A/τ1/2 for 
τ ≤ τup and κ = 0.3, Fig. 7 shows the required values of A 
to drop the clock out of the SIS-URE budget as a function 
of update interval for δRe = 0.1, 0.2 and 0.5 m. Representa-
tive values of current ephemeris errors for GPS, GLO-
NASS, Galileo and BeiDou are 0.23, 0.48, 0.14 and 0.12 m, 
respectively (Montenbruck et al. 2020). The conclusion to 
be drawn from Fig. 7 is that for ephemeris uncertainties of 
the order of tens of centimeters and update intervals of many 
hours, spacecraft clocks will require white frequency noise-
limited stabilities in the low parts in  10−13/√τ if the clock is 
no longer to contribute significantly to the SIS-URE.

GNSS clock desideratum

As noted by Montenbruck (2020), the current ephemeris 
error in GPS is of the order of 0.2 m; 5% of that amounts 
to about 0.01 m. Even assuming that the ephemeris errors 

(3)A ≈
� . �RE

(7.5 × 108m∕s)�
1∕2
up

are significantly lower than 0.2 m, it is difficult to imagine 
real-time positioning or navigation applications that would 
require better than 1 cm SIS-URE, so we will set the desid-
eratum for the clock contribution to SIS-URE 24 h after 
the last update at that level, requiring a white frequency 
noise Allan deviation σy(τ) ≈ 2.7 × 10−13/√τ, three to four 
times better than the current GPS RAFS.

In our opinion, that sets the ultimate technology goal 
for GNSS satellite clocks: a clock that operates in the 
white frequency noise regime for  105 s or longer, with 
an Allan deviation σy(τ) ≈ 3 × 10−13/√τ. Striving for bet-
ter performance than that is overkill: It buys nothing in 
terms of GNSS navigational capabilities. Operation in 
the white frequency noise regime implies that the clock 
frequency noise is dominated by its fundamental physics, 
not by sensitivity to fluctuations in the environment of the 
interrogated atoms. That should result in more predictable 
performances of production clocks, with less significant 
clock-to-clock performance variation. It should also result 
in smaller clock environmental sensitivities and smaller 
linear frequency drift coefficients. Using the 24-h update 
interval as our baseline requirement provides for stand-
alone satellite robustness, even if the system concept of 
operations allows for more frequent updates.

Other important considerations for a GNSS satellite clock 
are operating life, reliability, SWaP and cost. Of those, the 
cost of the clocks has the least impact, since the cost of any 
reasonably sized set of clocks in the GNSS satellite naviga-
tion payload is typically a small fraction of the total mission 
cost, including launch, while the clock ultimately determines 
the performance of the navigation payload.

Generally, the expected GNSS satellite operating life 
ranges from 10 to 15 years. The expected operating life of 
a GNSS atomic clock should be such that a set of a few 
clocks will support the expected mission duration with very 
high reliability. A critical element in assessing clock operat-
ing life is its use of consumables, but the determination of 
what is a consumable can be non-trivial. It is easy to see 
that the cesium load in a CFS oven or the hydrogen load 
in a PHM reservoir is a consumable. After some thought, 
it becomes evident that the cesium or hydrogen gettering 
capacities for those clock technologies are also “consuma-
bles.” But when looking at the RFS technology, where eve-
rything takes place within vacuum-tight glass envelopes, it 
is easy to assume that there are no consumables. However, 
RFS exhibited early failures because of discharge lamp Rb 
loss (Volk et al. 1984), and, much later, because of discharge 
lamp Xe buffer gas loss (Jaduszliwer et al. 2015). The les-
son here is that confidence in the operating life expectation 
of a clock requires a thorough understanding of all possible 
failure modes. As the old saying goes, “what you don’t know 
that you don’t know is what will kill you.” Thus, life testing 
should be part of the development of any new GNSS clock 

Fig. 7  Allan deviation white frequency noise coefficient to keep the 
increase in SIS-URE due to the clock below 5% of the ephemeris 
contribution, for ephemeris errors of 0.1, 0.2 and 0.5 m
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technology, and it should be started as early as possible in 
the development process.

As for SWaP, systems engineers should avoid placing 
arbitrary a priori hard constraints on those parameters. The 
need to save volume, weight and power is clear, but the push 
to save that last 10% in any of those parameters may compro-
mise clock performance or reliability in unpredictable ways. 
Experience suggests that it should be possible to design a 
clock that will meet the desired performance parameters 
while staying within an approximately 10 l, 10 kg and 40 W 
SWaP box; actual hard bounds on those parameters should 
be placed after the challenges presented by a specific clock 
technology are well understood, and not before.

What clocks are there in the future of GNSS?

Several competing clock technologies are now being offered 
for use in future GNSS satellites. In particular, we have 
discussed why, as far as navigation is concerned, white 
frequency noise performance much better than σy(τ) ≈ 
3 × 10−13/√τ out to  105 s averaging time should not be a 
deciding factor in adopting one technology over another. 
Instead, all technologies offering performance at least as 
good as that level should be considered as equally well 
suited for onboard GNSS timekeeping, and choices among 
those technologies should be made on the basis of technol-
ogy maturity, SWaP, operational life and clock reliability.

Mercury ion clock

The  Hg+ clock or mercury frequency standard (MFS), also 
known in different configurations as the Linear Ion Trap 
Standard (LITS), Mercury Atomic Frequency Standard 
(MAFS) and Deep Space Atomic Clock (DSAC), was origi-
nally developed by researchers at Hewlett Packard Corpora-
tion (Cutler 1983), but truly matured by scientists at NASA’s 
Jet Propulsion Laboratory (JPL). Its reference frequency is 
the ν0 ≈ 40.5 GHz hyperfine transition in the ground state 
of the 199Hg+ ion. Since the ions carry an electrical charge, 
they can be confined by electromagnetic fields. The early 
trapped mercury ion clock using a three-dimensional RF 
Paul ion trap was not very successful because space charge 
limited the number of ions that could be confined in the 
quasi-spherical symmetry ion cloud, resulting in poor SNR. 
That problem was resolved at JPL by replacing the three-
dimensional RF trap by a linear RF trap consisting of a Paul 
quadrupole RF mass filter capped at both ends by electrodes 
at a high enough positive potential (Paul et al. 1958); the 
cylindrical symmetry of this arrangement allows for trap-
ping a large number of ions by reducing space charge effects. 
While all the atomic clock technologies currently used in 
GNSS allow for continuous microwave interrogation of the 

atomic frequency reference, in the MFS interrogation takes 
place as a sequence of discrete three-step events: atomic 
state preparation, atom–microwave interaction and atomic 
state analysis/detection (Prestage et al. 1989). The physics 
package of the MFS is shown schematically in Fig. 8.

In the first step, an electron gun placed at one of the ends 
of the trap is turned on for a short time to provide a large 
enough number of 199Hg+ ions. The ions thermalized by col-
lisions with buffer gas (He or Ne) atoms are trapped by the 
quadrupole RF field and are then optically pumped by the 
light from a 202Hg discharge lamp to provide the necessary 
population imbalance between the two hyperfine sublevels of 
the trapped ions. In the second step, the lamp is turned off, or 
its light is blocked, and the 199Hg+ ions interact for an inter-
rogation time T with ν ≈ 40.5 GHz radiation injected into 
the trap by a microwave horn. In the third step, the discharge 
lamp light illuminates again the 199Hg+ ions. In the absence 
of a near-resonant microwave field, the 199Hg+ ions will 
remain in the hyperfine level populated by optical pump-
ing and will not absorb light from the lamp. The presence 
of near-resonant microwaves will repopulate the depleted 
199Hg+ hyperfine level, and the ions will absorb light from 
the lamp and fluoresce; the photomultiplier will then detect 
some of that fluorescent light. When the injected microwave 
frequency equals the hyperfine transition frequency, ν = ν0, 
the photomultiplier signal will reach a maximum, provid-
ing the means to lock the microwave frequency to ν0. To 
maximize the signal, the microwave power level is adjusted 
to provide a full “Rabi flop” (Ramsey 1956) during the inter-
rogation time T. The microwave linewidth can be reduced 
by increasing T, and very small linewidths can be achieved. 
It is important to stress that because of the significant dead 

Fig. 8  Schematic cross-sectional diagram of an MFS physics package 
displaying its main elements: 202Hg discharge lamp, RF quadrupole 
linear trap, trapped 199Hg+ columnar cloud, microwave horn and pho-
tomultiplier. Not shown are the trap end caps, the electron gun, 199Hg  
source and getter pump. The vacuum envelope contains a buffer gas 
(helium or neon) at a very low pressure and 199Hg vapor
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time associated with the three-step pulsed interrogation, the 
MFS technology requires a highly stable local oscillator.

Because of its high ν0 and very small Δν, the MFS has an 
extremely high hyperfine transition line Q, and so can pro-
vide very high-frequency stabilities. While MFS technology 
would indeed be novel as a GNSS clock technology, MFS 
have been built and operated for over 25 years; they are well 
understood, and the MFS technology maturity offers a sound 
basis for risk mitigation if the MFS was to be considered as 
the GNSS desideratum clock. Between 1997 and today, JPL 
has delivered multiple MFS to NASA’s Deep Space Network 
(DSN) and the US Naval Observatory under the LITS (Lin-
ear Ion Trap Standard) label.

Recognizing its potential as a space clock technology, 
scientists at JPL started in 2003 to develop smaller MFS 
prototypes having reasonable SWaP parameters and capable 
of operating with a high-quality OCXO as the local oscilla-
tor. A breadboard device (Tjoelker et al. 2011) was devel-
oped for possible use in GPS; it consumed 40 W, and once 
fully engineered, it was expected to have a few liters volume 
and a few kilograms mass. Having a hyperfine transition 
line Q ≈ 8 × 1010, it operated in the white noise frequency 
regime for 10 s < τ ≤ 105 s with an Allan deviation σy(τ) ≈ 
1.5 × 10−13/√τ; for τ < 10 s σy(τ) ≈  10−13, determined by the 
local oscillator. The Deep Space Atomic Clock (DSAC) was 
developed (Tjoelker et al. 2016) to demonstrate the value of 
high stability atomic clocks for deep space navigation and 
radio science. The NASA Technology Demonstration DSAC 
mission was launched into Earth orbit on June 25, 2019; it 
has been operating successfully, and NASA has extended the 
mission duration for another year (Cofield 2020).

A prototype MFS for space applications under develop-
ment at the Key Laboratory of Atomic Frequency Standards 
of the Chinese Academy of Sciences (Liu et al. 2020) has 
demonstrated a white frequency noise Allan deviation σy(τ) 
≈ 4.5 × 10−13/√τ for t ≤ 4 × 104 s, with no indication of the 
presence of colored frequency noise up to that averaging 
time. Its SWaP parameters are 16.4 l, 15.12 kg and 66 W.

Pulsed optically pumped rubidium atomic clock

The pulsed optically pumped rubidium atomic clock (or 
pulsed optically pumped rubidium frequency standard, 
POP-RFS) looks very similar to the RFS, except that it uses 
a laser as the optical pumping light source, rather than a 
discharge lamp, and it operates in a pulsed, instead of con-
tinuous, interrogation fashion (Levi et al. 2013).

The physics package of a POP-RFS is shown schemati-
cally in Fig. 9. As in the MFS, interrogation takes place as a 
sequence of discrete three-step events: atomic state prepara-
tion, atom–microwave interaction and atomic state analysis/
detection. In the first step, a semiconductor laser operat-
ing at 780 nm optically pumps the hyperfine sublevels of 

the 87Rb atoms in the resonance cell. A second 87Rb vapor 
cell provides an optical wavelength reference to lock the 
laser output wavelength. In the second step, the acousto-
optic modulator blocks the laser light, and the Rb atoms 
interact with ν ≈ 6.8 GHz microwave pulses timed using 
a scheme known as Ramsey interrogation (Ramsey 1956). 
In the third step, the laser light illuminates again the 87Rb 
atoms. In the absence of a near-resonant microwave field, 
the 87Rb atoms will remain in the hyperfine level populated 
by optical pumping and will not absorb light from the laser. 
The presence of near-resonant microwaves will repopulate 
the depleted 87Rb hyperfine level, and the atoms will absorb 
light from the laser. When the injected microwave frequency 
equals the hyperfine transition frequency, ν = ν0, the photo-
diode signal will reach a minimum, providing the means to 
lock the microwave frequency to ν0. Again, because of the 
dead time associated with the three-step pulsed interroga-
tion, the POP-RAFS technology imposes somewhat stronger 
requirements on the frequency stability of the local oscil-
lator, compared with the lamp-pumped RAFS. However, a 
major advantage of the three-step pulsed interrogation is that 
the atoms interact with the microwaves in the absence of 
perturbing laser light. Recent research suggests that jumps in 
lamplight for the lamp-pumped RAFS are a major contribu-
tor to the clock’s observed random walk frequency noise 
(Formichella et al. 2017); the POP-RAFS would therefore 
have no such issue.

The Ramsey interrogation technique results in a nar-
rower hyperfine transition linewidth than in the case for the 
lamp-pumped RFS, yielding a hyperfine transition line Q ≈ 
4.5 × 107. The prototype POP-RFS at the Istituto Nazionale 
di Ricerca Metrologica (INRiM) displayed a white frequency 
noise Allan deviation σy(τ) ≈ 1.7 × 10−13/√τ for τ < 104 s 
(Levi et al. 2013). Shen et al. (2020) reported a white fre-
quency noise Allan deviation for a POP-RFS at the Shanghai 

Fig. 9  Schematic diagram of a POP-RFS physics package displaying 
its main elements: 780 nm laser, wavelength reference cell, acousto-
optic modulator, resonance cell containing 87Rb vapor and enclosed 
in a microwave cavity, and photodiode. Cell ovens, magnetic shields 
and C-field coil are not shown
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Institute of Optics and Fine Mechanics (SIOM) of σy(τ) ≈ 
2.8 × 10−13/√τ for τ < 104 s. In their prototype design, Levi 
et al. (2013) observed that colored noise became significant 
for averaging times longer than an hour, which was attrib-
uted to a higher-than-expected sensitivity to temperature 
fluctuations in their physics package design. A POP-RFS 
engineered for space operation is now under development by 
a Leonardo SpA/INRiM collaboration (Arpesi et al. 2018), 
with an expected SWaP of 17 l, 9 kg and 50 W.

Optical rubidium atomic clock

A completely different architecture for a novel space clock 
was developed at the US Air Force Research Laboratories 
(AFRL) and is described by Phelps et al. (2018). Instead of 
locking the frequency of a RF OCXO to an atomic hyper-
fine transition in the microwave frequency range, the optical 
rubidium frequency standard (O-RFS) locks the frequency 
of a near-infrared laser to an atomic optical transition, using 
quasi-resonant Doppler-free two-photon spectroscopy in a 
Rb vapor cell. The concept (Millerioux et al. 1994) exploits 
the fact that it is possible to excite the  5S1/2 → 5D5/2 optical 
transition in 85Rb by absorbing two 778 nm photons; if the 
two photons are counterpropagating, the excitation will be 
unaffected by the Doppler effect. The optical transition has a 
line Q ≈  109. On its way back to the ground state, the excited 
85Rb atom will emit a 420 nm photon that can be detected 
very efficiently by a photomultiplier; the background of 
778 nm light can be easily filtered out, leading to excellent 
detection SNR.

A block diagram of the O-RFS physics package is shown 
in Fig.  10. Phelps et  al. (2018) used an AlGaAs diode 
laser as their 778 nm IR light source; as an alternative, a 
frequency-doubled 1556 nm telecom fiber laser was used 
by Lemke et al. (2017). The retroreflector at the back of 

the 85Rb vapor cell provides the counterpropagating beam 
required for Doppler-free two-photon spectroscopy. The blue 
(420 nm) fluorescence emitted as 85Rb atoms excited to the 
 5D5/2 state decay back to their ground state is detected by 
the photomultiplier; when the laser is tuned at the atomic 
 5S1/2 → 5D5/2 transition frequency, ν = ν0, the photomulti-
plier signal will reach a maximum, providing the means to 
lock the laser frequency to ν0. Figure 10 looks deceptively 
simple; the box labeled “beam control photonics” stands for 
several fairly complex photonics/electronics control loops.

The optical frequency reference provided by the O-RFS 
is in the optical domain, ν0 ≈ 3.85 × 1014 Hz. For practical 
O-RFS applications, that frequency must be translated to 
the RF domain without losing frequency stability. This can 
be accomplished by using the frequency comb technique 
described by Diddams et al. (2000). A beam splitter feeds 
a small fraction of the laser light to produce an optical beat 
note with a compact fiber frequency comb generator similar 
to the one described by Sinclair et al. (2015). The Phelps 
et al. (2018) O-RFS realization showed a white frequency 
noise Allan deviation σy(τ) ≈ 5 × 10−13/√τ for integration 
times shorter than 200 s, with random walk frequency noise 
becoming dominant for longer averaging times. Their esti-
mated SWaP parameters for the optical portion of the O-RFS 
are approximately 30 l, 8.4 kg and 80 W. The main contribu-
tors to colored frequency noise are laser power fluctuations 
and Rb vapor density fluctuations caused by a fluctuating 
oven temperature. The Lemke et al. (2017) O-RFS realiza-
tion showed a white frequency noise Allan deviation σy(τ) 
≈ 5 × 10−13/√τ for averaging times shorter than an hour, 
with colored noise becoming dominant for longer integra-
tion times. That realization used a frequency-doubled tel-
ecom laser, likely leading to a larger, heavier clock requiring 
higher power.

Concluding thoughts

Among the technologies described in the preceding section, 
the MFS probably presents the least technical risk. It has 
already demonstrated that it meets the performance desid-
eratum in a flight design; the dominant sources of colored 
frequency noise are understood and well under control, and 
it can be engineered to meet the previously discussed SWaP 
goals. It has a quarter of a century of operational history as a 
ground frequency standard, and its failure modes are under-
stood. As is the case with the RFS, the most likely source of 
surprises will be its rf-discharge lamp, implying that for this 
technology, lamp reliability and lamp operational life must 
be given close attention.

The POP-RFS short-time performance meets the σy(τ) ≈ 
3 × 10−13/√τ desideratum. The O-RFS demonstrated per-
formance falls slightly short, but it is likely that it can be 

Fig. 10  Block diagram of an O-RFS, displaying its main components: 
778 nm IR laser, beam control photonics, 85Rb vapor cell, beam ret-
roreflector and photomultiplier. The beam splitter directs a fraction 
of the light output of the laser into a frequency comb generator. Not 
shown are the cell oven, magnetic shields and a blue filter preventing 
IR light from scattering into the photomultiplier
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improved enough to meet it. In both cases, colored frequency 
noise becomes dominant for averaging times longer than an 
hour, though in each case the source of that noise appears 
to be known: for the POP-RFS, temperature gradient noise, 
which can be mitigated via careful attention to design; and 
in the case of the O-RFS, AC-Stark shift fluctuations, which 
can be mitigated via careful attention to laser intensity sta-
bility. Nevertheless, for these two technologies, additional 
work will be needed to understand their sources of colored 
frequency noise better and to develop SWaP-efficient means 
of mitigation.

Both the POP-RFS and O-RFS technologies make use 
of lasers and other photonic components. Much of the pho-
tonic components and devices available for use in new clock 
technologies were developed for the wideband communi-
cations industry. The devices used in the infrastructure of 
that industry typically have high reliability ratings. But they 
were not developed for use in space, and their suitability 
for use in satellites cannot be taken for granted. Besides the 
obvious need for radiation hardness testing, their reliabil-
ity, operating life and performance in a vacuum and in the 
thermal spacecraft environment must be assessed, as well as 
their ability to survive the launch shock and vibration envi-
ronment. Mode-hops, which are common in many types of 
semiconductor lasers, will cause the clock to lose frequency 
lock and thus must be avoided; a GNSS clock laser should 
be able to operate without mode-hops for many years. In our 
opinion, the O-RFS presents a higher technical risk than the 
POP-RFS because of its extensive use of photonic compo-
nents, the added complexity presented by the need to use 
a femtosecond laser frequency comb to translate frequen-
cies from the optical to the RF domain, and the large SWaP 
parameters of current prototypes.

Other clock technologies have been proposed as candidate 
advanced atomic clocks for GNSS. The frequency stabil-
ity of cesium atomic beam clocks is limited by a relatively 
poor SNR. In the classical CFS clock that uses constant field 
gradient magnets for hyperfine state selection and analysis, 
a very small fraction of the atoms effusing from the cesium 
oven ends up at the detector. Replacing magnetic state selec-
tion by optical pumping with a diode laser, and hot wire ion-
izer detection by optical fluorescence detection can improve 
the SNR by orders of magnitude. Optically pumped, opti-
cally detected cesium beam clocks for GNSS applications 
have been demonstrated by Lutwak et al. (2001), achieving 
in their high-performance configuration a white frequency 
noise Allan deviation σy(τ) ≈ 1.5 × 10−12/√τ for averag-
ing times up to a day (with no signs of flickering), and by 
Schmeissner et al. (2017), who reported a white frequency 
noise Allan deviation σy(τ) ≈ 2 × 10−12/√τ for τ ≤ 104 s, 
flickering for longer integration times. That performance 
would make them competitive with the best GNSS RFS, 
although at the cost of a significant SWaP penalty. However, 

there is no clear path for that technology to achieve the per-
formance expected for the desideratum clock.

The development of laser cooling and trapping of neutral 
alkali atoms during the 1980s precipitated a revolution in 
time metrology. Laser-cooled atoms can have speeds as low 
as a few cm/s, allowing for much longer microwave interro-
gation times, and thus resulting in very high hyperfine line. 
Kasevich et al. (1989) demonstrated the feasibility of a Zach-
arias-type fountain clock, and over the next decade fountain 
clocks became the primary time and frequency standard in 
metrology laboratories around the world. Fountain clocks 
require gravity for their operation, but before the 1990s were 
over, cold atom clocks for space applications were under 
consideration in Europe and the USA.

Lemonde et al. (1997) described a cold cesium atom 
clock capable of operating in microgravity. It was devel-
oped by the French Centre National D’Etudes Spatiales 
(CNES) for eventual deployment in the International Space 
Station (ISS) for scientific and metrology applications. A 
cold rubidium atom space clock of similar architecture was 
developed for the Chinese Manned Space Program (Liu et al. 
2018) and deployed on board the Chinese Space Labora-
tory Tiangong-2. Those clocks are significantly smaller and 
lighter than metrology-class atomic fountains, but are still 
too large, heavy and power-hungry for GNSS onboard clock 
applications.

Compact cold atom clocks for space applications were 
proposed by Buell and Jaduszliwer (1999) and Heavner et al. 
(2011). The Allan deviations achieved by those clocks could 
easily meet σy(τ) ≈ 3 × 10−13/√τ for τ ≤ 105 s and could have 
SWaP parameters falling within the 10 l, 10 kg and 40 W 
box. However, slow atom trajectories in the satellite micro-
gravity environment will be very different from those in the 
terrestrial test bench. The “test as you fly” systems engineer-
ing paradigm requires each individual GNSS clock to be 
tested on the ground operating in the same way as it would in 
space. A cold atom clock could be designed for dual opera-
tion on the ground and in microgravity, and the technology 
could be validated in a low-cost experimental satellite, but it 
still would not be able to meet the “test as you fly” require-
ment, making the cold atom clock technology less desirable 
for GNSS onboard clocks.

In conclusion, there are three clock technologies under 
current development that could meet the requirements for 
the ultimate GNSS onboard clock: the MFS, the POP-RFS 
and the O-RFS. Of those, and strictly from a technology 
perspective, the MFS is the one closest to be ready for the 
actual design of a GNSS flight clock. The other two need 
varying levels of additional effort, as well as additional 
work to assess the reliability and operational lifetimes of 
the photonic components and devices used in their physics 
packages. The O-RFS also needs to demonstrate the ability 
of a prototype to fall within the desired SWaP parameters 
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box of 10 l, 10 kg and 40 W. This is not to say that the MFS 
does not have its own issues to address for GNSS applica-
tions (Camparo and Driskell, 2015), it only means that of 
the three technologies, the MFS is furthest along for future 
GNSS operation.
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