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Abstract
In recent years, with the rapid development of automated driving technology, the task for achieving continuous, dependable, 
and high-precision vehicle navigation becomes crucial. The integration of the global navigation satellite system (GNSS) and 
inertial navigation system (INS), as a proven technology, is confined by the grade of inertial measurement unit and time-
increasing INS errors during GNSS outages. Meanwhile, the ability of simultaneous localization and environment perception 
makes the vision-based navigation technology yield excellent results. Nevertheless, such methods still have to rely on global 
navigation results to eliminate the accumulation of errors because of the limitation of loop closing. In this case, we proposed 
a GNSS/INS/Vision integrated solution to provide robust and continuous navigation output in complex driving conditions, 
especially for the GNSS-degraded environment. Raw observations of multi-GNSS are used to construct double-differenced 
equations for global navigation estimation, and a tightly coupled extended Kalman filter-based visual-inertial method is 
applied to achieve high-accuracy local pose. The integrated system was evaluated in experimental validation by both the 
GNSS outage simulation and vehicular field experiments in different GNSS availability situations. The results indicate that 
the GNSS navigation performance is significantly improved comparing to the GNSS/INS loosely coupled solution in the 
GNSS-challenged environment.

Keywords  Multi-GNSS · Stereo visual-inertial odometry · Sensor fusion · Autonomous driving · GNSS-challenged 
environment

Introduction

Autonomous driving has become a popular topic and gains 
much attention. GNSS is the most utilized navigation system 
for the self-perception of moving vehicles. However, its per-
formance is strongly influenced by the inconsecutive signals 
and multipath effects, particularly in some typical conditions 
such as the city canyon and tunnel. So, fusing augmented 
sensors may be an effective solution to ensure navigation 
performance during GNSS outages.

The GNSS/INS-integrated system has been widely 
applied to tackle the interrupt problems of GNSS signals. 
Shin (2005) has demonstrated that the integrated DGPS/INS 
system could realize a sub-meter level positioning in GPS-
denied conditions, but the error accumulation of IMU still 

confines its performance. In order to suppress the divergence 
of INS errors during GPS outages, Klein (2010) verified 
the availability of motion constraints and used the knowl-
edge of vehicle behaviors to aid the estimation process. In 
recent years, the development of multi-GNSS also promotes 
the progress of the GNSS/INS system. Gao et al. (2016) 
showed that augmentation with multi-GNSS could help the 
integrated system have a better performance compared to the 
GPS-only integrated system. However, GNSS is still domi-
nant in the integration system. In GNSS long outages, the 
GNSS/INS integration will lose the advantage due to the 
rapid time-increasing INS errors.

Fortunately, visual-inertial odometry (VIO) has an excel-
lent performance in the local pose estimation. A remark-
able measurement model of filter methods was proposed 
by Mourikis and Roumeliotis (2007). In their algorithm, 
3D feature positions are removed from the state vector, 
and geometric constraints are added to relative frames to 
reduce computational costs. Based on this model, the filter-
based approaches have been developed rapidly for its high 
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efficiency. Huang et al (2010), Li and Mourikis (2013) and 
Hesch et al (2017) proved and corrected the inconsistent of 
EKF filter methods, which improved the accuracy of the 
filter framework. To increase the robustness of the system 
in the low-texture environment, He et al (2018) and Zheng 
et al (2018) added line features, and Zhang and Ye (2020) 
extracted plane features to aid point features in detecting 
and tracking. With the development of computer technol-
ogy, real-time optimization-based VIO methods become 
possible and proliferate rapidly. The raw measurements of 
IMU are constructed as a pre-integration item and added 
to factor graphs to improve the accuracy of optimization 
frameworks in Forster et  al. (2017). Leutenegger et  al. 
(2015) first adopted the keyframe strategy and maintained a 
bounded-sized optimization window to reduce the computa-
tion complexity of optimization-based approaches. Qin et al. 
(2018) constructed a high-precision monocular visual-iner-
tial optimization system and added online extrinsic calibra-
tion, re-localization, and global optimization to increase the 
robustness and universality. In order to resist the influence 
of low-texture and illumination changes, the motion of the 
camera is directly estimated by minimizing a photometric 
error based on pixels with large enough intensity gradients 
instead of sparse feature points in Usenko et al. (2018). 
Generally, the property of re-linearization at each itera-
tion makes optimization-based approaches more accurate. 
However, these iterations also lead to a high computational 
cost. By contrast, Sun et al. (2018) and Bloesch et al. (2015) 
demonstrated that filter-based methods have a more efficient 
way to achieve comparable accuracy, which is more critical 
for the sensor fusion.

VIO has an impressive performance in the local pose esti-
mation, and GNSS can provide global high-precision posi-
tioning results. For the sake of realizing a local accurate and 
global drift-free pose estimation, it is advisable to fuse VIO 
and GNSS. A general EKF-based integrated framework is 
designed by Lynen et al. (2013) to fuse both relative and 
absolute form measurements from different sensors. Mas-
caro et al. (2018) regarded the sensor fusion problem as an 
alignment problem. The transformation between the local 
frame and the global frame is estimated and updated fre-
quently to correct the drift of VIO in a smooth way. Won 
et al. (2014) and Vu et al. (2012) demonstrated that the 
vision/vision-inertial system can provide highly available 
and lane-level vehicle navigation by fusing GNSS pseu-
dorange measurements. Although the integration of the 
GNSS/IMU/Vision has been discussed in several studies, 
they mainly focus on the fusion of vision and the low-cost 
micro-electro-mechanical system (MEMS) IMU, and only 
pseudorange observations or GPS position were mainly used 
in these frameworks. In the experiment, these methods were 
only verified with the simulated data or small-scale data 
under the open-sky condition.

In this situation, we intend to develop an integrated 
framework of GNSS/INS/Vision to provide robust and con-
tinuous navigation results for moving vehicles facing the 
GNSS-challenged environment. The vision information is 
integrated with high-grade IMU, and multi-GNSS observa-
tion of the double-frequency pseudorange and carrier phase 
and Doppler observation are all available in our integrated 
system. A new feature tracking method is provided in the 
feature tracking for the vehicle image acquisition, which 
can significantly improve the performance of feature match-
ing and tracking in the long camera baseline condition. In 
order to comprehensively assess the performance of our 
solution, both the simulation experiment of GNSS outages 
and vehicular field experiments were conducted. The field 
experiments cover different GNSS observation conditions 
and consist of variable large-scale scenes.

Algorithm formulation

We discuss the algorithm details of the integrated system 
in this section. First, the system overview is introduced for 
a clear explanation of the integrated framework. Then, we 
present the definition of the system states in the error state 
vector section. The main parts of the algorithm are the pro-
cess model and the measurement model. The process model 
mainly expounds on the filter propagation equations of the 
INS error state model and the augmentation of the cam-
era state. In the measurement model, we discuss the multi-
GNSS measurement model and the visual measurement 
model. In addition, the design of the vision processing front 
end is also presented in this part.

System overview

Figure 1 shows the architecture of the proposed GNSS/
INS/Vision integrated system, and the measurements come 
from three different parts. Whereas GNSS receivers provide 
the multi-frequency and multi-system pseudorange, carrier 
phase, and Doppler observations, the high-frequency accel-
eration and angular velocity during the vehicle motion can 
be collected by IMU. The stereo camera captures the varia-
tion of the surroundings.

The designed integrated system is based on the EKF 
method. It starts with system initialization, which sets the 
parameters and configurations of the system and gets the ini-
tial attitude by an initial alignment procedure. After that, the 
high-rate angular velocity and acceleration measurements 
are processed by the INS mechanization, and the results are 
used to update the prediction of the currently integrated sys-
tem states and the corresponding covariance.

Raw GNSS observations from the base and rover stations 
are used to construct DD code and phase observations. After 
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passing the quality checking, the available multi-GNSS 
results can be used by the integrated EKF engine for meas-
urement updates. As for the visual part, once the new image 
sequences are recorded, the feature extracting and tracking 
procedure is proceeded by the front end. Once the current 
image is identified as a keyframe, the corresponding error 
state and covariance will be added to the system state vector 
by state augmentation and maintained by a sliding window 
mechanism. When a feature fails to be tracked or the slid-
ing window is full, a visual measurement update will be 
performed for the vehicle state estimation. Finally, the esti-
mated biases of gyroscope and accelerometer are fed back 
to compensate the corresponding raw observations for next 
update procedures.

Error state vector

There are two different variables in the state vector of the 
integrated system. One is the INS state, which represents the 
current navigation information of the vehicle. The other one 
is the camera states, which store the information on historical 
camera poses. In the algorithm, we adopted the error state vec-
tor instead of the original state vector to avoid the additional 

constraint of the rotation. The entire error state vector at time 
step k can be expressed as:

where �xINS is the INS error state at the current time step 
k . �xCi

 is the historical camera error state at time step i 
( i = 1, 2, 3,⋯ , k ). The INS error state is derived as:

where �vn
b
 and �rn

b
 represent the velocity and position error 

state vector of INS in n-frame (i.e., navigation frame, north-
east-down), respectively. ��n

b
 denotes the error state vector of 

INS attitude in n-frame. �bg and �ba are the gyroscope bias 
vector and accelerometer bias vector. The camera error state 
at time step i is defined as:

where ��l
ci
 and �rl

ci
 are the error state vector of the camera 

pose in l-frame at time step i . The definition of the l-frame 
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Fig. 1   Implementation of EKF-
based stereo camera, IMU and 
multi-GNSS integration system
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can be found in augmentation of camera state section. For 
the stereo camera, the attitude and position of the right cam-
era can be obtained with the extrinsic parameters, so only 
the left camera pose is included in the error state vector.

Process model

The process model of the integration system is discussed in 
this section. We acquire the discrete-time implementation for 
the state propagation in the EKF by the discretization of the 
continuous-time INS error state model. In addition, the INS 
error state is augmented with a new camera state once a new 
image is passing the keyframe screening.

INS error state model

The initial states of the inertial system are determined from 
the alignment process. According to the different states of 
the vehicle and grades of IMU, the stationary alignment, the 
position vector matching method, and the velocity matching 
method can be adopted in the alignment process based on (Liu 
et al. 2017). The following states of the inertial system are pro-
cessed by mechanization. The inertial system is mechanized 
in the n-frame and its error dynamics equations are based on 
the Psi-angle error model (Shin 2005). The Psi-angle error is 
a rotation vector between the computer frame (c-frame) and 
the true navigation frame (Savage 2000). The error dynamics 
equations can be expressed as:

where 𝛿ṙn , 𝛿v̇n , and 𝛿𝜃̇n represent the derivative of posi-
tion, velocity, and attitude error in n-frame, respectively. f n 
denotes the specific force in n-frame, which describes the 
difference between the true acceleration and the accelera-
tion due to gravity. Cn

b
 denotes the rotation matrix from b

-frame (i.e., body frame) to n-frame. �n
en

 denotes the turn 
rate of n-frame relative to e-frame, projected in n-frame. �n

ie
 

is the angular velocity of e-frame (i.e., earth-centered earth-
fixed, ECEF frame) relative to inertial i-frame, projected in 
n-frame. �gn represents the gravity error vector. The symbol 
(×) denotes the cross-product. The �f b and ��b

ib
 are the sum-

mation error of the accelerometer and gyroscope measure-
ment in b-frame, which are defined as:

where na and ng are the noise of accelerometer and gyro-
scope measurements, which are modeled as the Gaussian 
white noise, na ∼ N(0, �2

a
) , ng ∼ N(0, �2

g
) . ba and bg represent 
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the biases of the accelerometer and gyroscope, and they are 
modeled as the random walk. The derivatives of the biases 
are the Gaussian white noise:

where nba and nbg are the Gaussian white noise of the accel-
erometer  and gyroscope biases,  nba ∼ N(0, �2

a
) , 

nbg ∼ N(0, �2
g
) . Based on (4) and (5), the linearized contin-

uous-time dynamic error model is described as:

where nINS represents the noise of the inertial system, 
nT
INS

=
[(
ng
)T
,
(
nbg

)T
,
(
na
)T
,
(
nba

)T]T  , F  is a dynamic 
matrix, and G is a design matrix. The close form of F and G 
can be found in Chatfield (1997).

The mechanization of the inertial system can update the 
INS state. The propagation of INS error state uncertainty can 
be obtained from the discretization of (7). First, the process 
noise covariance matrix can be computed as:

with

where Q = E[nINSn
T
INS

] is the covariance matrix of the INS 
error state noise. Φ represents the state transition matrix. 
While the interval of the sampling time is small enough, Φk 
can be approximated with the First-order Taylor expansion 
as:

Then, the propagation of the whole INS error state uncer-
tainty can be computed as:

where PIIK
 is the covariance matrix of the INS error state 

at time step k . Once the state vector contains the historical 
camera states, the covariance matrix is updated as:

where Pk+1,k presents the covariance matrix of the error state 
vector. PCCK

 represents the covariance matrix of the cam-
era error state at time step k . PICK

 indicates the covariance 
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matrix between the camera error state and the INS error 
state.

Augmentation of camera state

The initial pose of the new camera in e-frame at time step 
k can be obtained with the latest INS state as:

where Ce
n
 is the rotation matrix from n-frame to e-frame, 

which can be computed from the geographical location. Cb
c
 

and rb
c
 represent the rotation and translation from c-frame 

(i.e., camera frame, right-down-forward) to b-frame, which 
can be obtained with the IMU-camera extrinsic parameter 
calibration. D−1 is a transfer matrix from the geodetic coor-
dinate to the e-frame.

The estimated pose of the new camera is projected from 
the e-frame to local frame for the numerical stability. The 
local frame ( l-frame) is defined with the reference of the 
first camera pose in the e-frame ( Ce

c0
,re
c0

 ). The estimated 
pose of the new camera in l-frame can be derived as:

The augmented covariance matrix is computed as:

with

where H is a differential equation between the geodetic 
coordinate system and the e-frame, which can be computed 
as:
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Ĉn
b
rb
c
×
�
03×3 03×3 03×3 H

⎞⎟⎟⎠

(19)H =

⎡⎢⎢⎣

A cosB cos L − (N + h) sinB cos L −(N + h) cosBsinL cosB cos L

A cosB sin L − (N + h) sinB sinL (N + h) cosBcosL cosB sinL

A
�
1 − e2

�
sinB +

�
N
�
1 − e2

�
+ H

�
cosB 0 sinB

⎤⎥⎥⎦

where B and L indicate the geodetic latitude and the geodetic 
longitude, respectively. h is the ellipsoidal height. a denotes 
the semimajor axis of the reference ellipsoid. e denotes the 
linear eccentricity of the reference ellipsoid. N is the radii 
of curvature in the prime vertical.

Measurement model

The measurement model of the integrated system consists of 
two parts. The multi-GNSS measurement model is employed 
to process the raw GNSS observations, and the quality control 
methods are also applied to eliminate outliers. The final results 
of GNSS with actual uncertainties will be used for the EKF 
updating. The frond-end of vision processes feature tracking 
and matching. The matched features will be used to construct 
the re-projection error equations and the EKF state estimation 
in the visual measurement model.

Double‑difference multi‑GNSS measurement model

The observation equations of the GNSS pseudorange, carrier 
phase, and Doppler from the base and rover stations can be 
presented as (Li et al. 2015):

where and s represent for the receiver and satellite, and i 
is the GNSS carrier phase frequency. Pi , Li , and Di denote 
the pseudorange, carrier phase, and Doppler observations 
from receivers. � depicts the geometric distance between 
the receiver antenna phase center and the satellite antenna 
phase center. tr and ts are the offsets of the receiver clock 
and satellite clock. c is the speed of light. Ts

r
 and Is

r,i
 are the 

tropospheric and ionospheric delays along the signal path 
at i frequency. � and N are the carrier phase wavelength and 
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integer ambiguity. dr,i and ds
i
 are the differential code biases 

(DCB) of the receiver and satellite at i frequency. br,i and bs
i
 

are the un-calibrated phase delay (UPD) of the receiver and 
satellite at i frequency. PHs

r,i
 is the carrier phase wind-up 

effect. Δ� represents other corrections. �P , �L and �D denote 
the measurement noises of the pseudorange, carrier phase, 
and Doppler, respectively. The DD is adopted between the 
stations and satellites. After that, the observation equations 
of the pseudorange and carrier phase are described as:

where ∇Δ(⋅) represents the DD operator. For the DD equa-
tions, the offsets of the receiver clock and satellite clock, 
the DCB and the UPD of the satellite end and the ground 
receiver are eliminated. In our research, the baseline is usu-
ally less than 5 km. When using the DD equations for this 

(24)∇ΔPi = ∇Δ� + ∇ΔT + ∇ΔIi + ∇Δ�P

(25)∇ΔLi = ∇Δ� + ∇ΔT − ∇ΔIi + �i∇ΔNi + ∇Δ�L

where rn
GNSS

 and vn
GNSS

 indicate the GNSS position and veloc-
ity results from the GNSS module in the n-frame. rn

b
 and vn

b
 

denote the position and velocity of IMU center solved by the 
INS mechanization. lb is the lever-arm offset in the b-frame. 
nr
GNSS

 and nv
GNSS

 are the covariance matrixes of the GNSS 
position and velocity results. After the linearization of the 
measurement model (28, 29), the residuals at time step k can 
be expressed as:

where r̂n
INS

 and v̂n
INS

 are the position and velocity of the GNSS 
antenna phase center predicted by INS, considering the 
lever-arm effect. The design matrix HGNSS,k can be derived 
as:
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]
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short baseline, the residuals of the ionospheric and tropo-
spheric delays are negligible. The geometric ranges and the 
ambiguities are the only estimated parameters as:

where the parameters in this equation are the same as in 
(24) and (25).

The quality of GNSS observations is checked by the sig-
nal–noise ratio, satellite number and elevation. The vari-
ances of GNSS observations are determined by the satel-
lite elevation-dependent weight model following (Ge et al. 
2008). In order to further eliminate the influence of the 
outliers in the process of GNSS measurement updates, we 
adopted a robust estimation based on bifactor equivalent 
weight (Yang et al. 2002).

In the GNSS module, the EKF method is applied to per-
form data processing. When the GNSS results are available 
and passed the position check based on the INS or INS/
Vision prediction, the integrated system can conduct the 
measurement update procedure through the EKF engine. 
Generally, there is an offset between the IMU center and the 
GNSS receiver antenna reference point (ARP); it is neces-
sary to compensate for the lever-arm effect for data fusion. 
The lever-arm corrections of the position and velocity in n
-frame are expressed as:

(26)∇ΔPi = ∇Δ� + ∇Δ�P

(27)∇ΔLi = ∇Δ� + �i∇ΔNi + ∇Δ�L
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=rn
b
+ D−1Cn

b
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where N is the quantity of the camera error states left in the 
error state vector at time step k.

Vision processing front end

In our implementation, the baseline between the left and 
right camera can reach 505 mm, which makes the illumi-
nation and viewpoint between the left and the right image 
vary slightly. So, a feature tracking method combining 
the rotated binary robust independent elementary features 
(BRIEF) descriptor (Rublee et al. 2011) and the Kanade-
Lucas-Tomasi (KLT) sparse optical flow algorithm (Lucas 
and Kanade 1981) is proposed in the front end. For the 
first image, the features from the accelerated segment test 
(FAST) keypoint detector (Trajkovic and Hedley 1998) with 
a rotated BRIEF descriptor is used to extract image features, 
and they are matched between left and right images based 
on their rotated BRIEF descriptors. For the next sequences 
of the stereo images, the KLT tracking algorithm is used for 
the feature tracking between two consecutive images, and the 
INS mechanization can predict the initial pose of the cur-
rent image. A random sample consensus (RANSAC) method 
with a fundamental matrix model (Hartley and Zisserman 
2003) is adopted to remove outliers in the tracking process. 
After the RANSAC checking, the rotated BRIEF descriptors 
of the tracked features in the current image are extracted. 
In addition, the feature matching between the current left 
and right images is to proceed to maintain the accuracy of 
feature tracking.

(31)HGNSS,k =
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The matching results between the left and right cameras 
are depicted in Fig. 2, while Fig. 3 reveals the condition of 
tracking between the previous image and the current image. 
From both results, we can find that more mismatching fea-
tures exist in the KLT-only method, which demonstrates our 
method can clearly improve feature matching and tracking 
in the long baseline condition.

To further verify the reliability of our algorithm from 
the statistical perspective, 100 left frames and right 
frames images and 100 per-frame and cur-frame images 
are selected as test data. The ORB descriptor distances 
between matched features are used to describe the accu-
racy of matching. The experimental result is shown 

in Figs. 4 and 5. In these figures, the X-axis represents 
descriptor distances between matching feature points and 
ranges from 0 to 255. The Y-axis describes the frequency 
of the occurrence of different ORB descriptor distances 
in 100 images. From the results, we can find out that the 
frequency of matching points with smaller descriptor dis-
tance is significantly increased by our method. In Fig. 4, 
the average descriptor distances based on KLT method and 
our method are 54.64 and 40.10, respectively. In Fig. 5, 
the average descriptor distances are 22.90 in KLT method 
and 11.03 in our method. All of these results show that our 
method performs better than the KLT-based method in the 
long-baseline feature matching.

Fig. 2   Comparison of the KLT-based method (top) and our method (bottom) in terms of the feature matching performance between left and right 
images

Fig. 3   Comparison of the KLT-based method (left) and our method (right) in terms of the feature tracking performance between pre-frame and 
cur-frame images
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Besides the feature tracking, the keyframe strategy is 
also applied in the visual front-end to bound the computa-
tion cost. The selection of keyframes follows three criteria. 
The first criterion is the average parallax of continuously 
tracked features apart from the previous keyframe (Qin 
et al. 2018). Once its value exceeds the pre-set line, the 
current frame will be chosen as a keyframe. The average 
parallax can be calculated as:

where N is the number of tracked features. k is the feature 
ID. duk = ujk − uik , dvk = vjk − vik , u and v represent the pixel 
coordinates in the image. i and j present the previous key-
frame and the current frame, respectively.

The second strategy is used to guarantee the quality of 
tracking. When the number of tracked features in the new 
frame is lower than 50 percent of the number of tracked points 
in the previous frame, the keyframe needs to be inserted. The 
last criterion is a complementary mechanism. When the num-
ber of non-keyframe reaches a pre-set threshold, we com-
pulsively insert a keyframe. The threshold is set to 10 in our 
experiment.

Visual measurement model

The estimated stereo camera measurements of a single feature 
fj at time step i is represented as:

where nj
i
 is the measurement noise vector. 

(
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Ci,k

j
, Ŷ

Ci,k

j
, Ẑ
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j

)T

 
k ∈ {1, 2} indicates the feature positions in the left camera 
frame Ci,1 and the right camera frame Ci,2 , which can be 
computed with the equation as:

where 
(
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ci,1

)
 represents the pose of the left camera in l-

frame. CCi,2
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 and rCi,2
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 are the transformation from the left cam-
era to the right camera. rl

j
 is the feature position in the l-

frame, which is computed by the least square method given 
in Montiel and Civera (2006) based on current camera pose. 
After the linearization of the measurement model, the resid-
ual can be expressed by:
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∕Ẑ

Ci,1

j

X̂
Ci,1

j
∕Ẑ
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Fig. 4   Depiction of the oriented FAST and rotated BRIEF (ORB) 
descriptor distance between matched features in 100 left and right 
images by the KLT based method and our method

Fig. 5   Depiction of the ORB descriptor distance between matched 
features in 100 pre-frame and cur-frame images by the KLT based 
method and our method
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where nj denotes the measurement noise vector. Hj

Ci
 and Hj

fi
 

represent the Jacobians of the camera error state and the 
feature position error state. �xCi

 and �pl
fj
 are the camera error 

state and feature position error state. The corresponding 
Jacobians can be computed as:

with.

Usually, the same feature fj can be observed by the stereo 
camera at different time steps. The residuals from all of the 
features’ measurements can be expressed as:

where �x is the error state vector, which contains the multi-
ple camera error states. In the implementation, the feature 
position error state �pl

fj
 is not in the error state vector because 

of the consideration of system robustness and the boundary 
of computational complexity. For this problem, as pointed 
out in Mourikis and Roumeliotis (2007), the residual in (40) 
is projected to the left null space of Hj

f
 . The new formulation 

of the residual can be derived as:

where VTH
j

f
=0 . The rjo and Hj

x,o are also computed following 
Mourikis and Roumeliotis (2007).

The sliding window algorithm is used to maintain the 
quantity of the camera error states for efficiency. The size of 
the window is set to 10. The updates of the visual measure-
ments are executed following two kinds of conditions. For 
feature tracking, once the font-end no longer tracks a feature, 
all measurements are used for measurement updates. For 
keyframes, once the number of camera poses in the sliding 
window reaches the limitation, two keyframes are selected 
by the parallax following Sun et al. (2018) and marginalized 
from the error state vector.
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Ĉl
Ci,1

�T

⎞⎟⎟⎠

(38)H
j

fi
=

⎛⎜⎜⎝
J1

�
Ĉl
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Experiment

Both simulation and field experiments were adopted to 
validate the performance of the proposed GNSS/INS/
Vision integrated system. The experiment data involved 
the most common ground vehicle motions, such as accel-
eration, deceleration, stationary, and turning. The vehicle-
borne mobile system was used to collect the experiment 
data. It was equipped with A Septentrio PolaRx5 GNSS 
receiver (Septentrio Corporation 2019) together with a 
NovAtel GPS-703-GGG-HV antenna (NovAtel Corpora-
tion 2014), two Blackfly S cameras (FLIR Corporation 
2019) and a tactical IMU-FSAS (NovAtel Corporation 
2015). The GPS (L1, L2, L5), GLONASS (L1, L2, L3), 
Galileo (E1,E5ab,E6) and BDS (B1, B2, B3) signals are 
supported by Septentrio receiver. The Blackfly S camera 
is a global shutter industry CMOS camera. It can provide 
1920 × 1200 resolution images at the maximum frequency 
of 53 Hz. The specification information of IMU sensor 
is provided in Table 1. The experiment data are collected 
with sampling rates of 1 Hz, 200 Hz and 10 Hz for GNSS, 
IMU, and cameras, respectively.

Table 1   Technical specifications of the IMU sensor

Gyroscope Accelerometer

Bias <0.75°/hr 1.0 mg
Random walk

0.1

◦∕
√
hr –

Scale factor 300 ppm 300 ppm

Fig. 6   Illustration of the experimental equipment including the hard-
ware platform (top) and the data acquisition vehicle (bottom)
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The structure of the platform and the connections between 
the equipment can be seen in Fig. 6. The GNSS antenna was 
linked to a GNSS receiver and an IMU device through a sig-
nal power divider. Two cameras were tightly mounted on the 
front of the platform with a 505 mm baseline. For time syn-
chronization, the GNSS receiver generates pulses per second 
(PPS) to trigger camera exposures, and the feedback signal is 
recorded. By this means, the time synchronization is realized 
at the hardware level, and timestamps of sensors are united 
to GPS time. As for extrinsic parameters between different 
sensors, the shift between IMU center and GNSS ARP was 
measured precisely to compensate for the lever-arm effect. 
The extrinsic parameters of stereo camera and camera-IMU 
are acquired, respectively, through offline calibration follow-
ing (Furgale et al. 2013).

The GNSS base station was set up near the experiment 
field and within 5 km to the rover station. The vehicle 
remained stationary about 5 min in the beginning and end 
of each trajectory for the initial alignment and the backward 
smoothing procedure in post-processing. The correspond-
ing data were deliberately removed in the results for a more 
direct display. In the experiment, the tactical IMU-FSAS is 
used to verify the performance of GNSS/IMU/Vision fusion. 
Compared with MEMS IMU, the tactical IMU can maintain 
a certain accuracy of position and attitude output without 
external correction information for a relatively long time, 
which makes it more sensitive to the noise and errors of 
visual observation and can better evaluate the performance 
of the integration system. Besides, based on our knowledge, 
few studies have verified the effect of visual information 
to the high-end GNSS/IMU integration algorithm, which 
is very important for the development of visual-based HD 
maps in autonomous driving. We employed commercial 
Inertial Explorer 8.7 software (NovAtel Corporation 2018) 
to calculate the smoothed solution of multi-GNSS/INS tight 
integration and the multi-GNSS/INS loosely coupled solu-
tion. The former is considered a reference, and the latter is 
used as a contrast to assess the integrated system perfor-
mance. The position accuracy of the reference value can 
reach the dm level; the velocity accuracy can reach the cm/s 
level, and the attitude accuracy is less than 1 degree.

GNSS outage simulation experiment

To validate the capacity of the INS/Vision integrated system 
in the GNSS outage condition, we selected two trajectories 
from a vehicle experiment in the open-sky condition. The 
selected data is based on the real vehicle collection data, and 
the outage of the GNSS signal can be achieved by directly 
blocking the GNSS measurement in data processing. Each 
trajectory is divided into five segments and each segment 
lasts for 50 s. To prevent the correlation between different 
segments, there is about a 100 s gap between segments. 

The average numbers of available satellites of GPS, BDS, 
Galileo, GLONASS and GPS + BDS + Galileo + GLONASS 
in experiment are 9.565, 4.494, 6.336, 3.995, and 24.390, 
respectively. The average value of PDOP is 0.979. The 
GNSS measurements remain available until each segment 
begins to make them have the same observation condition.

Figure 7 shows the RMSs of the position with two solu-
tions. For GNSS outage time from 5 to 50 s, the position 
RMSs of INS solution are degraded from 0.046, 0.024 and 
0.007 m to 3.116, 3.042 and 0.152 m in east, north and ver-
tical directions, respectively. While using the INS/Vision 
solution, the values drop from 0.047, 0.047 and 0.035 m to 
1.509, 1.817 and 1.047 m in east, north and vertical direc-
tions. The INS/Vision solution achieves better accuracy in 
contrast with the INS-only solution, despite that the position 
accuracy of both solutions becomes worse with the increase 
of GNSS break off time.

Figure 8 shows the RMSs of the velocity with two solu-
tions. For INS-only solution, the velocity RMSs increase 
from 0.019, 0.012 and 0.004  m/s to 0.165, 0.184, and 
0.009 m/s in east, north and up directions. However, the 
RMSs drop from 0.020, 0.023 and 0.005 m/s to 0.117, 0.137 
and 0.036 m/s in the INS/Vision solution along with the out-
age time. The statistics indicate that the INS/Vision solution 
could realize a higher accuracy of velocity than the INS-only 
solution in the horizontal direction, and the divergence of the 
velocity is effectively suppressed with the assist of vision.

Figure 9 shows the RMSs of the attitude with two solu-
tions. The INS/Vision solution has a better estimation in 

Fig. 7   Depiction of RMSs of position drifts from INS/Vision and 
INS-only solutions during GNSS outages on different scales
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attitude than the INS-only solution, especially in the heading 
direction. According to the statistics, when the outage time 
of GNSS increases from 5 to 50 s, the attitude RMSs of the 
INS/Vision solution degrade from 0.422◦ , 0.054◦ , and 0.041◦ 
to 0.464◦ , 0.062◦ , and 0.052◦ in yaw, pitch and roll directions, 

respectively. Relatively, the RMSs of the INS-only solution 
drop from 0.553◦ , 0.067◦ , and 0.028◦ to 0.896◦ , 0.069◦ , and 
0.056◦ in the same conditions.

The result indicates that the additional visual information 
can significantly enhance the capacity of INS during GNSS 
outages. The error corrections from the visual measurement 
updates can make a positive contribution to the state estima-
tion, which helps the vision-aided method maintain a more 
accurate and stable navigation output during GNSS outages 
than the INS-only method.

GNSS partly blocked condition experiment

The experimental data were collected at the Wuhan Uni-
versity campus, including both the GNSS blocked area and 
the open-sky area. In GNSS blocked area, trees with dense 
forest canopies are planted on both sides of the road, making 
the tracking of the GNSS signal difficult and aggravating 
the multipath effect. The total distance of the trajectory is 
about 1563 m, and the whole experiment lasts for 7 min. The 
typical situations of the trajectory are displayed in Fig. 10

The observability of GNSS is evaluated by the conti-
nuity of satellite signal tracking, the number of available 
satellites and the position dilution of precision (PDOP). In 
our experiments, the value of the cutoff elevation angle for 
available satellites is set to 10◦ . The top of Fig. 11 indicates 
the number of available GNSS satellites. The GLONASS 
satellites were removed during the DD process due to the 
low elevation angle and sparse observable satellites. The 
average numbers of available satellites of GPS, BDS, Gali-
leo and GPS + BDS + Galileo are 4.757, 4.195, 4.878 and 
13.830, respectively. The number of visible satellites has 
a rapid drop, especially in the tree-lined roads. The middle 
of Fig. 11 describes the time series of the elevation angle 
and the signal tracking information of GNSS satellites. 
The breakpoint indicates that the observation of satellite 
is not available. For satellites with elevation angle under 
40

◦ , the interruption during the tracking period is frequent. 
The impact is also reflected in the PDOP value, which is 
shown at the bottom of Fig. 11. The average value of PDOP 
is 4.169 and reaches 45.310 at the worst. On account of the 
signal blocking, the observation quantity of captured satel-
lites reduces significantly, and the signal tracking becomes 
discontinuous, which is a challenge to GNSS positioning.

Figure 12 shows the trajectories overview of three differ-
ent solutions. Because of the frequent interruptions of the 
GNSS signal, the GNSS-only solution cannot achieve reli-
able and continuous positioning results. The other two solu-
tions can provide a continuous navigation output. However, 
the result of the GNSS/INS solution would drift gradually 
over time for the time-increasing INS error in GNSS gaps.

Figure 13 depicts the position errors of the GNSS/INS 
solution and GNSS/INS/Vision solution compared to the 

Fig. 8   Depiction of RMSs of velocity drifts from INS/Vision and 
INS-only solutions during GNSS outages on different scales

Fig. 9   Depiction of RMSs of attitude drifts from INS/Vision and 
INS-only solutions during GNSS outages on different scales
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ground-truth, and Table 2 shows the RMSs of position 
error. From statistical analysis, compared to the GNSS/
INS solution, the GNSS/INS/Vision position error RMSs 
reduce from 7.438 and 2.219 m to 0.939 and 0.646 m in 
east and north directions, with improvements of 87.4% 
and 70.9%, respectively. In vertical directions, the GNSS/
INS/Vision solution does not acquire an improvement. The 

maximum position errors of GNSS/INS solution arrive 
at 27.413, −6.110 and 0.828 m in the east, north and up 
directions, respectively, and the absolute position error is 
28.098 m. Comparing with the position error of the GNSS/
INS method, the maximum position errors of the GNSS/
INS/Vision solution are −2.706, −1.067 and −3.411 m in 
the east, north and up directions, respectively, and the abso-
lute position error is 4.483 m. This indicates that visual 

Fig. 10   Typical situations (bottom) in the GNSS partly blocked condition

Fig. 11   Depiction of the satellite visibility consists of the quantity of 
multi-GNSS available satellites (top), the elevation angle time series 
of GNSS satellites (middle) and the PDOP (bottom) in the partly 
blocked condition

Fig. 12   Trajectory of the ground truth, the GNSS/INS solution, the 
GNSS/INS/Vision solution (top) and the multi-GNSS Result (bottom)
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information can significantly suppress the accumulation of 
IMU errors in position estimation.

Figure 14 shows the velocity errors of the two methods. 
According to Table 2, the velocity RMSs of GNSS/INS 
solution are 0.177, 0.127 and 0.006 m/s in the east, north 
and up directions, respectively. The precision of velocity 
in the horizontal direction of the GNSS/INS/Vision solu-
tion is much better. The velocity error RMSs of GNSS/
INS/Vision solution are 0.051, 0.060 and 0.028 m/s in the 
east, north and up directions with improvements of 71.2% 
and 52.8% in the horizontal direction than that of GNSS/
INS solution.

Figure 15 describes the attitude errors of the two meth-
ods. Both methods achieve high accuracy in roll and 
pitch estimation, and the attitude error RMSs of them are 
close. As for yaw angle estimation, the GNSS/INS/Vision 
method achieves a better performance, which has a 23.7% 
improvement compared to the GNSS/INS method.

GNSS difficult condition experiment.
The experimental data were also collected near the 

Wuhan University campus. The length of the route is about 
2221 m and takes about 10 min. Figure 16 displays the top 

Fig. 13   Accuracy comparison of the GNSS/INS/Vision solution 
and the GNSS/INS solution about the position in the GNSS partly 
blocked condition

Table 2   RMSs of position 
errors, velocity errors and 
attitude errors of the GNSS/
INS/Vision solution and the 
GNSS/INS solution in the 
GNSS partly blocked condition

Position (m) Velocity (m/s) Attitude (◦)

E N U E N U Yaw Pitch Roll

GNSS/INS 7.438 2.219 0.400 0.177 0.127 0.006 0.418 0.024 0.020
GNSS/INS/
Vision

0.939 0.646 1.034 0.051 0.060 0.028 0.319 0.027 0.017

Fig. 14   Accuracy comparison of the GNSS/INS/Vision solution and 
the GNSS/INS solution about velocity in the GNSS partly blocked 
condition

Fig. 15   Accuracy comparison of the GNSS/INS/Vision solution and 
the GNSS/INS solution about attitude in the GNSS partly blocked 
condition
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view of the trajectory and typical situations of surround-
ings. Compared to the GNSS partly blocked condition 
experiment, the road is narrower with trees and buildings 
on both sides. As a result, the GNSS signal is seriously 
blocked for a longer time.

The top of Fig.  17 reflects the number of satellites 
during the experiment. Similar to the partly blocked 

experiment, there is also no available GLONASS satel-
lite during this period. It is easy to find that the number 
of available satellites fluctuates greatly, and the average 
numbers of GPS, BDS, Galileo and GPS + BDS + Galileo 
satellites are 5.862, 5.506, 4.728 and 16.096. The middle 
of Fig. 17 shows the signal tracking continuity of satel-
lites. Compared with the partly blocked condition, the sig-
nal interruption is more severe during the entire process. 

Fig. 16   Typical situations (bottom) in the GNSS difficult condition

Fig. 17   Depiction of the satellite visibility consists of the quantity of 
multi-GNSS available satellites (top), the elevation angle’s time series 
of GNSS satellites (middle) and the PDOP (bottom) in the GNSS dif-
ficult condition

Fig. 18   Trajectory of the ground truth, the GNSS/INS solution, the 
GNSS/INS/Vision solution (top) and the multi-GNSS Result (bottom)
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Besides, large jumps also appear in the PDOP values based 
on the bottom of Fig. 17. The average value and maximum 
value of PDOP are 6.242, 57.170, respectively, compared 
to 4.169, 45.310 in the partly blocked condition.

The trajectories overview of the GNSS-only solution, 
the GNSS/INS solution and the GNSS/INS/Vision solu-
tion are shown together in Fig. 18. In contrast with the 
GNSS partly blocked condition, the GNSS outage time 
lasted longer.

The position errors of the GNSS/INS solution and the 
GNSS/INS/Vision solution are depicted in Fig. 19. The posi-
tion error RMSs of the GNSS/INS solution in Table 3 are 
8.006, 4.022 and 1.397 m compared to 0.694, 0.843 and 
1.103 m of the GNSS/INS/Vision solution in east, north and 
up directions. The specific values of improvement are 91.3%, 
79% and 21%. The maximum position errors of the GNSS/INS 
solution arrive at 39.875, 16.435 and −4.829 m in the east, 

north and up directions, respectively, and the absolute position 
error is 43.399 m. By contrast, the maximum position errors 
of the GNSS/INS/Vision solution are only 2.269, −3.773 and 
−0.952 m in the east, north and up directions, respectively, and 
the absolute position error is 4.504 m. A conclusion can be 
reached that the fusion of visual data can dramatically improve 
the positioning performance of the system, which is the same 
as the partly blocked condition.

Figure 20 shows the velocity errors of two methods. 
Table 3 indicates the velocity error RMSs of the GNSS/INS 
solution are 0.211, 0.124 and 0.016 m/s in the east, north and 
up directions, respectively. By contrast, the velocity errors 
RMSs of GNSS /INS/Vision solution are 0.041, 0.041 and 
0.029 m/s in the east, north and up directions, respectively. 
The vision-aided solution has a remarkable improvement in 
east and north directions, and the specific values are 80.6% 
and 66.9%. However, the vertical direction velocity errors 

Fig. 19   Accuracy comparison of the GNSS/INS/Vision solution and 
the GNSS/INS solution about position in the GNSS difficult condition

Table 3   RMSs of position 
errors, velocity errors and 
attitude errors of the GNSS/
INS/Vision solution and the 
GNSS/INS solution in the 
GNSS difficult condition

Position (m) Velocity (m/s) Attitude (◦)

E N U E N U Yaw Pitch Roll

GNSS/INS 8.006 4.022 1.397 0.211 0.124 0.016 0.155 0.018 0.014
GNSS/INS/Vision 0.694 0.843 1.103 0.041 0.041 0.029 0.410 0.029 0.019

Fig. 20   Accuracy comparison of the GNSS/INS/Vision solution and 
the GNSS/INS solution about velocity in the GNSS difficult condition
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are similar, which is the same result as the partly blocked 
condition.

Figure 21 describes the attitude errors of two methods, 
and both methods achieve a high accuracy pose estima-
tion in the pitch and the roll angle. For the yaw angle 
estimation, the RMS of the GNSS/INS solution is 0.155◦ , 
which is better than 0.410◦ in the GNSS /INS/Vision 
solution. The main reason may be related to the feature 
mismatches caused by the repeating texture of trees and 
dynamic objects.

Table 4 shows the average processing-time required by 
the visual part of the GNSS /INS/Vision integrated system. 
The experimental data are processed on the laptop with a 
quad-core i7-7700HQ CPU at 2.80 GHz, and a 32 GB of 
RAM. Table 5 describes that the most time-consuming 

part of visual processing is the construction of the visual 
measurement equation. The selection of keyframe, the 
calculation of the feature points location, the selection of 
the feature points involved in measurement update and the 
construction of the observation equation are all included 
in this part. The average time cost for the visual measure-
ments of the two sets of experimental data is 33.76 ms 
and 36.50 ms, which demonstrates our filter-based vision 
framework is very efficient and can be used for real-time 
data processing.

Conclusions

We presented a robust GNSS/INS/Vision integrated sys-
tem and validated it with both simulation and vehicular 
field experiments. The experiment results demonstrate that 
the adding visual information can help the system main-
tain a more accurate and stable navigation output than the 
INS-only method during GNSS outages. In the GNSS-
degraded environment, the statistical results indicated that 
the RMSs of position estimation have a maximum 91.3%, 
79.0% and 21.0% improvements in east, north and vertical 
directions, respectively, comparing to the GNSS/INS solu-
tion. Moreover, the stability of positioning can be signifi-
cantly enhanced. The promotion of the velocity estimation 
can reach to 80.6% and 66.9% in east and north directions, 
respectively. As for attitude estimation, both solutions can 
realize high-precision estimation in the pitch and the roll 
angle. The GNSS/INS/Vision solution has a 23.7% improve-
ment in the yaw angle estimation under the GNSS partly 
blocked condition. However, it gets worse in the GNSS dif-
ficult condition because of feature mismatches and dynamic 
objects in complex driving situations. In this condition, the 
next step of our work is to reduce the instability of the inte-
grated system caused by the visual vulnerability in the real 
driving condition.

Fig. 21   Accuracy comparison of the GNSS/INS/Vision solution and 
the GNSS/INS solution about attitude in the GNSS difficult condition

Table 4   Average processing-
time of the visual part of the 
GNSS /INS/Vision integrated 
system

GNSS partly blocked condition 
experiment

GNSS difficult 
condition experi-
ment

Feature extraction (ms) 5.88 7.92
Feature tracking (ms) 1.57 1.34
Visual measurement equation construction 

(ms)
17.03 18.33

Visual measurement update (ms) 9.28 8.91
Total time (ms) 33.76 36.50



GPS Solutions (2021) 25:50	

1 3

Page 17 of 18  50

Acknowledgements  This study is financially supported by the National 
Natural Science Foundation of China (Grant No. 41774030, Grant 
41974027), the Hubei Province Natural Science Foundation of China 
(Grant No. 2018CFA081), the frontier project of basic application form 
Wuhan science and technology bureau (Grant No. 2019010701011395). 
The numerical calculations in this paper have been done on the super-
computing system in the Supercomputing Center of Wuhan University.

Data availability  The data that support the findings of this study are 
available from the corresponding author upon reasonable request.

References

Bloesch M, Omari S, Hutter M, Siegwart R (2015) Robust visual iner-
tial odometry using a direct EKF-based approach. In: Proceedings 
of the IEEE/RSJ International Conference on Intelligent Robots 
and Systems, Hamburg, Germany, September 28–October 2, pp 
298–304

Chatfield AB (1997) Fundamentals of High Accuracy Inertial Navi-
gation. Reston, VAFLIR Corporation (2019) GS3-U3–28S5M-C 
Product specifications. http://www.flir.com/produ​cts/grass​shopp​
er3-usb3/?model​=GS3-U3-28S5M​-C.

Forster C, Carlone L, Dellaert F, Scaramuzza D (2017) On-manifold 
preintegration for real-time visual-inertial odometry. IEEE Trans 
Robot 33(1):1–21

Furgale P, Rehder J, Siegwart R (2013) Unified temporal and spatial 
calibration for multi-sensor systems. In: Proceedings of the IEEE/
RSJ International Conference on Intelligent Robots and Systems, 
Tokyo, Japan, November 3–7, pp 1280–1286

Gao Z, Shen W, Zhang H, Ge M, Niu X (2016) Application of helmert 
variance component based adaptive kalman filter in multi-gnss 
ppp/ins tightly coupled integration. Remote Sens 8(7):553

Ge M, Gendt G, Rothacher M, Shi C, Liu J (2008) Resolution of GPS 
carrier-phase ambiguities in precise point positioning (PPP) with 
daily observations. J Geodesy 82(7):389–399

Hartley R, Zisserman A (2003) Multiple view geometry in computer 
vision, 2nd edn. Cambridge University Press, Cambridge, UK

He Y, Zhao J, Guo Y, He W, Yuan K (2018) PL-VIO: tightly-coupled 
monocular visual–inertial odometry using point and line features. 
Sensors 18(4):1159

Hesch JA, Kottas DG, Bowman SL, Roumeliotis SI (2017) Consist-
ency analysis and improvement of vision-aided inertial navigation. 
IEEE Trans Rob 30(1):158–176

Huang GP, Mourikis AI, Roumeliotis SI (2010) Observability-based 
rules for designing consistent ekf slam estimators. Int J Robot 
Res 29(5):502–528

Klein I, Filin S, Toledo T (2010) Pseudo-measurements as aiding to 
INS during GPS outages. Navigation 57(1):25–34

Leutenegger S, Lynen S, Bosse M, Siegwart R, Furgale P (2015) Key-
frame-based visual-inertial odometry using nonlinear optimiza-
tion. Int J Robot Res 34(3):314–334

Li X, Ge M, Dai X, Ren X, Fritsche M, Wickert J, Schuh H (2015) 
Accuracy and reliability of multi-GNSS real-time precise 
positioning: GPS, GLONASS, BeiDou, and Galileo. J Geod 
89(6):607–635

Li M, Mourikis AI (2013) High-precision, consistent EKF-based vis-
ual-inertial odometry. Int J Robotics Res 32(6):690–711

Liu W, Duan R, Zhu F (2017) A robust cascaded strategy of in-motion 
alignment for inertial navigation systems. Int J Distrib Sens Netw 
13(9):1550147717732919

Lucas B, Kanade T (1981) An Iterative Image Registration Technique 
with an Application to Stereo Vision. In: Proceedings of the Inter-
national Joint Conference on Artificial Intelligence, Vancouver, 
Canada, Aug, pp 24–28

Lynen S, Achtelik MW, Weiss S, Chli M, Siegwart R (2013) A Robust 
and Modular Multi-sensor Fusion Approach Applied to MAV 
Navigation. In: Proceedings of the IEEE/RSJ International Con-
ference on Intelligent Robots and Systems, Tokyo, Japan, Novem-
ber 3–7, pp 3923–3929.

Mascaro R, Teixeira L, Hinzmann T, Siegwart R, Chli M (2018) 
Gomsf: graph-optimization based multi-sensor fusion for robust 
uav pose estimation. In: Proceedings of the IEEE international 
conference on robotics and automation, Brisbane, Australia May 
21–25, pp 1421–1428

Montiel ADJ, Civera J (2006) Unified inverse depth parametrization 
for monocular slam. In: Proceedings of Robotics: Science and 
Systems, Philadelphia, Pennsylvania, USA, August 16–19

Mourikis AI, Roumeliotis SI (2007) A Multi-State Constraint Kalman 
Filter for Vision-aided Inertial Navigation. In: Proceedings of 
the IEEE International Conference on Robotics and Automation, 
Roma, Italy, April 10–14, pp 3565–3572

NovAtel Corporation (2014) GPS-703 Antenna Product sheet. https​://
www.novat​el.com/asset​s/Docum​ents/Paper​s/FSAS.pdf.

NovAtel Corporation (2015) SPAN-FSAS Product sheet. https​://www.
novat​el.com/asset​s/Docum​ents /Papers/FSAS.pdf.

NovAtel Corporation (2018) Inertial Explorer 8.70 User Manual. https​
://www.novat​el.com/asset​s/Docum​ents/Waypo​int/Downl​oads/
Inert​ial-Explo​rer-User-Manua​l-870.pdf.

Qin T, Li P, Shen S (2018) VINS-mono: a robust and versatile 
monocular visual-inertial state estimator. IEEE Trans Rob 
34(4):1004–1020

Rublee E, Rabaud V, Konolige K, Bradski G (2011) ORB: an effi-
cient alternative to SIFT or SURF. In: Proceedings of the IEEE 
International Conference on Computer Vision, Barcelona, Spain, 
November, pp 2564–2571

Septentrio Corporation (2019) PolaRx5 Product datasheet. https​://
www.septe​ntrio​.com/

en/products/gnss-receivers/reference-receivers/polarx-5.
Savage PG (2000) Strapdown analytics. Strapdown Associates, 

Minnesota
Shin E (2005) Estimation Techniques for Low-Cost Inertial Navigation. 

Dissertation, University of Calgary
Sun K, Mohta K, Pfrommer B, Watterson M, Liu S, Mulgaonkar Y, 

Taylor CJ, Kumar V (2018) Robust stereo visual inertial odometry 
for fast autonomous flight. IEEE Robot Autom Lett 3(2):965–972

Trajkovic M, Hedley M (1998) Fast corner detection. Image Vis Com-
put 16(2):75–87

Usenko V, Engel J, Stuckler J, Cremers D (2016) Direct visual-iner-
tial odometry with stereo cameras. In: Proceedings of the IEEE 
International Conference on Robotics & Automation, Stockholm, 
Sweden, May 16–21, pp 1885–1892

Vu A, Ramanandan A, Chen A, Farrell JA, Barth M (2012) Real-
time computer vision/dgps-aided inertial navigation system for 
lane-level vehicle navigation. IEEE Trans Intell Transp Syst 
13(2):899–913

Won DH, Lee E, Heo M, Sung S, Lee J, Lee YJ (2014) GNSS integra-
tion with vision-based navigation for low GNSS visibility condi-
tions. GPS Solut 18(2):177–187

Zheng F, Tsai G, Zhang Z, Liu S, Chu C, Hu H (2018) Trifo-VIO: 
Robust and efficient stereo visual inertial odometry using points 
and lines. In: Proceedings of the IEEE/RSJ International Confer-
ence on Intelligent Robots and Systems, Madrid, Spain, October 
1–5, pp 3686–3693

http://www.flir.com/products/grassshopper3-usb3/?model=GS3-U3-28S5M-C
http://www.flir.com/products/grassshopper3-usb3/?model=GS3-U3-28S5M-C
https://www.novatel.com/assets/Documents/Papers/FSAS.pdf
https://www.novatel.com/assets/Documents/Papers/FSAS.pdf
https://www.novatel.com/assets/Documents
https://www.novatel.com/assets/Documents
https://www.novatel.com/assets/Documents/Waypoint/Downloads/Inertial-Explorer-User-Manual-870.pdf
https://www.novatel.com/assets/Documents/Waypoint/Downloads/Inertial-Explorer-User-Manual-870.pdf
https://www.novatel.com/assets/Documents/Waypoint/Downloads/Inertial-Explorer-User-Manual-870.pdf
https://www.septentrio.com/
https://www.septentrio.com/


	 GPS Solutions (2021) 25:50

1 3

50  Page 18 of 18

Zhang H, Ye C (2020) Plane-aided visual-inertial odometry for 
6-dof pose estimation of a robotic navigation aid. IEEE Access 
8:90042–90051

Publisher’s Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

Jianchi Liao  is currently a Ph.D. 
student at Wuhan University. His 
area of research currently 
focuses on multi-sensor fusion 
navigation technology and deep 
learning in computer vision. 

Xingxing Li  is currently a profes-
sor at Wuhan University. His 
current research mainly involves 
GNSS precise data processing 
and its application for geo-
sciences and multi-sensor fusion 
navigation. 

Xuanbin Wang  is currently a 
Master candidate in the School 
of Geodesy and Geomatics, 
Wuhan University. His area of 
research focuses presently on 
multi-sensor fusion navigation 
technology. 

Shengyu Li  is currently a Master 
candidate in the School of Geod-
esy and Geomatics, Wuhan Uni-
versity. His area of research cur-
rently focuses on multi-sensor 
fusion navigation technology. 

Huidan Wang  is currently a Mas-
ter candidate in the School of 
Geodesy and Geomatics, Wuhan 
University. Her area of research 
focuses presently on multi-sen-
s o r  f u s i o n  n av i g a t i o n 
technology. 


	Enhancing navigation performance through visual-inertial odometry in GNSS-degraded environment
	Abstract
	Introduction
	Algorithm formulation
	System overview
	Error state vector
	Process model
	INS error state model
	Augmentation of camera state

	Measurement model
	Double-difference multi-GNSS measurement model
	Vision processing front end
	Visual measurement model


	Experiment
	GNSS outage simulation experiment
	GNSS partly blocked condition experiment

	Conclusions
	Acknowledgements 
	References




