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Abstract
Benefiting from multi-constellation Global Navigation Satellite Systems (GNSS), more and more visible satellites can be 
used to improve user positioning performance. However, due to limited tracking receiver channels and power consump-
tion, and other issues, it may be not possible, or desirable, to use all satellites in view for positioning. The optimal subset is 
generally selected from all possible satellite combinations to minimize either Geometric Dilution of Precision (GDOP) or 
weighted GDOP (WGDOP). However, this brute force approach is difficult to implement in real-time applications due to the 
time- and power-consuming calculation of the DOP values. As an alternative to a brute force satellite selection procedure, the 
authors propose an end-to-end deep learning network for satellite selection based on the PointNet and VoxelNet networks. 
The satellite selection is converted to a satellite segmentation problem, with specified input channel for each satellite and 
two class labels, one for selected satellites and the other for those not selected. The aim of the satellite segmentation is that 
a fixed number of satellites with the minimum GDOP/WGDOP value can be segmented from any feeding order of input 
satellites. To validate the proposed satellite segmentation network, training and test data from 220 IGS stations tracking 
GPS and GLONASS satellites were used. The segmentation performance using different architectures and representations 
of input channels, including receiver-to-satellite unit vector and elevation and azimuth, were compared. It was found that 
the input channel with elevation and azimuth can achieve better performance than using the receiver-to-satellite unit vector, 
and an architecture with stacked feature encoding (FE) layers has better satellite segmentation performance than one without 
stacked FE layers. In addition, the models with GDOP and WGDOP criteria for selecting 9 and 12 satellites were trained. 
It was demonstrated that the satellite segmentation network was about 90 times faster than using the brute force approach. 
Furthermore, all the trained models can effectively select the satellites making the most contribution to the desired GDOP/
WGDOP value. Approximately 99% of the tests had GDOP and WGDOP value differences smaller than 0.03 and 0.2, respec-
tively, between the predicted subset and the optimal subset.
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Introduction

With the deployment of the Galileo and BeiDou GNSS con-
stellations and ongoing modernization of the GPS and GLO-
NASS constellations, the number of satellites in view will be 
increased to well over 40 most of the time, at many places 
around the world. The significant increase in the number 
of satellites from multiple GNSS constellations will greatly 
improve the navigation performance in terms of position-
ing accuracy, reliability and availability. However, it may 

not always be possible to process all visible satellites in 
real-time for a standalone GNSS receiver, especially in the 
case of low-cost receivers with limited tracking channels, or 
insufficient bandwidth for augmentation message channels, 
or critical power consumption (Walter et al. 2016). Even if 
all visible satellites are used for positioning, the positioning 
accuracy may not necessarily be improved, and real-time 
performance can deteriorate due to the high computational 
burden (Blanco-Delgado et al. 2017). The challenge is, how 
to select the best subset of visible satellites?

The most straightforward algorithm for satellite selection 
is based on a brute force approach that aims to minimize 
either the Geometric Dilution of Precision (GDOP) or the 
weighted GDOP (WGDOP) (Zhang and Zhang 2009). The 
optimal satellite subset is determined by computing GDOP/
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WGDOP values with all possible satellite subset combina-
tions and selecting the one with the minimum value. The 
GDOP/WGDOP calculation cycle can reach billions of 
computations for one epoch, with the calculation of a single 
GDOP or WGDOP value requiring matrix multiplication and 
inversion operations. This makes the brute force approach 
difficult to implement for real-time applications. To reduce 
the number of GDOP/WGDOP calculation cycles, a number 
of sub-optimal satellite selection methods have been pro-
posed. For example, a quasi-optimal subset of satellites is 
selected by recursively removing the satellite that has the 
smallest increase in GDOP from all satellites in view (Liu 
et al. 2009), or by sequentially adding the least redundant 
satellite with respect to previously selected satellites (Peng 
et al. 2014; Roongpiboonsopit and Karimi 2009), or just by 
removing the satellites that have GDOP contribution values 
smaller than a predefined threshold (Li et al. 2012). How-
ever, these algorithms are very likely to select a globally 
sub-optimal set of satellites. To track the optimal subset of 
satellites over time, a temporal algorithm for satellite sub-
set selection has been proposed by evolving the best subset 
over time by swapping one or two satellites (Swaszek et al. 
2017). This algorithm shows great promise in finding the 
optimal subset. However, this algorithm still suffers from 
the computational burden of hundreds, even thousands of 
calculation cycles. To avoid GDOP/WGDOP calculations 
alternative satellite selection measures, such as maximiza-
tion of the volume of the polytope formed by the satellites 
(Blanco-Delgado and Nunes 2010; Kong et al. 2014) and 
satellites’ comparability and distribution characteristics (Li 
et al. 2016; Wei et al. 2012), have been proposed. These 
methods cannot guarantee optimal satellite selection and 
need to take geometric satellite distribution into account. 
Furthermore, instead of directly computing GDOP using 
matrix multiplication and inversion operations, there are 
alternative methods. These include closed-form formulas 
(Doong 2009; Teng and Wang 2016) and machine learning 
(ML) based methods, such as the Genetic Algorithm (GA) 
(Mosavi 2011; Zhu 2018), Support Vector Machine (SVM) 
(Wu et al. 2011), and Neural Network (NN) approaches 
(Simon and El-Sherief 1995; Jwo and Lai 2007; Azami and 
Sanei 2014; Zarei 2014). All these ML-based methods treat 
satellite selection as a regression problem of GDOP calcu-
lation and focus on improving the performance of GDOP 
approximation and/or classification. For example, Wu et al. 
(2011) compared the performance of several ML methods 
with different types of training patterns that describe the 
input–output relationships for GDOP. They found that SVM 
gives the best performance. Furthermore, different training 
patterns also affect the performance of the GDOP approxi-
mation. However, only around 65% of GDOP value differ-
ence smaller than 0.5 can be achieved. Besides, one limita-
tion of these methods is their application locality, which has 

to be near the trained location. The performance of some of 
these methods also depends on the training time and size of 
training data. To reduce the training time of back propaga-
tion (BP) NN, there have been many methods proposed in 
using either different NNs, such as the probabilistic NN and 
the general regression NN (Jwo and Lai 2007), or improved 
BP algorithms, including resilient BP and conjugate gradi-
ent algorithms (Azami et al. 2013). Even with the GDOP 
approximation/classification methods, satellite selection still 
requires a brute force procedure to identify the subset with 
the smallest GDOP value from all possible subsets. Moreo-
ver, the GDOP classification can only approximately classify 
the GDOP value of each satellite subset into a predefined 
range (Jwo and Lai 2007; Azami et al. 2013).

The authors propose an end-to-end deep learning network 
to select the optimal subset from the set of all visible satel-
lites. Instead of treating the satellite selection as a regression 
problem for GDOP calculation, it can be considered as a 
segmentation problem of a small point cloud (Grilli et al. 
2017), by partitioning all visible satellites into two classes 
indicating whether the satellite is selected or not. There is 
no need to design a specific training pattern to describe the 
input–output relationships for the GDOP and to implement 
a brute force selection procedure. To design such an end-
to-end deep learning network for satellite selection with 
GDOP/WGDOP criteria, the interactions among all the input 
satellites need to be captured by the network. Since different 
satellite feeding orders would not change the satellite seg-
mentation results the network can be designed to be invariant 
to all permutations of the input, as inspired by PointNet via 
using a simple symmetric function, max pooling (Qi et al. 
2016). Furthermore, the max pooling enables the network to 
learn the global features of the satellite input. To output the 
per-satellite segmentation, the local features of each satel-
lite also have to be learned. The PointNet has shown to be 
effective in per point segmentation by combining local point 
and global input features learned from multi-layer percep-
tron (MLP) on each point and max pooling across points, 
respectively. Therefore, the module with local and global 
information combination in the PointNet is also adopted by 
the end-to-end deep learning network for satellite selection. 
To learn the features of the selected subset from all satellites 
in view, the input channels used for each satellite should 
be able to characterize its specified features to help satel-
lite segmentation with respect to GDOP/WGDOP criteria. 
They can be represented by the receiver-to-satellite vector 
or elevation and azimuth angles. Each visible satellite is pro-
cessed identically and independently at the beginning using 
a few fully connected (FC) layers on each satellite to achieve 
the local satellite features. Then, new per-satellite features 
are obtained by concatenating the local satellite feature 
and global satellite input feature with max pooling, which 
are used as input for the subsequent segmentation layers. 
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To learn more complex features for the selected satellites 
with GDOP/WGDOP criteria, the architecture of stacked 
voxel feature encoding (VFE) layers used in VoxelNet is 
also employed (Zhou and Tuzel 2017). However, to obtain 
better trained models for satellite segmentation, the stacked 
VFE architecture is modified with reduced output sizes to 
achieve compact satellite internal representations. One prob-
lem with this network is that the number in the predicted 
subset may not always be equal the required one. Since the 
output scores of the network represent probabilities of input 
being the predicted labels, this problem can be solved by 
selecting the required number of satellites according to their 
output scores.

Following an introduction of the architectures of PointNet 
and VoxelNet, the end-to-end network for satellite segmenta-
tion is described in detail, including the training and test data 
generation, architecture design, and training details. Models 
for GDOP and WGDOP with different numbers of satellites 
are then tested with GNSS observations from 220 IGS sta-
tions. Finally, some concluding remarks are given.

PointNet and VoxelNet networks

PointNet is a unified architecture for tasks with irregular 
input format such as point cloud-based 3D classification and 
segmentation (Qi et al. 2016). It is able to directly take point 
sets as input and outputs either class labels for the entire 
input or per point labels for each point of the input. To real-
ize satellite selection, each satellite has to be identified to 
be selected or not. Since the segmentation network of Point-
Net is capable of partitioning input point sets into multiple 
homogeneous segments, i.e., per point segment labels for 
each point of the input, this network is of more interest. Each 
point in the point cloud can be represented by its 

(
x, y, z

)
 

coordinates as well as other feature channels. Assuming that 
there are n unordered input points 

{
x1, x2, ⋯ , xn

}
 with 

xi ∈ ℝ
d and m sub-categories, the model trained from the 

segmentation network is able to output n × m scores for each 
point and sub-category. The basic idea of the PointNet is to 
approximate a continuous function f ∶ � → ℝ that maps the 
unordered input points to a vector by applying a symmetric 
function, max pooling, on transformed elements in the set:

where � and p are usually multi-layer perceptron (MLP) net-
works. The output vector � represents the global signature 
of the input set. Each input point is identically and indepen-
dently processed at the initial stages using the MLP with 
different hidden layers to encode statistical properties of 
the points. The MLP can also be seen as several FC layers 

(1)f
({

x1, x2, ⋯ , xn
})

≈ �

(
MAX
i=1,2,...,n

{p(xi)}

)

operating on each point, i.e., 1 × 1 convolution layers. To 
achieve per point segmentation, both local and global fea-
tures of the input point are extracted to learn the interactions 
among the points. The local features of each point �i ∈ ℝ

l 
can be obtained from the initial stages with the MLP, and the 
global features � ∈ ℝ

g can be achieved with the max pool-
ing algorithm across points. Then the new per point features 
�new
i

∈ ℝ
l+g are extracted by concatenating the local point 

features with the global features:

Finally, the combined new per point features are used 
for point label prediction with the MLP. Figure 1 illus-
trates the basic segmentation network architecture.

VoxelNet is an end-to-end network for point cloud-
based 3D object detection (Zhou and Tuzel 2017). The 
voxel used in the VoxelNet refers to a 3D grid, which 
contains a number of points divided from the point cloud 
input. One key innovation of the VoxelNet is its architec-
ture of stacked VFE layers to learn voxel-wise feature, as 
shown in Fig. 2. As with the feature aggregation network 
in PointNet, each VFE layer is able to achieve the new 
point features by combining the point-wise features with 
one FC layer and the locally aggregated features with the 
max pooling, i.e., the local point features and global voxel 
features. The main difference between the VoxelNet feature 
learning architecture and PointNet is that there are several 
global and local feature concatenations performed with the 
stacked VFE layers. To illustrate the detailed processing 
procedure of one voxel, all the feature sizes involved in the 
different layers are shown in Fig. 2. It is assumed that the 
network also takes n points with input channels d as input 
and outputs voxel feature fv ∈ ℝ

v . Since there is one FC 
layer and one max pooling in each VFE layer, the output 
feature size from each VFE is two times the local feature 
size. The stacked VFE layers also directly consume the 
points within the voxel as input and outputs new per point 
concatenated features. It encodes point interactions within 

(2)�new
i

= [ �T
i
�T ]T

Global featureLocal feature

Input points

MLP Max poolingMLP
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feature
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Fig. 1   PointNet segmentation network architecture
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a voxel and enables learning complex voxel-wise features 
for characterizing 3D shape information of each voxel.

An end‑to‑end satellite segmentation 
network

In contrast to the GDOP approximation/classification meth-
ods mentioned in the introduction that treat satellite selec-
tion as a regression problem and classifying the GDOP 
value of satellite input into a predefined range, the pro-
posed end-to-end satellite segmentation network is able to 
directly segment all the input satellites selected or not with 
no need for the brute force procedure as required in GDOP 
approximation/classification methods. One key problem for 
satellite segmentation using GDOP/WGDOP criteria is that 
the segmentation results should be invariant to all the per-
mutations of the input satellites. Inspired by the PointNet 
segmentation network that uses max pooling to deal with 
unordered input, and predicts the per point class label by 
combining the global feature with local point features, this 
architecture can be used for satellite segmentation network 
by treating the satellites in view at one instant as point cloud 
input, with two class labels—for selecting the satellite or 
not selecting the satellite—as output. In addition, the archi-
tecture of stacked VFE layers in the VoxelNet is employed 

to improve the performance of satellite segmentation using 
GDOP/WGDOP criteria.

Train and test data generation

Assume the selection of m satellites from n satellites in view 
from multiple constellations where inter-system time off-
sets have been accounted for. The criterion used for satellite 
selection is to minimize either the GDOP or WGDOP value. 
These values can be calculated by:

where tr( ⋅ ) denotes trace of the matrix, � is the design 
matrix and � is the weight matrix. � and � can be repre-
sented by:

where hi =
[
xi yi zi

]
 is the receiver-to-ith-satellite unit vec-

tor, the column of ones in the � matrix represents parame-
ters for the receiver clock bias in units of meters and wi is the 
weight of the ith satellite. Using the brute force approach, 
the subset with the minimum GDOP or WGDOP value can 
be selected from n!∕[m!(n − m)!] possible combinations. 
Therefore, there are two classes in the output data. One class 
is for the m selected satellites and the other is for the n − m 
not-selected satellites. To classify the n satellites in an end-
to-end fashion, the input data of each satellite should be 
able to characterize its local feature. The receiver-to-satellite 
unit vector 

[
xi yi zi

]
 can be used as the input channel, which 

contains direct information for the optimal subset selection 
using GDOP/WGDOP criteria. Since it can also be con-
verted to elevation and azimuth 

[
eli azi

]
 , the input channel 

represented by 
[
eli azi

]
 is another option. In the following 

experiment, the satellite segmentation performance using 
both forms of input channels is compared.

Satellite segmentation network architecture

To segment all the satellites in view, both local and global 
features of each satellite are needed. The local feature of 
each satellite can be obtained by applying inputs and feature 
transformation through a few FC layers on each satellite. 
Since the satellite order does not change the final segmenta-
tion result, max pooling is used for the satellite segmentation 
network. Furthermore, max pooling also learns the global 
features of the satellite input. Then new satellite-wise fea-
tures can be extracted by combining the global features with 
the local satellite features. To learn multi-level features for 
characterizing the pattern of the selected satellites, stacked 

(3)GDOP =
√
tr(�T�)−1 WGDOP =

√
tr(�T��)−1

(4)� =

⎡⎢⎢⎢⎣

x1 y1 z1 1

x2 y2 z2 1

⋮ ⋮ ⋮ ⋮

xn yn zn 1

⎤⎥⎥⎥⎦
� =

⎡⎢⎢⎢⎣

w1 �

w2

⋱

� wn

⎤⎥⎥⎥⎦

VFE layer i

Stacked VFE layers

One voxel with 
point-wise input

VFE layer 2

VFE layer n

FC

Voxel-wise 
feature

Max pooling

nxd

nx2l1

nx2l2

nx2ln

nxv

v

VFE layer 1

Local feature
FC

Global feature
Max pooling

nxli li

nx2li

Concatenated 
feature 

Fig. 2   Architecture of stacked VFE layers
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feature encoding (FE) layers based on the architecture of 
stacked VFE layers are used. However, instead of concat-
enating local and global features every time the local feature 
is obtained with the FC layer in each VFE layer, the MLP 
with a few FC layers are used. As with the MLP in the Point-
Net, the FC layers operate on each satellite. The global fea-
ture obtained from the last layer in the MLP is concatenated 
with the local feature in the same layer or preceding one as 

shown in Fig. 3. All the feature sizes derived from different 
layer are also illustrated in Fig. 3. This architecture is able 
to reduce the inference time due to the two times increase in 
feature size resulting from feature concatenation of each FC 
layer as in the stacked VFE layers.

Training details

Since the number of satellites in view will change with time, 
zero-padding is needed. The size of the zero-padding can 
be determined by fixing the number of observed satellites 
to the maximum possible number of visible satellites, e.g., 
n . Therefore, the size of each input training data is n × d , 
where d is the dimension of the satellite input channel. All 
training data are randomized before processing. The net-
work is designed by trading off the computational complex-
ity and performance of satellite segmentation. It is composed 
of seven stacked FE layers and two FC layers for the final 
segmentation. In each FE layer, there are three FC layers and 
a max pooling. The max pooling, performed across the local 
features learned from the last FC layer, is used to obtain 
the global feature. The global feature is then concatenated 
with the local feature obtained from the second FC layer, 
as shown in Fig. 3. Overall, there are 23 layers in the pro-
posed network architecture. The detailed layer output sizes 
are listed in Table 1. The number of layers and their sizes 
are empirical values.

The gradual increase in the channel size makes it pos-
sible for the network to learn more high-level features. Due 
to the redundancy in the concatenated feature in each FE 
layer, the channel size of the FC layer in the next FE layer 
is reduced to keep the compact satellite features. All FC 
layers use rectified linear units (ReLU) as activation func-
tion and batch normalization. Since the satellite segmen-
tation is satellite-wise classification, all of the input data 
including both satellite-input and zero-padding input have 
to be segmented. The same label as satellite not-selected is 
assigned to zero-padding input. The loss function for the 

Stacked FE layers

FE layer i

Segmentation layer

Input 
satellites

FE layer 2

FE layer n

MLP

Output scores

nxd

nx(l12+l13)

nx(l22+l23)

nx(ln2+ln3)

nx2

Local feature
FC

FC FC

nxli2

nxli3

Concatenated 
feature

nxli1

FE layer 1

li3

Global feature
Max pooling

nx(li2+li3)

Fig. 3   Satellite segmentation network architecture

Table 1   Satellite segmentation 
architecture with stacked FE 
layers

Layers Output size ( li1, li2, li3) Concatenated feature 
size ( l

i2 + l
i3)

Number 
of FC 
layers

Stacked FE layers FE layer 1 (32, 32, 48) 80 3
FE layer 2 (64, 64, 96) 160 3
FE layer 3 (128, 128, 160) 298 3
FE layer 4 (256, 256, 320) 576 3
FE layer 5 (512, 512, 640) 1152 3
FE layer 6 (864, 864, 960) 1824 3
FE layer 7 (1024, 1024, 1152) 2176 3

Segmentation layer (1024, 2) — 2
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satellite segmentation network is based on the binary cross 
entropy between the target and predicted classes (De Boer 
et al. 2005):

where N1 , N0 , and Ne denote the number of satellite-input 
training data with label 1, 0 and zero-padding input data 
with label 0, respectively; l̂i denotes the predicted value of 
the softmax output; and � , � , and � are loss weight constants 
to adjust the relative importance balance among different 
input data. The minimization of this loss function also indi-
rectly minimizes the difference in the GDOP or WGDOP 
values between the predicted satellites to be selected and the 
targeted ones. This loss function is optimized based on one 
commonly used stochastic gradient descent algorithm for 
deep learning networks, the Adam optimization algorithm 
(Kingma and Ba 2014). This algorithm uses first-order gra-
dients to optimize stochastic objective functions with adap-
tive estimates of first and second moments. In addition, the 
algorithm has very little memory requirement and is very 
suitable for neural networks with large training datasets and 
parameters. All the computations in the proposed network 
can be implemented on a CPU/GPU in parallel. One problem 
when using this network is that the number of output predic-
tions for selected satellites may not be equal to the prede-
fined one. As the output scores of the network can be inter-
preted as probabilities of input being the predicted labels, 
the number of output satellites for selection can be fixed by 
selecting the satellites with high output scores for label 1.

Experiment

Based on the brute force approach, training data with GDOP 
and WGDOP criteria were generated using 1-day GNSS 
observations (at 1-min intervals) from 200 IGS stations, 
resulting in around 288,000 training data samples in total. 
Both GPS and GLONASS observations were used and it 
was assumed that the inter-frequency bias for GLONASS 
satellites had been accounted for. Elevation cutoff angle for 
each receiver was set to 15°. Test data were generated in 
a similar way for another 20 IGS stations. The maximum 
number of satellites in view was 20, i.e., n = 20 . The labels 
for selected satellites were set as class 1 and the not-selected 
satellites were designated class 0. Due to the slightly unbal-
anced training data, different loss weight values � = 1 , 
� = 1.2 , and � = 0.05 were assigned. Adam optimizer with 
initial learning rate 0.1, momentum 0.9 and batch size 128 
values were used. The decay rate for batch normalization 
was 0.7, starting from 0.5 and gradually increasing to 0.99. 
The learning rate was reduced at the same rate as the decay 

(5)

L = −𝛼
1

N1

N1∑
i=1

log(l̂i) − 𝛽
1

N0

N0∑
i=1

log(1 − l̂i) − 𝛾
1

Ne

Ne∑
i=1

log(1 − l̂i)

rate for batch normalization. The models were converged 
in around 50 min using TensorFlow (Abadi et al. 2016), 
an open-source machine learning library running on a 
GTX1080TI GPU. The code and trained models used in the 
following experiment can be found at https​://githu​b.com/
PanUn​sw/satel​lite_selec​tion.git.

Satellite segmentation with different input channels 
and architectures

To compare the segmentation performance with input chan-
nels represented by ci =

[
xi yi zi

]
 and ci =

[
eli azi

]
 , one 

example for selecting 9 satellites based on the GDOP crite-
rion is shown in Fig. 4. Table 2 is a comparison of training 
and testing accuracies. The accuracy represents the percent-
age of satellite input segmented correctly, i.e., the predicted 
subset is the same as the optimal subset. Although 

[
xi yi zi

]
 

and 
[
eli azi

]
 are mathematically equivalent, the input chan-

nel with 
[
xi yi zi

]
 has slower training convergence, and 

worse converged training and testing accuracies than that 
based on 

[
eli azi

]
 . This fact can be intuitively explained by 
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Fig. 4   Performance comparison with different input channels
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the saddle points when optimizing the loss function, which 
can considerably slow down training (Dauphin et al. 2014). 
It may take more time to escape the saddle points for the 
input channel with 

[
xi yi zi

]
 compared with 

[
eli azi

]
 at the 

beginning of training. The input channels represented by [
eli azi

]
 were used in the following experiment.

To illustrate the performance of the satellite segmentation 
architecture with stacked FE layers compared with that with-
out stacked FE layers, another model with an architecture 
without stacked FE layers was also trained with elevation 
and azimuth input channels for selecting nine satellites based 
on the GDOP criterion. The architecture, consisting of six 
FC layers, one max pooling layer and one segmentation layer 
was used by trading off the computational complexity and 
performance of satellite segmentation. The output sizes of 
these layers are shown in Table 3. Local features obtained 
from the third FC layer were concatenated with the global 
features from the max pooling layer. The number of layers 
and their sizes used for the architecture without stacked FE 
layers are also empirical values (Table 3).

The initial parameters used for the architecture without 
stacked FE layers were the same as with stacked FE layers 
except that the decay rates for batch normalization and learn-
ing rate were set to 0.3 to reduce the tendency for overfit-
ting. Figure 5 and Table 4 show the performance comparison 

between the two trained models, model 1 and 2 with and 
without stacked FE architecture, respectively. It can be 
seen that both the training and test accuracies of model 2 
are worse than that of model 1. Therefore, it is preferable 
to use the architecture with stacked FE layers for satellite 
segmentation.

Satellite segmentation with GDOP

Models for selecting 9 and 12 satellites from the same 
set of observed satellites using the GDOP criterion were 
trained and evaluated. With the same network architecture 
with stacked FE layers, the models trained were used when 
selecting, in turn, 9 or 12 satellites. Table 5 shows the seg-
mentation performance comparison. It can be seen that the 
testing accuracy is slightly worse than the training accuracy. 
The model for selecting 12 satellites has better performance 
than that for 9 satellites.

To validate the trained models, Table 6 lists the test 
results. Compared with means of the best GDOP values, 
the means of the test GDOP values were only increased 

Table 2   Accuracy comparison with different input channels

Input channels Training accu-
racy (%)

Testing 
accuracy 
(%)

Receiver-to-satellite unit vector 98.9 97.6
Elevation and azimuth 99.1 98.0

Table 3   Satellite segmentation architecture without stacked FE layers

Layers Output size

FC layers (32, 64, 128, 
256, 512, 
1024)

Max pooling 1024
Segmentation layer (512, 2)
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Fig. 5   Performance comparison with different architectures

Table 4   Accuracy comparison with different architectures

Network architecture Training accuracy (%) Testing 
accuracy 
(%)

Model 1 99.1 98.0
Model 2 97.9 95.6
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by 0.08 and 0.04% when selecting 9 or 12 satellites, 
respectively. For more than 80% of the epochs the optimal 
subset of the satellite input was correctly predicted, and 
around 20% when one satellite in the optimal subset was 
not selected. The one satellite in the optimal subset that 
was not selected was often replaced by one that produces 
a slightly worse GDOP value than the minimum GDOP 
value.

One example of the predicted subset with one wrongly 
selected satellite is shown in Fig. 6. The detailed input and 
output labels for the targets and predictions are listed in 
Table 7. The satellite PRN G9 in the optimal subset was 
predicted with label 0, which was replaced by satellite PRN 

R18 resulting in the optimal GDOP value increasing from 
1.617 to 1.619.

Figure 7 is a plot of the percentage of GDOP increase 
between the predicted and the optimal subsets. It can be 
seen that the GDOP increase is limited to 8 and 3% when 
selecting 9 or 12 satellites, respectively, as shown in the top 
and bottom panels.

The histogram of GDOP value differences between 
the test and the optimal GDOP values is plotted in Fig. 8. 
For about 99 and 100% of the time, the GDOP difference 
is smaller than 0.03 when selecting 9 or 12 satellites, 
respectively.

Satellite segmentation with WGDOP

In this section, satellite segmentation results are presented 
for two trained models using the WGDOP criterion. The 
weight calculated for each satellite is based on its elevation 
angle as w = [sin(el)]2 . With the same network architecture 
used above, the best performance results of two trained mod-
els when selecting 9 or 12 satellites are listed in Table 8. 
Similar to the earlier trained models using the GDOP cri-
terion, the model for selecting 12 satellites has better per-
formance than that for 9 satellite selection. However, both 
models trained with WGDOP have lower accuracies than the 
ones with GDOP. This can be attributed to more complex 
features introduced by the different target satellites.

Even with the larger bias between the testing and training 
accuracies, around 95% of the time the predicted subsets 

Table 5   Satellite segmentation performance using the GDOP crite-
rion

Number of selected satellites Training accuracy (%) Testing 
accuracy 
(%)

9 99.1 98.0
12 99.2 98.3

Table 6   Test evaluation performance with GDOP-trained model

Number of 
selected satellites

Mean of best 
GDOP

Mean of test 
GDOP

Percentage of 
wrong segmen-
tation

0 (%) 1 (%)

9 1.981 1.983 81 18
12 1.809 1.810 83 16

G2

G5

G6

G9

G12

G19

G23

G25

G29

R3

R4

R5

R10

R11

R18

R19

R20

Fig. 6   One example of a wrongly predicted subset with GDOP-
trained model. Asterisk, diamond and circle markers identify the sat-
ellites optimally selected, not selected and wrongly selected, respec-
tively

Table 7   One example of satellite segmentation with GDOP-trained 
model

Satellite Input Output labels

Elevation (rad) Azimuth (rad) Targets Predictions

G2 1.480 5.310 1 1
G5 0.680 3.569 0 0
G6 0.909 1.397 0 0
G9 0.502 1.241 1 0
G12 0.664 4.193 0 0
G19 0.442 2.346 1 1
G23 0.288 0.690 1 1
G25 0.607 5.058 0 0
G29 0.317 5.358 0 0
R3 0.782 0.806 0 0
R4 1.035 2.621 1 1
R5 0.270 3.295 1 1
R10 0.325 5.037 1 1
R11 0.285 5.946 1 1
R18 0.482 1.962 0 1
R19 1.356 0.820 1 1
R20 0.591 5.375 0 0
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are correctly selected, or with just one wrong segmentation, 
compared with the optimal ones, as listed in Table 9. The 
means of the test WGDOP values are increased by 0.31 and 
0.15% when selecting 9 or 12 satellites, respectively. Simi-
lar to the earlier case, the subset with one wrongly selected 

satellite usually has a slightly larger WGDOP value than 
the optimal subset. One typical example of a wrongly pre-
dicted subset is shown in Fig. 9. Table 10 lists the elevation 
and azimuth input and the output labels for the targets and 
predictions. The difference in WGDOP value between the 
optimal and predicted subsets is approximate 0.012, with 
WGDOP increased from 3.418 to 3.430.

The percentage of WGDOP increase between the pre-
dicted and the optimal subsets is mostly limited to 8 and 4% 
when selecting 9 or 12 satellites, respectively, as shown in 
the top and bottom panels of Fig. 10.

Figure 11 shows the histogram of WGDOP value dif-
ferences between the test and the optimal WGDOP values. 
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Fig. 7   Percentage of GDOP increase
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Fig. 8   GDOP value difference comparison

Table 8   Satellite segmentation performance with the WGDOP crite-
rion

Number of selected satellites Training accuracy (%) Testing 
accuracy 
(%)

9 99.1 95.8
12 99.2 96.8

Table 9   Test evaluation performance with WGDOP-trained model

Number of 
selected satellites

Mean of best 
WGDOP

Mean of test 
WGDOP

Percentage of 
wrong segmen-
tation

0 (%) 1 (%)

9 3.742 3.753 65 29
12 3.355 3.359 71 27

G2

G5

G6

G9

G12

G19

G23
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G29
R3
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R20

G2

G5

G6

G9

G12

G19

G25

G29
R3

R4

R5

R10

R11

R18

R19

R20

Fig. 9   One example of a wrongly predicted subset with WGDOP-
trained model. Asterisk, diamond and circle markers identify the sat-
ellites optimally selected, not selected and wrongly selected, respec-
tively
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More than 99% of the differences in WGDOP value are less 
than 0.2, for both cases of selecting 9 or 12 satellites. This 
is adequate for most applications.

The comparison of average computational time with 
GDOP and WGDOP criteria between the brute force 
approach to select one optimal subset and the proposed sat-
ellite segmentation network to predict one selected subset 
with the trained models is summarized in Table 11. It can be 
seen that the satellite segmentation network method is about 
90 times faster than the brute force approach.

Concluding remarks

The authors presented an end-to-end deep learning network 
for satellite selection invariant to satellite input permutation 
based on the PointNet and VoxelNet networks. The satellite 
selection procedure was converted to a satellite segmentation 
procedure, with specified input channel for each satellite and 
two class labels representing the selected and not-selected 
satellites. The proposed satellite segmentation network was 
composed of several simple stacked FE layers and one seg-
mentation layer. An experiment was conducted to evaluate 
the proposed approach with training and test data from 220 
IGS stations. The satellite segmentation performance was 
compared with respect to different input channels, includ-
ing receiver-to-satellite unit vector and elevation and azi-
muth, as well as different architectures, i.e., with and with-
out stacked FE layers. The experiment showed that it was 
preferable to use an architecture with stacked FE layers and 

input channel represented by elevation and azimuth due to 
the faster training convergence and better converged accu-
racy. Cases for selecting 9 or 12 satellites, with GDOP and 

Table 10   One example of satellite segmentation with WGDOP-
trained model

Satellite Input Output labels

Elevation (rad) Azimuth (rad) Targets Predictions

G2 1.516 0.197 1 1
G5 0.773 3.582 0 0
G6 0.828 1.449 0 0
G9 0.505 1.146 1 1
G12 0.597 4.114 1 1
G19 0.361 2.382 0 1
G25 0.603 4.953 0 0
G29 0.395 5.365 1 1
R3 0.699 0.731 1 1
R4 1.132 2.491 0 0
R5 0.370 3.309 1 1
R10 0.266 4.955 0 0
R11 0.300 5.853 0 0
R18 0.400 2.032 1 0
R19 1.322 1.289 1 1
R20 0.682 5.425 1 1
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Fig. 10   Percentage of WGDOP increase
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WGDOP criteria, were investigated. It was demonstrated 
that using the satellite segmentation network approach was 
around 90 times faster than the brute force satellite selection 
approach. From the test results, it can be concluded that the 
trained models were capable of selecting the satellites that 
had the most contribution to the GDOP or WGDOP value 
and had no limitation of application locality as shown in 
GDOP approximation/classification methods. In addition, 
the trained models based on GDOP had better performance 
than the ones based on WGDOP. Furthermore, the models 
for selecting 12 satellites were more accurate than those for 
nine satellites. The model proposed for satellite segmenta-
tion is only for selecting a single fixed number of satellites, 
and the training and test data are all from static receivers. 
In the future, a model capable of selecting a multiple num-
ber of satellites will be trained with the selected number of 
satellites added to the input channel. Kinematic data will 
be analyzed, and the robustness of the trained model will 
be investigated.
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