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Position and velocity reliability
testing in degraded GPS signal
environments

Heidi Kuusniemi - Gérard Lachapelle - Jarmo H. Takala

Abstract Reliability testing, namely receiver
autonomous integrity monitoring (RAIM), consists
of statistical testing of least-squares residuals of
observations, e.g., on an epoch-by-epoch basis
aiming towards reliable navigation fault detection
and exclusion (FDE). In this paper, classic RAIM
and FDE methods are extended with testing of
range-rate residuals to find inconsistent velocity
solutions in order to contribute to the reliability of
the system with special focus on degraded signal
environments. Reliability enhancement efforts
discussed include a Backward-FDE scheme based on
statistical outlier detection and an iteratively
reweighted robust estimation technique, a modified
Danish method. In addition, measurement weighting
assigned to code and Doppler observations is
assessed in the paper in order to allow fitting a priori
variance models to the estimation processes. The
schemes discussed are also suitable in terms of
computational convenience for a combined GPS/
Galileo system. The objective of this paper is to
assess position and velocity reliability testing and
enhancement in urban and indoor conditions and to
analyze the navigation accuracy conditions with
high sensitivity GPS (HSGPS) tests. The results show
the necessity of weighted estimation and FDE for
reliability enhancement in degraded signal-
environment navigation.
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Introduction

Location-based services in personal and vehicular navi-
gation applications and the emergency call positioning
requirements demand navigation capability also in
degraded signal environments such as in urban areas and
indoors. Urban areas place many challenges for satellite
navigation due to, e.g., buildings causing signal attenua-
tion and blockages of the satellite signals. Therefore, high-
sensitivity receiver processing (MacGougan et al. 2002) is
necessary to ensure sufficient observation availability.
With high-sensitivity GPS (HSGPS), however, signals are
also obtained in which the surroundings have induced
deterioration, e.g., multipath propagation and cross-
correlation effects. Thus, these severe interference effects
associated with the low-power signals result in large
measurement errors; hence reliability monitoring and
enhancement schemes are essential.

Integrity and reliability information can be provided with
the aid of user range accuracy (URA), information at the
signal level and with receiver autonomous integrity mon-
itoring (RAIM), i.e., statistical reliability testing techni-
ques, at the user level. It is also important to monitor both
the GPS-based position and velocity solutions in order to
obtain a consistent navigation solution. Reliability mon-
itoring contains statistical testing of least-squares (LS)
residuals of the observations, e.g., on an epoch-by-epoch
basis. Here the aim is to detect and exclude measurement
errors with assigned certainty levels and, therefore, obtain
consistency among the observations. Traditional RAIM
techniques (Brown 1992; Parkinson and Spilker 1996; Ober
2003) aiming at fault isolation (Van Graas and Farrell
1993) of observation errors will lead to a computationally
demanding user-level integrity monitoring process if
generalized to future integrated GPS/Galileo observations
and multiple faults are considered. Therefore, there is a
need to develop methods, which lend themselves to
combined GPS/Galileo, multiple error situations and allow
simultaneous monitoring of the pseudorange and
pseudorange rate (Doppler) observations in degraded
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signal environments. The problem of multiple and si-
multaneous signal failures affecting the pseudorange and
pseudorange rate observations can easily occur in difficult
positioning conditions and require special attention.

In this paper, statistical reliability testing for monitoring
whether the model used for parameter estimation is
correct includes applying a global test for detecting an
inconsistent navigation situation and a local fault
identification test for localizing and eliminating measure-
ment errors recursively. In addition, a modified Danish
estimation method for position and velocity reliability
enhancement by deweighting observations iteratively is
being assessed for urban navigation. The fault detection
and exclusion (FDE) and recursively reweighted estima-
tion schemes are tested and examined with static and
kinematic urban/indoor GPS tests with a high-sensitivity
receiver.

The rest of the paper is organized as follows. The first
section of the paper discusses the concepts of LS position
and velocity estimation in GPS, measurement weighting,
RAIM, and the Backward-FDE scheme for position and
velocity reliability monitoring for urban environments. In
addition, an estimation approach including the outlier
detection by itself when deweighting measurements based
on LS residuals (a modified Danish method) is discussed.
The second section presents results and analyses of the
implemented position and velocity reliability-enhance-
ment schemes on real HSGPS data. Finally, conclusions are
given with remarks for future research tasks.

Reliability monitoring

Introduction
The linearized pseudorange measurement equations in LS
epoch-by-epoch GPS positioning can be expressed as fol-
lows (Kaplan 1996; Parkinson and Spilker 1996)

Ap =HAx + ¢ (1)

where Ap is the misclosure vector, the difference between
the predicted and measured pseudorange measurements, &
is the vector containing pseudorange measurement errors
assumed normally distributed with zero-mean, and H is
the design matrix. The array Ax is defined as

Ax = [Axy, Ay, Azy, —cAt,]" (2)

and contains the incremental components from the line-
arization point of the unknown user coordinates and clock
bias. The unknown array Ax can be estimated as follows

Ak = (H'C;'H) 'H'C'Ap (3)

where C; is the covariance matrix of the pseudorange
measurements. In this paper, it is assumed to be a diagonal
matrix. Thus, the state estimate of the unknown user co-
ordinates is obtained by adding the incremental compo-
nent to an approximate component, i.e., the linearization
point.
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The linearized Doppler measurement equation leading to a
GPS-derived velocity solution (Kaplan 1996; Parkinson
and Spilker 1996) can be presented as follows

Ap=Hg+< (4)

where Ap = p — p is the difference between the predicted
and measured pseudorange rate observations and ( is the
vector containing frequency estimate errors in m/s and
assumed normally distributed with zero-mean. The array g
is defined as

8 = [%u, Jus 2, —Cta] " (5)

and contains the unknown components of the user velo-
city and receiver clock-drift. The array g can be estimated
as follows

§— (H'C;'H) 'H'C;'Ap ©
where Cq4 is the covariance matrix of the Doppler (mea-
sured pseudorange rate) measurements and is assumed to
be diagonal.

If redundant observations have been made, LS residuals of,
in this case, pseudorange or pseudorange rate measure-
ments can be obtained from LS estimation as follows

= HAx — Ap (7)
or
i =Hg — Ap. (8)

The resulting residual vector r can be used to test the
internal consistency (Teunissen 1998; Kuang 1996) among
the pseudorange or pseudorange rate measurements. In
addition, the residuals can be normalized (Teunissen 1998;
Baarda 1968) as follows

, 1=1:n

©)

I
P =
(Cf),‘i
where n denotes the number of observations and (C;);;
the ith diagonal element of the cofactor matrix C;. The

cofactor matrix C; denoting the covariance matrix of
the residuals (Ryan 2002) is presented as

C; =C—HH'C'H) 'H'

is

(10)

where C denotes either the covariance matrix of pseu-
dorange measurements, C;, or the covariance matrix of
pseudorange rate measurements, Cq.

Simple height and vertical velocity constraints can be ad-
ded to the estimation processes resulting in an increased
measurement redundancy for the solution computation
process as well as the reliability monitoring. This is ac-
complished by constraining the variance of the height and
the vertical velocity states by adding pseudo-observations
to the functional models of the estimation processes ac-
companied by related standard deviations to the stochastic
models. Basically, this leaves only the horizontal and
time components as unknowns to be estimated in the
position and velocity computation. The epoch-by-epoch
LS approach is used in this research instead of more
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practical filtering approaches because of sensitivity
analysis purposes.

Observation weighting based on /N,
Carrier-to-noise density ratio, C/Nj, is an essential mea-
surable signal-quality value in a GPS receiver. It can be
used to weight the measurements (Wieser and Brunner
2000). In degraded signal environments, where signal
quality is often dependent on signal power, C/Ny-based
weights can be applied to observations, providing more
appropriate a priori estimates of the measurement error
distributions. The covariance matrix of the observations
can be constructed as follows, following the example of
(Hartinger and Brunner 1999)

~C/No,
a+bx10 ™ 0 0
c= 0 0 (11)
—C/No,
0 0 a+bx10 o

where C refers either to C; or C4 and the constants a and b
can be chosen empirically by assessing the actual observed
measurement errors and the equipment used. In this pa-
per, constants for C; are chosen as a=10 and b=150?%, and
for Cq they are a=0.05 and b=>50. The resulting dependency
between the standard deviations of the observation errors
and the C/Nj values is presented in Fig. 1.

Statistical reliability testing (RAIM)
In order to detect the measurement error, LS residuals can
be tested statistically. The observation errors are assumed
to be Gaussian zero-mean and uncorrelated. Un-
fortunately, these assumptions do not necessarily hold in
degraded signal environments.

Global test
A global test for detecting an inconsistent position or ve-
locity solution is related to an a posteriori variance factor,
62, and the degree of freedom (n—p) such that we test
whether 62(n — p) is centrally y* distributed or not. The a
posteriori variance factor, (}(2), and the threshold for the
global test, 65, are defined as

2 F1C 'k 2 Xifoz,nfp
O =——_ 5 Oor = __ _~

n—p n—p
where p denotes the number of parameters to be esti-
mated, and the value o represents the false alarm rate. In
the global test, a null-hypothesis represented by H, states
that the adjustment model is correct and the distributional
assumptions meet the reality, as opposed to H, which
states that the adjustment model is not correct. If the a
posteriori variance factor exceeds the threshold, the null-
hypothesis H, is rejected, and inconsistency is detected in
the adjustment model. Figure 2 presents the central and
non-central > density functions for eight degrees of
freedom, (n—p)=8, that represent the null-hypothesis, H,
and the alternative hypothesis, H,, of the global con-
sistency test. In Fig. 2, parameter f§ represents the prob-
ability of a missed detection and A the non-centrality
parameter of the biased y” distribution. The hypothesis
testing is conducted as

(12)

Hol
H,:

(No integrity failure), 63 < 63,
(Integrity failure), 6% > 62;.

(13)

Therefore, the threshold, which depends on the false alarm
rate and the degree of freedom, determines whether the
null-hypothesis of the global test is accepted or rejected. If
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density
function

Fig. 2
Central and non-central 5> density functions (n—p)=8

it is rejected, i.e. if the global test fails, an inconsistency in
the assessed observations is assumed and some action
should be taken to identify the potential measurement
error.

Local test
An attempt to identify the measurement error, either in the
position or velocity computation, may be performed if
there is enough redundancy to form the residuals. On
assuming that only one error can exist at a time in the
pseudorange or correspondingly in the pseudorange rate
observations, the error can be detected by testing each
normalized residual, w;, statistically against a quantile of a
normal distribution with a false alarm rate, o. The null-
hypothesis Hy ;, which states that the ith observation is not
an outlier, is rejected if the ith normalized residual exceeds

A
.

)
ao/—.
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the threshold. The underlying assumptions of the local
data snooping include the fact that the normalized re-
siduals are normally distributed with zero expectation in
the unbiased case (Teunissen 1998; Leick 2004). The two
normal distributions of the local test hypotheses adapted
from Leick (2004) are presented in Fig. 3. The parameter
/o in Fig. 3 is the non-centrality parameter of the unbiased
and biased normal distributions. The local testing is con-
ducted as follows

HO,i :
Ha,,' :

(i not an outlier),
(i an outlier),

P < %
Wis -y (14)
w; > n;_x».

2

Only the observation with the largest value of w; is tested
and possibly rejected, because an outlier in one observa-
tion generally causes several w; to be increased. The
measurement with the largest normalized residual ex-
ceeding the threshold is regarded as an outlier, and that
measurement is excluded from the solution computation
(Teunissen 1998) i.e., the kth observation is suspected to
be erroneous when

W Zwi Vi A wpg>n;_

% (15)
The global and local consistency tests are a part of a sta-
tistical reliability testing/outlier detection procedure pro-
posed originally by Baarda (1968). If Hy in the global test is
rejected, the local test is carried out for fault identification.
The parameters o, f§, oy, and f, are interrelated (Baarda
1968; Caspary 1988) and only two of them can be chosen
arbitrarily. The risk level o of the global test must be re-
lated to the corresponding parameter in the local test, o,
together with the probability of missed detection =0,
which is the same for both tests. An erroneous measure-
ment that causes the global test to fail must, therefore, be
identified with the local test. The « value, when setting the
oo and f3y values, is obtained by the following procedure:

Hp;
Ny.a /2

'

Fig. 3
Normal distributions of normal-
ized range or range-rate residuals
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Sequential local test
The assumption that only a single error can occur at a
given time is not always valid, especially in urban areas. As
an approximation for a testing procedure to detect mul-
tiple observation errors using the local fault identification
test, the single-fault local test may be applied recursively
whenever a fault is detected. Thus, if an outlier is found
and excluded, the test is repeated on the subsample re-
maining after deletion of the outlier (Hawkins 1980; Pe-
tovello 2003), assuming that there is enough redundancy
to perform multiple exclusions. In general, to exclude m
observations either from position or velocity computation,
a redundancy of at least m+1 is needed. The identification
and exclusion of measurements with the local test is per-
formed sequentially until no more outliers are found as
described in Fig. 4.

Fault detection and exclusion
For an overall FDE procedure, after estimating the re-
siduals, the global test can be performed to find out the
consistency status of the solution. If some inconsistency is
detected, the sequential local test can be performed and
erroneous observations recursively excluded. For detecting
a failure, there must be at least one redundant measure-
ment, (n—p)>0, but, in order to exclude erroneous ob-
servations, the redundancy must be at least two, (n—p)>1.
The combined scheme, where the sequential local test is
performed in case the global test fails, is suitable mainly in
single-fault situations, since the LS procedure tends to
spread an error and several errors, in particular, into all
the residuals (Kuusniemi and Lachapelle 2004). Incorrect
measurements might be marked to be erroneous in the
sequential local test, especially in large or multiple bias
situations (Lu 1991). In addition, when performing epoch-
by-epoch navigation calculations under degraded signal
environments such as indoors, all the available measure-
ments are vital for the solution geometry and, therefore, a
minimum number of necessary exclusions is desired.

Obtain w; for every measurement i
and perform the local test
v

3 residual wy that is the largest

outlier: w, 2w, ¥i A w, > N«
Z
YES ¢ NO v
Exclude erroneous Obtained estimate
measurement k acceptable

Fig. 4
Sequential local test
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If more than one observation is being excluded, the global
and the following sequential local test should include re-
consideration of an observation rejected during an earlier
iteration (Wieser 2001). A Backward-FDE scheme in Fig. 5
containing such a backward testing constitutes an eligible
reliability enhancement possibility for degraded signal
environments. A measurement excluded during the se-
quential local testing is back-implemented into the solu-
tion computation if the global test passes when it is
included in the solution as presented in Fig. 5. In addition,
in the sequential local testing part of the procedure, a
measurement is excluded only if the resulting geometry is
acceptable in terms of the horizontal dilution of precision
(HDOP) value. This backward testing ensures that un-
necessary exclusions are not performed.

Modified danish method: iteratively reweighted

estimation for reliability enhancement
The Danish method (Jergensen et al. 1985; Wieser 2001) is
an iteratively reweighted robust estimation technique used
in geodetic applications. By iterative weighted LS estima-
tion, it aims at achieving consistency between the model
and the observations, and more precisely, to have more
appropriate a priori weights of the observations in the
estimation procedure. In this paper, a modification of the
Danish method is used for degraded signal environments
to identify and thus deweight the outlying observations.
This is performed by assessing the LS residuals and de-
weighting the measurements iteratively, in case a given
normalized residual exceeds a certain threshold. The
modified Danish method includes a test statistic different
from the original Danish method proposed by Jergensen
et al. (1985). As a result, in this modified Danish method,

Global [ NO| Local 3 largest residual
test test [® W« thatis the
passed? outlier
YES NO YYES
K Is HDOP
measurements iIO without k
excluded acceptable?
v YES
Exclude k
L 4
Global 3j=1:K
test No| Global test passes with
passed? min 0‘3.,.,_;“]- when j included
v YES NO JYES
Obtained Obtained Include j to
estimate estimate position
reliable not reliable computation.
K=K-1;
Fig. 5

Backward-FDE scheme with geometry check



the variance for observation i in iteration k+1 of an epoch
can be constructed as follows

2 a0 | Ew]
Tio®XP [ n o |7 = — Mi-2

’ﬁ(kﬂ) = 2

2 . [Fio |
1,07 ()

(18)

(o2 <l’l1710

where ;,> denotes the a priori variance of observation i,
which can be obtained from the C/Ny-dependency pre-
sented in Eq. 11 for either pseudorange or pseudorange
rate observations, depending on whether the position or
velocity estimation is concerned. Therefore, if the ith
normalized residual in the kth iteration, L Lol il , exceeds a
certain threshold defined here with the quantlle of a nor-
mal distribution n,_x as in the statistical local test, the
variance of the ith observation in the k+1th iteration of the
estimation procedure of an epoch is increased according
to an exponential function (Wieser 2001) as shown in Eq.
18. If the given normalized residual of the ith observation
is regarded as acceptable, the a priori variance for that
observation is maintained in the estimation procedure.
The covariance matrix in the k+1th iteration in the LS
estimation, both for the pseudorange and the pseudorange
rate measurements, is constructed as

2
Mgy O 0

Cni=1 o . 0 (19)

0 0 Mg

The iterations in the modified Danish estimation method
start with a traditional LS estimation using the inverse of
the covariance matrix of the observations as the weight
matrix (Wieser 2001), either with pseudoranges or pseu-
dorange rate observations. After this, in each iteration k,
the normalized residuals for all the observations are
computed using the residuals of the current iteration.
Then, the new variances are computed using Eq. 18 and
another LS estimation iteration is conducted. When the
variance of an observation grows exponentially, the weight
of that observation decreases rapidly in the estimation,
and the observation can be regarded as being excluded.
The iterations for an epoch are stopped when the variances
no longer change significantly, and the norm of the un-
knowns to be estimated is small enough for the solution to
be accepted.

The presented Danish estimation technique provides a
convenient way to conduct reliability enhancement within
either the position or velocity solution estimation by
iterative deweighting, which is computationally more
convenient compared to statistical reliability testing in
terms of FDE.

Position and velocity reliability monitoring
In order to assess the monitoring and enhancement cap-
abilities of the Backward-FDE scheme and the Danish
method, we need to compare their performance both in
position and velocity domains. In our comparisons, the
reliability monitoring is performed on the range residuals
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to exclude erroneous pseudorange measurements from the
position estimation and on the range-rate residuals to
exclude erroneous measured Doppler observations from
the velocity estimation.

In harsh signal environments, where the availability even
with HSGPS is fairly low, the use of FDE and Danish es-
timation for enhancing reliability is restricted due to the
limited redundancy. Aiding in terms of self-contained
sensors or the future navigation system Galileo increases
the redundancy significantly and thus improves the relia-
bility monitoring capabilities. However, in very poor
conditions, with more severely erroneous than accurate
measurements present, reliability monitoring is simply
unable to perform proper detection and the following ex-
clusions. Generally, robust estimators have at most a
breakdown point of 50% (Rousseeuw and Leroy 1987), and
thus this issue needs to be taken into account. The difficult
task of proper observation weighting, for example using
C/N, values as in this paper, is crucial for the reliability
assessment procedures to detect and exclude erroneous
measurements properly. Otherwise, the reliability schemes
end up detecting only an inconsistency between the ob-
servations and the model, and the error detection and
exclusion for accuracy enhancement suffers. On occasion,
the reliability enhancement methods fail to detect and
exclude measurement errors successfully due to the un-
derlying assumptions not holding. There is also always a
p-value set, i.e., a probability of overlooking the outliers,
which accounts for some of the remaining errors. In ad-
dition, the geometry of the system plays an important role
in the detection and exclusion capability, and the exclu-
sion of any observation deteriorates the geometry in
general, leading to observation errors in the observations
left having potentially more influence on the solution.

Static and kinematic indoor
and urban HSGPS reliability tests

Static and kinematic indoor and urban environment
HSGPS data were gathered and assessed to test the

Fig. 6
Residential garage used in indoor test
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a C/N, values vs. elevations for all satellites and b HDOP and number
of satellites available in indoor test

performance of the FDE and reliability enhancement
procedures discussed. The tests were performed with a
high sensitivity receiver, SIRF XTrac-LP. In processing the
data collected, a modified version of the code and Doppler
processing software package, C3NAVG2, developed at the
University of Calgary, was used with height and vertical
velocity constraining to have the best obtainable re-
dundancy for reliability monitoring. The certainty levels
for the Backward-FDE and the Danish method were cho-
sen as follows: 0,=0.1% and f,==10%. A position dilu-

Fig. 8
Pseudorange and pseudorange rate errors for all satellites in indoor
test

1600
18:4000 204000 224000 00:40:00  02:40:00
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5
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tion of precision (PDOP) cutoff of 10 was applied, and in
the Backward-FDE scheme for taking into account the
geometry weakening, the sequential local test allowed the
exclusion of an erroneous measurement only if the
resulting HDOP value was smaller than 5. The different
approaches compared include raw epoch-by-epoch LS
estimation, C/Ny-weighted LS, the Danish estimation
method, and a weighted LS estimation where the Back-
ward-FDE is applied. The results of the reliability en-
hancement schemes, the Danish method and the
Backward-FDE, shown in both position and velocity do-
mains, pass the reliability check, i.e., the testing to check
whether the model used for parameter estimation is cor-
rect. This comprises testing the consistency between the
observations and the consistency between the observations
and a priori knowledge with the global test. In addition,
the reliability check contains verifications for sufficient
redundancy.
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a Pseudorange and b pseudorange rate errors as a function of signal-
to-noise-ratio for all satellites in indoor test

Static indoor test
First, a test was performed inside a residential garage
shown in Fig. 6 over a period of ca. 12 h (Lachapelle
et al. 2003). During the test, the wooden garage door was
closed. Differential corrections were utilized in proces-
sing the data to eliminate orbital and atmospheric errors.
Figure 7a presents the wide variety of C/N, values ob-
tained in the indoor test for different elevation angles.
The number of available satellites and the HDOP values
for the indoor test are shown in Fig. 7b. The overall
availability was fairly good, and the signals in all the
elevation groups included both low-power and fair-
power signals. The pseudorange and pseudorange rate
errors during the static indoor test are illustrated in
Fig. 8. The error values for each satellite were obtained

Fig. 10
a Horizontal errors and b horizontal speed errors of raw LS and
weighted LS in indoor test
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by post-processing techniques in a single-point mode
when the reference position and zero velocity were
known. Statistics of pseudorange and pseudorange rate
errors in terms of their root mean square (RMS) values
for all the available satellites are presented in the figure.
On occasion, the pseudorange error, for example,
reached over 200 m due to the cross-correlation effects
indoors. As an example, Fig. 9a, b present the pseudor-
ange and pseudorange rate error values, respectively,
with respect to the signal-to-noise ratios of the indoor
test, which confirm that the low-power signals generally
include more errors.

Figure 10a presents the raw LS and the C/N,-based
weighted LS position solutions in a local level frame
around the true position of the indoor test and Fig. 10b
presents the respective horizontal speed errors. Since the
speed estimates of the static test should be zero, Fig. 10b
can be interpreted as horizontal speed estimation errors.
The figures demonstrate the importance of proper ob-
servations weighting in order to enhance the position and
velocity accuracy; accuracy is significantly improved when
observation weighting is applied. Availabilities of solutions
in time were 99.9% in the 12-h indoor test.
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a Horizontal errors and b Horizontal speed errors of Danish method
and Backward-FDE in indoor test

Figure 11a presents the reliable horizontal position solu-
tions and Fig. 11b the reliable horizontal speed solutions
when the Danish and the Backward-FDE methods are
applied. Both position and velocity accuracies are sig-
nificantly improved on applying the reliability enhance-
ment methods. However, there are still some significant
errors present in both the methods, in which the reliability
enhancement in terms of detection and exclusion of a
failure has been unsuccessful; nevertheless, within the le-
vel of the assigned guaranteed performance. The avail-
abilities of a solution are slightly decreased on applying
the reliability checks to the Danish method and the
Backward-FDE.
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Kinematic downtown test
A 10-min vehicular test was performed in a dense down-
town area in Calgary, Canada. The trajectory of the vehi-
cular test is shown on a map in Fig. 12 with pictures
showing the test conditions with constructions causing
blockages. Differential corrections were applied to the
observations in the test. Figure 13a presents the C/N, va-
lues of the observations versus elevation angles and
Fig. 13b presents the HDOP values and the number of
available satellites for the vehicular test. For example, the
RMS value of the C/N, values for PRN 9 in the vehicular
test is 28.1 dB Hz, and, in general, most of the tracked
signals are low in power; the lower the power, the lower the
elevation is.
Figure 14a presents the raw LS and the C/Ny-based
weighted LS position solutions of the downtown vehicular
test in a local level frame displayed on a map. No reliability
monitoring has been applied. Huge outliers can be ob-
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Trajectory of downtown vehicular
test
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Fig. 13 horizontal speed obtained from the integrated IMU/GPS

a C/N, values vs. elevations, and b HDOP and number of satellites in
view in vehicular test

served with both the raw and weighted LS approaches,
though weighting the observations reduces the errors.
Figure 14b presents the respective horizontal speeds of
raw LS and the C/Ny-based weighted LS processing with
respect to a reference horizontal speed obtained from an
integrated inertial measurement unit/global positioning
system (IMU/GPS)—Black Diamond System by NovAtel,
Inc. Weighting the pseudorange rate observations based
on C/N, reduces some of the huge outliers in the hor-
izontal speed solution. In all, the figures again demonstrate
the importance of proper observations weighting in order
to enhance position and velocity accuracy but further
enhancement is required with outlier detection and ex-
clusion. Availabilities of solutions in time were 99.8% in
the vehicular test.

Figure 15a presents the reliable horizontal position so-
lutions and Fig. 15b the reliable horizontal speed solu-
tions when reliability checking in terms of the Danish
and the Backward-FDE methods are applied to the ve-
hicular test. Figure 15b includes again the reference

Fig. 14
a Horizontal position solution and b horizontal speed of raw LS and
weighted LS in vehicular test
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system to give some impression of the actual speed of
the vehicle. Position and velocity accuracies are sig-
nificantly improved with both the reliability enhance-
ment methods even though there are some errors still
present in both the Danish method and the Backward-
FDE approaches, however, within the predetermined
level of performance depending on the geometry. The
availabilities of a solution are slightly decreased on
applying the reliability checks in the Danish method and
the Backward-FDE. Overall, surprisingly good results
were obtained in the severely degraded signal environ-
ments with just effective reliability monitoring and high
sensitivity receiver processing.

Conclusions

This paper discussed reliability monitoring and enhance-
ment procedures suitable for poor signal-environment
HSGPS-FDE, and presented two case studies with static
and kinematic indoor and urban HSGPS data. As the re-
dundancy is a limiting factor, there is only very little that
can be accomplished in terms of accuracy improvement
when implementing FDE methods and reweighted robust
estimation schemes into HSGPS navigation. However, the

b 300

T

Reference Speed (Integrated IMU/GPS)
¢ RawlSs
+ Weighted LS

N
g

g

;
i
; !

'+

H

Horizontal Speed [m/s)
- -
8 8
-

g

#8 o
88

390 - < - R
GPSﬂm}%M(m:m:uj 12'23%

GPS Solutions (2004) 8:226-237

235



236

Original article

a
600" Danish Method ‘
* Backward-FDE
400}
200
_ o
E
5 =200
2
600
-800
-1000
~1200+

Fig. 15
a Horizontal position solution and b horizontal speed of Danish
method and Backward-FDE in vehicular test

presented procedures of reliability checking, the Danish
estimation and the Backward-FDE methods, prove to be
essential indoors and in harsh downtown environments,
both for position and velocity accuracy and reliability
enhancement. The Danish method is computationally
more convenient when the deweighting of observations is
performed iteratively during the solution estimation. The
importance of observation weighting in degraded signal
environments was also discussed in this paper.

As the lack of sufficient redundancy is a limiting factor for
reliability monitoring, self-contained sensors should be
included in degraded signal-environment navigation to
improve the accuracy and reliability further by increasing
the redundancy. In addition, the future Galileo system will
also contribute to the increased redundancy, and thus,
improve the reliability of navigation even in urban areas.
In this paper, epoch-by-epoch LS estimation was used for
position and velocity computation for sensitivity analysis
purposes of the implemented reliability enhancement
methods, but for real applications, certain filtering
approaches have to be established, which is a task for
continuing research.
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