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Abstract
Environment-related risks affect assets in various sectors of the global economy, aswell
as social and governance aspects, giving birth to what is known as ESG investments.
Sustainable and responsible finance has become a major aim for asset managers who
are regularly dealing with the measurement and management of ESG risks. To this
purpose, Financial Institutions and Rating Agencies have created an ESG score aimed
to provide disclosure on the environment, social, and governance (corporate social
responsibilities) metrics. CSR/ESG ratings are becoming quite popular even if highly
questioned in terms of reliability. Asset managers do not always believe that markets
consistently and correctly price climate risks into company valuations, in these cases
ESG ratings, when available, provide an important tool in the company’s fundraising
process or on the shares’ return. Assuming we can choose a reliable set of CSR/ESG
ratings, we aim to assess how structural data- balance sheet items- may affect ESG
scores assigned to regularly traded stocks. Using a Random Forest algorithm, we
investigate how structural data affect the Thomson Reuters Refinitiv ESG scores for
the companies which constitute the STOXX 600 Index. We find that balance sheet
data provide a crucial element to explain ESG scores.

Keywords Machine Learning · ESG risks · Firm performance.

JEL Classifications G14 · C22

1 Introduction

The Environmental, Social and corporate Governance-ESG, or Socially Responsible
Investments (SRIs), rating aims to help investors to identify and quantify the ESG risks
and opportunities. ESG investments are playing a key role in the asset management
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for several reasons: the sustainability challenge introduced by Governments and Reg-
ulatory bodies; the changing preferences of investors and the growing availability of
data. The main challenge nowadays is to make the production processes sustainable,
so companies are exposed to new risk factors, i.e. flood risk and sea level rise, data
security, demographic shifts and regulatory requirements, as a consequence modern
investors have to deal with the measurement and management of these new risks.
Investor preferences are adapting to new drivers, millennials and women are asking
more of their investments. According to a recent study of Bank of America Corpo-
ration, in the next two to three decades US-domiciled ESG investments will double
the size of the U.S. equity market. The increasing availability and better quality of
data provides useful tools to explore the ESG investing. Artificial Intelligence natural
language processing and big data can quickly identify hidden risks and opportunities
that may be missing from traditional ESG analysis.

Recent regulatory directives require mandatory disclosure of sustainable activity in
some countries as China, Denmark, Malaysia and South Africa, only on a voluntary
basis in others. However the lack of uniform metrics in the measurement of ESG
efforts does not allow an accurate comparison among the various countries. Additional
ESG regulations are on the way prompting managers to integrate ESG considerations
into their disclosure and investment processes. The European Sustainable Investment
Forum (Eurosif) defines “Sustainable and responsible investment (SRI) as a long-
term oriented investment approach which integrates Environment-Social-Governance
factors in the research, analysis and selection process of securitieswithin an investment
portfolio. It combines fundamental analysis and engagement with an evaluation of
ESG factors in order to better capture long-term returns for investors, and to benefit
society by influencing the behavior of companies.” Between 2018 and 2020, total
U.S.-domiciled sustainably invested assets under management, both institutional and
retail, grew 42%, to $17.1 trillion, up from $12 trillion, according to the Forum for
Sustainable and Responsible Investment’s 2020 trends report. This number represents
33% of the $51.4 trillion in total U.S. assets now under professional management.
Active strategies represent the majority of ESG-related assets under management, at
75% in the U.S. and 82% in Europe. With passive ESG strategies capturing about 60%
of new asset inflows in the U.S. in 2019. An increasing role has been played by green
bonds, largely issued by corporations, so far they have provided the same risk-return
profiles of its conventionally counterpart (Hachenberg and Schiereck 2018). However,
according to a recent study by Barclays, pricing of green bonds does not reflect the
quality of the bond (Zerbib 2019), we observe a small positive premium difference
between conventional bonds and green bonds. Amore accurate scrutiny from investors
will make this to change.

In this context asset managers look for some assessment of sustainability for guid-
ance and benchmarking (Joliet and Titova 2018;Weber 2013; Hartzmark and Sussman
2019). Several studies suggest that companies with robust ESG practices display a
lower cost of capital, lower volatility and few instances of bribery, corruption and fraud,
the opposite happening for companieswith poor ESGpractices (Lins et al. 2017;Chava
2011; Lansilahti 2012; Bhagat et al. 2008; Cremers et al. 2005; Deutsche Bank 2012).
Contradicting results are provided byArribas et al. (2019a), which analyze the concept
of “socially responsible company” both from the perspective of the retail investors (and
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how they perceive it) and the point of view of investment funds’ managers to explore if
amatch exists between them. They find that the unexpected performance of sustainable
and conventional mutual funds are mainly due to the methodologies applied to assign
the ESG score. The need for a reliable ESG score brought various financial institutions
to play. Fitch Ratings launched ESG Relevance Scores (ESG.RS) for 1,534 corporate
issuers in January 2019, and has since released more than 143,000 ESG.RS for over
10,200 issuers and transactions. MSCI introduced a set of tools for ESG analysis:
ratings, indexes and analytics. MSCI ratings cover 75,000 companies and more than
650,000 equity and fixed income securities globally and are based on the exposure of
each company to industry specific ESG risks and their ability to manage those risks
relative to peers. The Bloomberg ESG Data Service collects, checks and standardizes
information from a variety of sources about 11,500 companies in 83 countries. It con-
siders 800metrics covering all the aspects of ESG, from emissions to the percentage of
women employees. Such scores are divided into three different classes of disclosures:
(i) Environmental (E), (ii) Social (S) and iii) corporate Governance (G). The ESG
score is obtained by analyzing different features such as emissions, environmental
product innovations, human rights and the companies’ structure. It ranges from 0.1
to 100, where 100 represents the highest score attributed to a company that invests in
corporate social responsibility (CSR) projects. Given the various criteria adopted to
build the ESG score its accuracy is still widely questioned: the lack of standardization,
credibility of information, transparency and independence implies bias and tradeoffs.
ESG scores (Searcy and Elkhawas 2012) are also supported by the Dow Jones Sus-
tainability Index (DJSI), or the MSCI ESG Indexes, which are used in the process of
ESG investing. The fundamental issue relates to the ability of this tool to effectively
discriminate between responsible and irresponsible firms.

How firm-level attributes affect the CSR participation has been a major goals for
several researchers who have investigated the relationship between companies’ char-
acteristics, i.e. balance sheet and income statement information, andCSR performance
as in Drempetic et al. (2020), Garcia et al. (2020), and Lin et al. (2019). Most of these
studies have been performed assuming the firm data being heterogeneous, as well as
vague and uncertain (Garcia et al. 2020). To deal with the heterogeneity of data, the
use of Rough Set Theory is proposed, which allows to extract the information from
this context unlike the traditional set theory. The theory of slack resources is often
revoked as regards the analysis of the financial characteristics of companies and the
impact on their ESG rating. According to the slack mechanism, the profitability is
expected to have a positive impact on the ESG score: those companies with the great-
est resources are precisely those who can afford the necessary investments to improve
the ESG score (Drempetic et al. 2020). Other authors (Lin et al. 2019) represent the
bidirectional linkages between corporate social responsibility (CSR) and corporate
financial performance (CFP) by using the prospective and retrospective approaches,
by implementing a Panel Vector Autoregression in Generalized Method of Moments
(GMM) context. Finally, the influence of firm size, a company’s available resources
for providing ESG data, and the availability of a company’s ESG data on the com-
pany’s sustainability performance are positively correlated as stressed in Drempetic
et al. (2020).
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We believe that the ESG ratings, when available, still affect business and finance
strategies and they may represent a crucial element in the company’s fund raising
process or on shares returns. In this paper we want to relate ESG scores to structural
information of the company using a novel approach, the Random Forest algorithm.
Using the ThomsonReuters Refinitiv ESG scores, we investigate the roles of structural
variables as balance-sheet data on the ESG scores of the constituents of the STOXX
Europe 600 index.We find that balance sheet items represent a powerful tool to explain
the ESG score.

The remainder of this paper is organized as follows. Section 2 presents a brief review
of the literature, Sect. 3 outlines themethodologywepropose, describing the regression
tree architecture, the random forest algorithm and the variable importance. In Sect.
4 we describe the empirical framework by illustrating the results and implications.
Finally, Sect. 5 concludes.

2 Literature review

Most of the research on SRI studies the business case for sustainability rather than the
sustainability case for business (Winn et al. 2012). The fact that environment-related
and social risks can strand assets in different sectors of the global economy is now
evident. This caused increasing attention and intervention by financial supervisors and
central banks stimulating a bulk of research in this area. The need to properly measure
and manage exposure to environment, social and governance related risks requires to
deal with the poor availability of consistent, comparable and trusted data; costs of data
and accessing resources to conduct analysis. According to Benabou et al. (2010), the
involvement in social actions represents a voluntary action undertaken for the sake
of social interest. Most research focuses on the financial return of SRI compared to
mostly conventional benchmarks, only few studiesmeasure the impacts for sustainable
development (i.e. Cohen andWinn (2007) and Boiral and Paillé (2012)). Many studies
showed a financial outperformance of SRI (Mahjoub and Khamoussi 2012; Mahler
et al. 2009; Trucost and Mercer 2010; Nakao et al. 2007; Weber et al. 2010; Derwall
et al. 2005; Van de Velde et al. 2005), others showed an underperformance of SRI
(Makni et al. 2009; Renneboog et al. 2008; Simpson and Kohers 2002; Angel et al.
1997), and still others nomeaningful differences (Belghitar et al. 2014; Hamilton et al.
1993; Statman 2000; Bauer et al. 2005; Bello 2005; Kreander et al. 2005; Utz et al.
2014), compared to conventional benchmarks.

A very large number of researches deal with the impact of CSR investments on eco-
nomic growth or on corporate financial performances, however, we should mention
that a reliable set of universally recognizedmeasurement of CSR activities is still lack-
ing. The current inadequacy of disclosures about ESG risks and opportunities outside
the company’s operational boundary has been stressed by theWorld Business Council
for Sustainable Development WBCSD (2019). The role of ESG ratings and their reli-
ability has been widely discussed by (Berg et al. 2019), who highlights the confusion
created by ESG ratings. First, ESG performance is unlikely to be properly reflected
in corporate stock and bond prices; second, the divergence frustrates the ambition of
companies to improve their ESG performance; third, the divergence of rating poses
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a challenge for empirical research. Chatterji et al. (2016) find that ratings from dif-
ferent providers differ dramatically, showing that information received from rating
agencies is quite noisy. MSCI researchers (Melas et al. 2018) focused on understand-
ing how ESG characteristics have led to financially significant effects. They assume
that company when borrow from central banks create three “transmission channels”
within a standard discounted cash flow (DCF) model: i) the cash-flow channel, ii) the
idiosyncratic risk channel and iii) the valuation channel. The former two channels are
transmitted through corporations’ idiosyncratic risk profiles, whereas the latter trans-
mission channel is linked to companies’ systematic risk profiles. They show that ESG
has an effect on valuation and performance ofmany of the companies they analyzed. In
this context, investigating the relationship existing between structural data as balance
sheet data and the existing ESG scores may provide useful information to assess the
accuracy of the score.

Multivariate approaches have been used to analyze the relationship between the
corporate sustainability performance and the financial performance of firms. Several
studies use statistical methods to predict corporate financial performance based on
corporate sustainability performance. For instance, Weber et al. (2008) employs ESG
criteria to predict accounting indicators, using logistic regression (Anderson 1994),
such as EBITDA margin (EBITDA margin), Return on Assets (ROA), and Return on
Equity (ROE) as well as financial market indicators, such as Total Returns (TR). The
results indicate that the statistical approach is useful to show that ESG performance
can explain corporate financial performance with regard to EBITDA margin, ROA,
and ROE. However, it cannot predict TR, because there might be too many other
important influences on TR (Cerin et al. 2001) or that the shareholders do not inte-
grate sustainability performance into the price of the company shares, as suggested
by Schaltegger et al. (2000). Another study by Weber (2017) investigates the con-
nection between ESG performance and financial performance of Chinese banks used
panel regression to analyze the impact of ESG metrics on financial performance over
time. He uses a time-lagged approach to analyze cause-and-effect between ESG and
financial performance. Compared to the methods above, time-lagged panel regres-
sion delivered better information about cause-and-effect. There is no doubt that the
integration of ESG data is useful for financial decision makers (Monk et al. 2019).
However, we believe that statistical analyses certainly help to integrate ESG into lend-
ing and investment decision making, Artificial Intelligence techniques might be able
to contribute to a better integration. Until now the discussion about whether and how
ESG should be integrated into financial decision making is ongoing. Previous studies
found a trade-off between the ESG and financial performance (Bauer et al. 2005),
more recent studies find robust relationship between ESG and financial performance
(Cui et al. 2018; Friede et al. 2015). These mixed results are usually explained due to
the heterogeneity of ESG ratings (Berg et al. 2019). AI may improve the collection
and data as well as its analysis (In et al. 2019), it provides methods to analyze mixed
data. In contrast to financial data, ESG data can be text data, categorical data, and
quantitative. Many statistical methods are not able to process different types of data.
AI methods, such as machine learning or neural networks, however, are able to pro-
cess different types of data. Furthermore, these methods are able to recognize patterns
without assuming a certain distribution of the data, such as normal distribution. Since,
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ESG evaluation usually does not follow statistical distributions, AI methods might
be better suited to simulate human decision making that statistical methods. Machine
learning applied to large set of data makes possible to deliver new kinds of analytics.
Wang et al. (2012) use the AdaBoost algorithm to forecast equity returns and Wang
et al. (2014) show that using different training windows provides better performance.
Batres-Estrada (2015) and Takeuchi and Lee (2013) use the deep learning approach to
forecast financial time series. Moritz and Zimmermann (2016) use tree-based models
to predict portfolio returns. A slightly different approach is used by Alberg and Lip-
ton (2017) who propose to forecast company fundamentals (e.g., earnings or sales)
rather than returns. They find that the signal-to-noise ratio is higher when forecasting
fundamentals, allowing them to use more complex machine learning models. Gu et al.
(2020) forecast individual stock returns with a large set of firm characteristics and
macro variables. Since they use total returns rather than market excess returns as the
dependent variable, they jointly forecast the cross-section of expected returns and the
equity premium and find that nonlinear estimators have better accuracy when com-
pared to OLS regressions. The various studies all show how machine learning models
succeed in uncovering non-linear patterns. We focus mainly on the cross-section of
ESG scores and use firm fundamentals.Wefind thatmanymachine learning algorithms
can outperform linear regression.

3 The regressionmodel based on Random Forest

Let consider a generic regression model used to estimate the relationship between a
target (or response) variable, Y , and a set of predictors (or features), X1, X2, ..., X p:

Y = f (X) + ε (1)

whereX = X1, X2, ..., X p is the features’ vector and ε is the error term. As a measure
of the distance between themodel’s prediction and the target variable one usually refers
to the expected (squared) prediction error, E(Y − Ŷ )2, defined by the sum of squared
residuals, where Ŷ is the estimate of the target Y . Such error can be decomposed into
two errors: the reducible error, which arises from the mismatch between f and f̂ , and
the irreducible error, which is essentially the noise:

E(Y − Ŷ )2 = E[ f (X) − f̂ (X)]2
︸ ︷︷ ︸

Reducible

+ Var(ε)
︸ ︷︷ ︸

I rreducible

(2)

The aimofmachine learningmodels is to estimate function f minimizing the reducible
error.

Recent researches are using more often models that can dynamically learn from
past data. Ordinary regression techniques are not successful mostly because financial
data is inherently noisy, in many cases, the presence of multi-collinearity affects the
results, and relationships between factors and returns can be variable, non-linear,
and/or contextual. Hence, the estimation of dynamic relationships between potential
features and the target variable proves quite tricky. In this context, machine learning
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can offer a smart approach that naturally combines many weak sources of information
into a synthesized ESG score, stronger than any of its sources. A variety of machine
learning algorithms have been elaborated, such as regression trees, random forests,
gradient boosting machines, artificial neural networks, and support vector machines.
They proved to be capable to uncover complex patterns and hidden relationships that
are often hard or impossible to identify by linear analysis, and in presence of multi-
collinearity, they are more effective than linear regression and allow for precisely
classifying observations. At the top of the classifiers’ hierarchy is the random forest
classifier that belongs to the family of ensemble methods. It is able to reduce the
prediction error and at the same time monitoring the variance.

3.1 The standard random forest

Random forest is a supervised learning algorithm which can be used for both classi-
fication and regression tasks. We are going to refer to the Breiman’s (2001) original
algorithm, being other aggregating random decision trees ambiguously related to the
random forest where there are no specification on how the trees are obtained. In partic-
ular, we focus on the regression tree setting. According to the nonparametric regression
estimation general framework, let be X ∈ � ⊂ R

p an input random vector which is
observed. The output values are numerical and we assume that the training set is inde-
pendently drawn from the distribution of the random vector Y , X . The tree growth
depends on a random vector� such that the tree predictor h(x ,�k) takes on numerical
values. The algorithm is addressed to predict the response Y ⊂ R by estimating the
regression function m(x) = E[Y |X = x]. We assume Dn = ((X1,Y1), ..., (Xn,Yn))
the training sample of independent random variables distributed as pair (X ,Y ). We
can express the mean-squared generalization error for any numerical predictor h(x)
as in the following

EX,Y = (Y − h(X))

The average over k, k = 1, ..., n trees {h(x,�k)} corresponds to the random forest
predictor (Breiman 2001). The ensemble method for combining the prediction from
multiple machine learning algorithms together to makemore accurate projections than
the individual model is bagging (bootstrap aggregation), as introduced in Breiman
(1996) and then improved by the adaptive version (Breiman 1999) which reduces bias
and operates effectively in classification as well as in regression. The idea behind the
bagging is to generate many bootstrap samples and average the predictors. In order to
improve the weak or unstable learners, the bootstrap role consists in choosing n times
from n points with replacement to compute the individual tree estimates. Typically
in decision tree setting, the algorithm shows high variance. The application of the
bootstrap logic is used as a way to reduce the variance of a base estimator, the decision
tree, by introducing randomization into its construction procedure and then making
an ensemble out of it. The bagging improves the accuracy by changing the predictor
due to the perturbation in learning set, caused by the randomization introduced by the
bootstrap mechanism.
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In the architecture of the random forest, the estimator of the target variable ŷR j

is function of the regression tree estimator, f̂ tree(X) = ∑

j∈J ŷR j 1{X∈R j }, 1{.} being
the indicator function and (R j ) j∈J the region of the predictor space which is divided
into J distinct and non-overlapping R1, R2, ..., RJ and obtained by minimizing the
Residual Sum of Square:

J
∑

j=1

∑

i∈R j

(yi − ŷR j )
2

By denoting B the number of bootstrap samples and f̂ tree(X|b) the decision tree
estimator on the sample b ∈ B, we can express the random forest estimator as follows:

f̂ RF (x) = 1

B

B
∑

b=1

f̂ tree(X|b) (3)

As the number of trees grows, it does not always mean the performance of the forest
is significantly better than previous forests (fewer trees), so that some authors (as in
Oshiro et al. (2012)) identify an optimal threshold from which increasing the number
of trees would bring no significant performance gain, and would only increase the
computational cost.

3.2 The temporal dynamic random forest (TDRF)

RF is an ensemble of tree-based techniques for classification or regression, working by
constructing a multitude of decision trees at training time and outputting the average
prediction of the individual trees. In this section, we aim at representing the random
forest algorithm in a dynamic perspective, in order to measure the temporal effects
in our approach. The temporal dynamics of tree models is a branch of the predictive
machine learning algorithms. Nevertheless, how to restructure the time series to have
a supervised learning problem is a big issue in social sciences since there is a need
to preserve the temporal order in an algorithm that is intrinsically static respect to
time. The literature on the dynamic RF, introduced by Bernard et al. (2012), is very
scarce. In Bernard et al. (2012) the idea of a new Random Forest induction algorithm
arises from a combination of the weights updating as in the boosting algorithm with
the Random Forest. The other studies on the topic are mainly due to extensions or
applications of this approach (as in Nami and Shajari 2018; Biau and Scornet 2016;
Xu and Chen 2017). Nevertheless, the dynamic approach is absolutely not related to
the temporal evolution of a phenomenon as classified in Econometrics and Statistics.
According to the literature the dynamic RF represents an adaptive procedure that
iteratively reproduces forests, in order to decrease the forecasting errors and to improve
the accuracy by using the re-sampling principle of boosting, as opposite to the static
approach. In light of these considerations, we formulate a dynamic RF from a temporal
point of view.We develop a novel approach called Temporal Dynamic Random Forest
(TDRF) using the suggestions coming from best practices (as for instance in Brownlee
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(2020)) and the dynamic algorithm as in Carannante and D’Amato (2021). We re-
frame the time series problem as a supervised learning problem for machine learning,
by means of a rolling window method where the prior time step is used to predict the
next time step. In statistics and time series analysis, this is called a lag or lag method.
In particular, we restructure the data to look like a supervised learning problem, so
starting from our given time series dataset: the previous time steps are considered as
input variables and use the next time step as output variable as shown in the following
plot:

We create the features for each target variable, corresponding to the previous time
step to which the target variable refers. The data restructure preserves the temporal
order between the observations and it continues to be preservedwhen using this dataset
to train a supervisedmodel. As in best practices (Dietterich 2002;Bontempi et al. 2013;
Brownlee 2020), we find that the first value in a time series is not predicted by the
previous value so that the value under consideration is removed. We do not have a
knownnext value to predict for the last value of the series.While training the supervised
model we can remove also this value. The number of previous time steps represents
the window width or the size of the lag. This rolling windowmethod can turn any time
series dataset into a supervised learning problem and it is flexible to handle time series
with more than one observation at each time step, as in a multivariate setting. It is
noteworthy that our approach by reformulating the problem using a lag-based rolling
windows, in a multivariate framework, relies on the underlying common concept of
the VAR (vector autoregression) models, where the system of simultaneous equations
which are used to model the dynamics of each variable, includes the variable’s lagged
values. Machine learning are often able to integrate both, quantitative and qualitative
data into their analyses so they can be used as efficient tools to analyze critical issues
in business decisions given i) their ability to detect complex nonlinear relationships
between variables, ii) their self-organization and self-learning skills; iii) their error
tolerance capabilities (Aydin et al. 2015; Tu 1996; Oztemel 2003). The TDRF can be
set up in a flexible way, being suitable for:

• a direct approach, where a separate model is built to forecast each future time;
• a recursive approach,where a singlemodel is developed tomakeone-step forecasts,
and the model is used recursively where prior forecasts are used as input for
subsequent forecasts.
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3.3 Model explainability

MLalgorithms are frequently considered as black-boxes1 because the process between
input and output is opaque. Such a problem is sometimes a barrier to the adoption
of machine learning models. A field of literature focusing on the explainability of
artificial Intelligence is becoming increasingly important with the aim to interpret and
explain individual model predictions to decision-makers, end-users, and regulators. To
understand how a model operates we need to unfold the various steps in order to know
how it works and which decisions it takes. We deal with the model interpretability
considering a measure of the feature importance and the partial dependency plot. A
common form of model explanations are based on feature attributions, so a score
(attribution) is ascribed to each feature in proportion to the feature’s contribution to
the prediction. Recently there has been a surge in feature attribution methods, with
methods based on Shapley values from cooperative game theory being prominent
among them

Shapley values (Shapley 1953) provide a mathematically fair and unique method to
attribute the payoff of a cooperative game to the players of the game. Recently, there
have been a number of Shapley-value-based methods for attributing an ML model’s
prediction to input features. In applying the Shapley values method to MLmodels, the
key step is to setup a cooperative game whose players are the input features and whose
payoff is the model prediction. Due to its strong axiomatic guarantees, the Shapley
values method is emerging as the de facto approach to feature attribution.

The ESG risk assessment by institutions and supervisors is still at its early stages.
Currently, the incorporation of ESG risks into institutions’ business strategies, pro-
cesses, and riskmanagement reflects in-house approaches and practices. The quality of
the ESG risk measurements is significantly sensitive to the inconsistency and the lack
of data, “the scarcity of relevant, comparable, reliable and user-friendly data”(EBA
Consultation Paper 2020). Main risk-based approaches that take into account the like-
lihood and the severity of the materialization of ESG risks are based on the use of
historical data which do not always reflect the actual risks, this is mainly due to the
fact that historical data are processed with standard models. EBA (2020a) suggests
that ESG factors are not captured by classical models and most of the ESG risks are
non-linear. The non-linearity and the complexity that it creates stimulate the imple-
mentation of Artificial Intelligence and modern methods of learning by experience.
The response to the EBA consultation by the European Banking Federation (EBF
2021), which is the voice of the European banking sector, alert the different stake-
holders to the impossibility of evaluating the consistency of whatever methodologies
in the short-term horizon, by recommending a long-term interval (they identify the
temporal window from 3 to 10 years). They point out the current uncertainty around
methodologies and data. The use of Artificial Intelligence in EU banks is becoming
quite common, notably within 2 years, 12% of the EU banks have moved from pilot
testing and development to the implementation of AI tools (EBA 2020b). An EU
regulatory framework for AI is expected and planned for 2021. From the point of

1 In science, computing, and engineering, a black box is a device, system, or object which can be viewed
in terms of its inputs and outputs, without any knowledge of its internal workings. Its implementation is
opaque or “black”. Source: Investopedia.
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view of the consumers’ confidence, the transparency of the methodologies adopted
by the financial system is insistently required. General Data Protection Regulation,
applicable as of May 25th, 2018 in all member states, establishes that the consumers
have the right not to be subject to a decision based solely on automated processing
so that an explainability need emerges. The explainability involves the disclosure of
the underlying logic of decisions, the highlighting of the strengths and weaknesses of
the decision process, the interpretation of the model, the outcome explanation being
interpretable local predictor, and model inspection rules which provide a visual or
textual representation for improving the forecasting output. However, we need to be
aware of the he trade-off between accuracy and explainability as shown in the the
literature (for instance in Gunning et al. (2019), Hacker et al. (2020), Rai (2020)).

In particular, as regards Shapley-value-based explanations are considered by some
researchers (Aas et al. 2019) the only method compliant with legal regulation such as
the General Data Protection Regulation’s “right to an explanation”, others argue that
Shapley values do not provide explanations that suit human-centric goals of explain-
ability (Adler et al. 2018; Merrick and Taly 2019) as stressed in Kumar et al. (2020).

3.3.1 Variable importance

The calculation of feature importancemeasures is a crucial step towardsML algorithm
interpretability, it provides information on the features’ contribution to the explanation
of the target variable. Feature importance considers the relative influence of each
feature by calculating the number of times a feature is selected for splitting in the
tree building process, weighted by the squared error improvement resulting from each
split, and averaged over all trees. It offers more intuition into the algorithm learning
process.

In RF algorithms, a large number of trees can make the understanding of the predic-
tion functioning difficult. Therefore, Breiman (2001) proposed a weighted impurity
measure, which gives the importance of a feature in the RF prediction rule. Specifi-
cally, it assesses the importance of a feature Xm in predicting the target variable Y ,
for all nodes t averaged over all NT trees in the forest. Among the variants of the fea-
ture importance measures, we consider the Gini importance ratio (often called Mean
Decrease Gini, MDG), which computes the importance of each feature Xm as the
sum over the number of splits including the feature, proportionally to the number of
samples it splits. It is obtained by assigning the Gini index to the impurity i(t) index:

MDG(Xm) = 1

NT

∑

T

∑

t∈T :v(st )=Xm

p(t)�i(st , t) (4)

where v(st ) is the variable used in splitting st and �i(st , t) is the impurity decrease
of a binary split st dividing node t into a left node tl and a right node tr .

Denoting the sample size by N , the proportion of samples reaching t by p(t) = Nt
N ,

the proportion of samples reaching the left node tl by p(tl) = Ntl
N and the right node

tr by p(tr ) = Ntr
N , the impurity decrease �i(st , t) is given by:

123



358 V. D’Amato et al.

�i(st , t) = i(t) − Ntl

Nt
· i(tl) − Ntr

Nt
· i(tr ) (5)

3.3.2 Partial dependence plot

The partial dependence plot (PDP) shows the marginal effect of one or two features
belonging to the set S on the predicted outcome of a machine learning model averaged
over the joint values of the other features given by the algorithm. It is used to analyze
whether the relationship between the target variable and a feature is linear, non-linear,
monotonic or not. Let xs be the feature of interest for which the partial dependence
function should be plotted, and xi,C be the other (complementary) features considered
in the model. The partial dependence function is defined as

f̂S(xS) = 1

n

n
∑

i=1

f (xS, xi,C ) (6)

Partial dependence is obtained by marginalizing the model outcome over the distri-
bution of the features belonging to set C . In doing so, the function f̂S shows the
relationship between the feature of interest and the predicted outcome.

4 Empirical Analysis

We apply the random forest algorithm to the balance sheet items of the companies
constituent the STOXX Europe 600 Index in order to identify the main drivers of
the ESG scores. The algorithm’s performance is compared to those of a traditional
Generalized Linear Model (GLM).

4.1 Data

Our analysis focuses on the constituents of the STOXX Europe 600 Index, which
represents large, mid and small capitalization companies across 17 countries of the
European region. Because of its wide market exposure, the STOXX Europe 600 index
is usually considered the European equivalent of the S&P 500 index reflecting the
dynamics of the US stock market. We collect balance sheet information and ESG
scores for 67% (401 to 600 companies) of the constituents of the STOXX Europe
600 index from the Thomson Reuters Refinitiv ESG (Refinitiv ESG, henceforth) over
the period 2009–2019. Data on single pillars are also provided. The final sample is
made of 401 companies which are the companies that have been included in the index
throughout the chosen period. The Refinitiv ESG database assigns a ESG measure to
over 450 company-defining a score for each component: Environment-E, Social-S, and
Governance-G.The companies are aggregated into 10 categories and are discounted for
materially important ESG controversies. A combination of the 10 categories provides
the final ESG score (Fig. 1), which is a reflection of the company’s ESG performance
based on publicly reported information in the three ESG pillars with the weights of
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Fig. 1 ESG categories. Source: Thomson Reuters Refinitiv ESG scores
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Real Estate (4.5%)

Technology (8.2%)

Utilities (5.5%)

Fig. 2 Industry sector of the companies included in our analysis

the three pillars being 34% for E, 35.5% for S and 30.5% for G (Thomson Reuters
2020a).

Companies are classified according to the Thomson Reuters Business’ Classifica-
tion that is an owned industry classification system operated by Thomson Reuters
(Thomson Reuters 2020b). The industry sector proportions related to our dataset are
depicted in Fig. 2.

The ESG score ranges between 0 (minimum score) and 100 (maximum score).
The companies included in our sample have a 63.10 average ESG score in the decade
2009–2019. The dynamics of the average ESG score by sector is represented in Fig. 3,
while the related standard deviation in Fig. 4.

We analyze the following set of balance sheet items which represent our model’
features:

– Year: 2009–2019
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Fig. 4 Main statistics of the ESG score distribution by year: standard deviation

– Sector: categorical variable indicating the company’s industry sector (transformed
in dummy variables)

– ESG.Score: Refinitiv ESG score
– E.Score: Refinitiv Environmental score
– S.Score: Refinitiv Social score
– G.Score: Refinitiv Governance score
– Net.Sales: sales receipts for products and services, less cash discounts, trade dis-
counts, excise tax, and sales returns and allowances

– EBIT: Earnings Before Interest and Taxes, computed as Total Revenues for the
fiscal year minus Total Operating Expenses plus Operating Interest Expense,
Unusual Expense/Income and Non-Recurring Items, Supplemental, Total for the
same period. This definition excludes non-operating income and expenses
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Fig. 6 Density functions of ESG.Score by sector

– PE: Price-to-Earnings, computed as the ratio of fiscal period Price Close to Earn-
ings Per Share Excluding Extraordinary Items

– ROE: Return On Equity, profitability ratio calculated by dividing a company’s net
income by total equity of common shares (percentage values)

– DY: Dividend Yield, calculated as the Dividends paid per share to the primary
common shareholders for the fiscal period divided by the Historical Price Close
(percentage values)

Figure 5 shows the density functions of the ESG.Score and its components E,S,G
related to our dataset. While, in Fig. 6 the density functions are illustrated by sector.

To analyze the relationship between each pair of variables in the dataset, we plot the
variables’ correlation in the correlogramdepicted in Fig. 7 (positive correlations in blue
and negative correlations in red). The color intensity is proportional to the correlation
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Fig. 7 Correlogram of the data
set
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Fig. 8 Correlogram of the ESG score components. Left side: E .Score, center: S.Score, right: G.Score

coefficient. As easily understandable, we find strong positive correlations between
Net .Sales and EBIT (0.76), which are in turn correlated with the ESG score (0.33
and 0,34, respectively). Negative correlations are very low. The correlogram catches
the linear dependence between a set of variables, while machine learning algorithms
are able to discover non-linear patterns and hidden correlations.

We also show in Fig. 8 three other correlograms, one for each ESG score component
(E, S and G), which help to shed light on the importance of each pillar in determining
the ESG score.

4.2 RF estimation of the ESG score

Our model is formulated as follows:

Y ∼ Year + Net .Sales + EBIT + PE + ROE + DY + Sector (7)
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Table 1 RSS and MSR obtained
by the RF algorithm

Indicator ESG.Score E.Score S.Score G.Score

RSS 66.62% 68.14% 63.23% 38.51%

MSR 124.40 205.90 200.81 284.12

Table 2 Sectors’ abbreviations Sector Abbreviation

Basic materials BasMat

Consumer cyclicals ConCyc

Consumer Non-Cyclicals ConNCy

Energy Ene

Financials Fin

Healthcare Hea

Industrials Ind

Real estate ReaEst

Technology Tec

Utilities Uti

The target variableY is ESG.Score and its estimatêY is the output of theRF algorithm
used to estimate the model. Therefore, ̂Y is the RF estimator of ESG.Score. We use
the RF algorithm implemented in the R package randomForest developed by Liaw
(2018).

The optimal parameter setting is found by performing the hyper-parameters tuning
starting from a set of random seeds (100) for the pseudo-random generator and a num-
ber of trees which is appropriate for our dataset (ntrees = 500). We have to optimize
the number of input variables that are selected at each splitting node, mtry, and the
minimumsize of a terminal node,nodesi ze. For example, the valuemtry = 3meaning
that at each split, three variables would be randomly sampled as candidates and one of
them is used to form the split. We select the combination of seed/mtry/nodesi ze pro-
viding the lowest mean of squared residuals, MSR = 1

J ·n j

∑

j∈J
∑

i∈R j
(yi − ŷR j )

2,
with n j the number of observations belonging to the region R j , and the highest per-
centage of explained variance RSS = ∑

j∈J
∑

i∈R j
(yi − ŷR j )

2.
We partition the dataset into training and test set according to the 80%-20% splitting

rule. After the parameters tuning, the following parameters are set: mtry=10 and
nodesi ze=1 for the ESG.Score2. The percentage of variance explained by the random
forest algorithm, RSS, and the level of the resulting MSR are given in Table 1 for
ESG score and its components.

Figure 9 shows MDG values for each model’s feature, sorted decreasingly from
top to bottom. From this plot, we observe that the most explicative features selected
by RF algorithm are Net .Sales and EBIT , followed by ROE . Note that the sector’s
name has been shortened and the shorter names are reported in Table 2.

2 For the target variables E .Score, S.Score and G.Score, the algorithm’s parameters are set respectively
as follows: mtry = 9, 9, 10 and nodesi ze = 1, 1, 1.
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Fig. 10 Single variable PDP for ESG.Score. Predictors: Net .Sales, EBIT and ROE

The partial dependence plots for the most important features are shown in Fig. 10.
We observe that all the variables clearly show a non-linear pattern, which is suitable
for machine learning. A simple linear regression model should be preferable only in
case of linear variables.

According to the Principles for Responsible Investment (PRI), to predict revenues,
investors generally look at how fast a company is growing and whether it will gain
or lose market share. Companies with robust ESG practices have been found to have
a lower cost of capital, lower volatility, and fewer instances of bribery, corruption
and fraud over certain time periods. On the other hand companies with poorer ESG
performance have had a higher cost of capital, higher volatility due to controversies
and other incidences such as spills, labor strikes and fraud, and accounting and other
governance irregularities. ESG risks have to be integrated in the company’s perfor-
mance, for instance company’s sales growth rate may be affected by the level of ESG
opportunity/risk. “For example, a food producer may stop selling a particular type of
food due to environmental concerns, which is estimated to reduce sales by x% annu-
ally”(PRI 2016). So, for instance, we can expect sales to be linked to the ESG score.
To deeply investigate the relationship between the sales amount and the ESG.Score,
we display the values of these two variables in a scatterplot (Fig. 11). The points
represent the observed values, the red line the locally estimated scatterplot smoothing
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Fig. 11 Net.Sales (panel a) and EBIT (panel b) vs ESG.Score. Observed values (points) and LOESS (lines)

(LOESS), which is a local weighted (non-parametric) regression used to fit a smooth
curve through the points. LOESS regression clearly highlights that Sales increase as
ESG.Score grows.

The ESG score demonstrates a positive relationship with the sales. ESG scores has
improved significantly as the firms make considerable efforts towards addressing their
environmental and social risks. We could argue these companies are more willing to
disclose information in order to enhance their brand image and good reputation. It
also indicates strong, intuitive relationships between higher level of success in terms
of higher sales for the company and particular attention to reputation. It is noteworthy
that the investment decision process landscape is changing everywhere in the market,
driven by both ESG and financial performance of individual companies. Particularly
in actively-managed SRI and conventional funds, the funds’ stock picking process
reflecting the screening criteria higher portfolio weights to firms with higher ESG
scores (Joliet and Titova (2018)).

4.3 RF predictive performance and comparison with GLM

We test the RF predictive performance compared with a traditional Generalized Linear
Model (GLM).Wemeasure the goodness of prediction by the RootMean Square Error
(RMSE) and Mean Absolute Percent Error (MAPE), which are defined as:

RMSE =
∑

i (yi − ŷi )2

n
(8)

MAPE = 100

N

∑

i

∣

∣

∣

yi − ŷi
yi

∣

∣

∣ (9)

In the GLM, the explanatory variables, X = (X1, X2, ..., X p), are related to the
response variable,Y , via a link function, g(), and each outcomeof the response variable
is assumed to be generated from a distribution belonging to the exponential family
(e.g Gaussian, Binomial, Poisson). Denoting η = g(E(Y )) as the linear predictor,
the following equation describes the dependency of the mean of the response variable
from the linear predictors:

η = β0 + β1X1 + ... + βp X p (10)

123



366 V. D’Amato et al.

0 100 200 300 400 500

0
20

40
60

80
10

0

ESG.Score

Observations

Obs
RF
GLM

Fig. 12 ESG.Score: predicted (RF , GLM) versus observed values (Obs)

Where β1, ..., βp are the regression coefficients to be estimated and β0 is the intercept.
We assume a Gaussian distribution for Y and an identity for the link function, so that:
η = E(Y ).

To assess the importance of variables, it is often used in logistic regression the
significance of the predictors, measured by the Wald test with null hypothesis: H0 :
β = 0.

TheGLMperformance and the estimate of the regression coefficients are reported in

Table 3, where z = β̂

SE(β̂)
is the value of theWald test, Pr(> |z|) is the corresponding

p-value, and SE(β̂) is the standard error of the model.
Apart from the intercept, the GLM assigns the greatest importance to predictors

Year , EBIT and Net .Sales as well as Financials and Technology sectors. Such a
result is, in part, similar to the RF output, which also assigns higher importance to
Net .Sales and EBIT .

Table 7 shows the values of RMSE andMAPE for RF and GLM, where the first two
columns refer to the training set and the following two the test set. We can notice that
RF obtains an improvement in the prediction with respect to GLM, reducing RMSE
from 15.03 to 10.17, and MAPE from 26.62% to 16.77% in the test set.

Figure 12 illustrates the predicted ESG.Score obtained by the random forest algo-
rithm applied on the test set data compared to the values predicted by GLM. The RF
algorithm obtains the best performance, showing higher flexibility and better adaptive
capacity than the GLM.

The values of RMSE and MAPE in the training set for the E, S and G pillars are
shown in Table 5. The corresponding values in the test set are reported in Table 6.
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Table 4 RMSE and MAPE on
ESG.Score predicted values.
RF and GLM

Measure Training set Test set

RF GLM RF GLM

RMSE 11.15 15.65 10.17 15.03

MAPE 19.22% 28.57% 16.77% 26.62%

Table 5 RMSE and MAPE for the E,S,G components in the training set

Measure E.Score S.Score G.Score

RF GLM RF GLM RF GLM

RMSE 14.35 20.57 14.17 19.21 16.86 20.50

MAPE 64.73% 97.52% 30.17% 44.29% 36.70% 48.15%

Table 6 RMSE and MAPE for the E, S, G components in the test set

Measure E.Score S.Score G.Score

RF GLM RF GLM RF GLM

RMSE 12.93 19.93 12.84 18.50 17.27 20.84

MAPE 59.33% 125.24% 29.37% 39.37% 37.95% 48.55%

Table 7 RMSE and MAPE on ESG.Score predicted values. RF, GLM and RFdyn

Measure Training set Test set

RF GLM RFdyn RF GLM RFdyn

RMSE 11.15 15.65 21.60 10.17 15.03 21.35

MAPE 19.22% 28.57% 37.35% 16.77% 26.62% 35.35%

4.4 Dynamic RF predictive performance

Random forest regression for time series prediction.Rollingwindowswith same length
(three years).

The following table shows RMSE and MAPE values for RF and GLM (the same
as in Table 7), to which the result for the RFdyn are added.

The absolute differences between the predicted ESG.Score and the observed one
are illustrated in Fig. 13 and in Fig. 14 for all the models.

5 Conclusions

In the last decade, growing attention by Institutional investors to adopt environmental,
social and governance (ESG) investing fostered the growth of ESG assets under man-
agement. Many factors have contributed to this growth, we can mention certainly as
principle drivers: sustainability challenges, shifts in investor preferences, and improve-
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Fig. 13 ESG.Score: predicted (RF , Dyn RF , GLM) versus observed values (Obs)
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Fig. 14 ESG.Score: predicted (RF , Dyn RF , GLM) versus observed values (Obs)

ment in data and analytics. The standardizationof keymetrics andbroader transparency
in financial markets simplifies the process of evaluating firms’ ESG attributes by the
rating agencies, avoiding the divergence between rating score which is merely noise,
according to the recent literature (Berg et al. 2019).

In this paper, we identify the structural corporate variables, which affect the ESG
score using a novel approach: the random forest algorithm. We use balance sheet data
of a set of companies listed in the STOXX Europe 600 Index. The numerical results
show that balance sheet items present a significant predictive power on ESG score.
The RF algorithm achieves the best prediction performance compared to the classical
regression approach based onGLM, demonstrating the ability to capture the non-linear
pattern of the predictors. As regard to the importance of variables, the algorithm selects
Sales as the most predictive variable. Further researches could be detect the different
dependence structure between the determinants of the ESG score by developing, for
instance, flexible r-vine copulas.
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