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Abstract

We consider decision problems of rating alternatives based on their pairwise compar-
isons according to two criteria. Given pairwise comparison matrices for each criterion,
the problem is to find the overall scores of the alternatives. We offer a solution that
involves the minimax approximation of the comparison matrices by a common con-
sistent matrix of unit rank in terms of the Chebyshev metric in logarithmic scale. The
approximation problem reduces to a bi-objective optimization problem to minimize
the approximation errors simultaneously for both comparison matrices. We formu-
late the problem in terms of tropical (idempotent) mathematics, which focuses on the
theory and applications of algebraic systems with idempotent addition. To solve the
optimization problem obtained, we apply methods and results of tropical optimization
to derive a complete Pareto-optimal solution in a direct explicit form ready for fur-
ther analysis and straightforward computation. We then exploit this result to solve the
bi-criteria decision problem of interest. As illustrations, we present examples of the
solution of two-dimensional optimization problems in general form, and of a decision
problem with four alternatives in numerical form.

1 Introduction

Tropical (idempotent) mathematics, which is an area concerned with the theory and
applications of algebraic systems with idempotent addition, incorporates tropical opti-
mization as an important research domain. Since the first studies in early 1960s,
real-world optimization problems have often served to motivate and illustrate the
developments in tropical mathematics. Tropical optimization problems are formu-
lated and solved in the tropical mathematics setting, and appear in many recent works
in the area, which include the monographs and textbooks by Golan (2003), Heider-
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gott et al. (2006), McEneaney (2006), Gondran and Minoux (2008), Butkovi¢ (2010),
Maclagan and Sturmfels (2015), and a great many contributed papers.

Applications of tropical optimization cover various problems in project scheduling,
location analysis, decision making and in other fields. Some related examples can be
found, e.g., in Krivulin (2015a, ¢, 2016, 2017a,b, c) and Krivulin and Sergeev (2017).
There are multidimensional tropical optimization problems that can be solved directly
to describe all solutions in a compact closed vector form, whereas for other problems,
only algorithmic solutions are available, which offer numerical iterative procedures to
find a solution if one exists. For a brief overview of tropical optimization problems,
one can see, e.g., Krivulin (2014, 2015b).

Multi-criteria decision problems, in which one needs to rate alternatives by eval-
uating their scores from the results of pairwise comparisons under several criteria,
constitute a theoretically interesting and practically important class of problems in
decision analysis [see, e.g., Saaty (1990) and Gavalec et al. (2015)]. The most com-
mon solution to the problems is based on the Analytical Hierarchy Process (AHP)
method, developed in Saaty (1977, 1990, 2013), which involves calculating the prin-
cipal eigenvectors of pairwise comparison matrices. Available solutions include the
fuzzy AHP, interval AHP, and other techniques as in van Laarhoven and Pedrycz
(1983), Gavalec et al. (2015), Kubler et al. (2016) and Ahn (2017).

In the context of tropical mathematics, the decision problems of rating alternatives
are examined in Elsner and van den Driessche (2004, 2010), Gursoy et al. (2013)
and Tran (2013), which offer solutions that follow the AHP method with the tropical
eigenvectors or subeigenvectors used instead of the conventional principal eigenvec-
tors.

Another approach to the solution of the problems is proposed and developed in
Krivulin (2015¢, 2016) and Krivulin and Sergeev (2017), which is based on the min-
imax log-Chebyshev approximation of pairwise comparison matrices. The approach
involves the representation of the approximation problems in terms of tropical math-
ematics as tropical optimization problems, and the direct solution of these problems
using methods and techniques of tropical optimization.

In this paper, we further develop the above approach to solve the problem of rating
alternatives from pairwise comparisons under two equally weighted (unweighted)
criteria. Given pairwise comparison matrices for each criterion, the problem is to find
the overall scores of the alternatives. We offer a solution that involves the minimax
approximation of the comparison matrices by a common consistent matrix of unit rank
in terms of the Chebyshev metric in logarithmic scale. The approximation problem
reduces to a bi-objective optimization problem to minimize the approximation errors
simultaneously for both comparison matrices.

Furthermore, we formulate the problem in terms of tropical mathematics as a trop-
ical optimization problem. To solve the optimization problem obtained, we apply
methods and results of tropical optimization to derive a complete Pareto-optimal
solution in a direct explicit form ready for further analysis and straightforward compu-
tation. We then exploit this result to solve the bi-criteria decision problem of interest.
As illustrations, we present examples of the solution of two-dimensional optimiza-
tion problems in general form, and of a decision problem with four alternatives in
numerical form.
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The paper is organized as follows. We start in Sect. 2 with a brief overview of
one and bi-criteria decision problems under consideration and their representation as
problems of the log-Chebyshev approximation of pairwise comparison matrices. In
Sect. 3, we give an introduction to basic definitions and notation, and present some
preliminary results of tropical algebra to provide an analytical framework for solv-
ing a bi-objective tropical optimization problem. Section 4 includes the main result,
which offers a direct complete Pareto-optimal solution to the bi-objective problem.
In Sect. 5, we illustrate the obtained result with examples of the complete solution
of two-dimensional optimization problems in general form. Finally, in Sect. 6 we
demonstrate application of the solution to a bi-criteria decision problem.

2 One and bi-criteria decision problems

The method of pairwise comparisons finds wide application in decision making to
estimate scores (rates, preferences) of alternatives (choices, decisions) when a direct
rating of the alternatives is impossible or infeasible. The method uses the result of
pairwise comparisons of alternatives with an appropriate scale under one or several
criteria to evaluate the individual score of each alternative [see, e.g., Thurstone 1927
and Saaty (1977, 1990) for further details and application examples].

2.1 Rating by pairwise comparison

Consider a problem to rate n alternatives from a given pairwise comparison matrix
A = (a;j), where the entry a;; shows the relative priority of alternative i over j. The
matrix is symmetrically reciprocal, which implies that the equality ¢;; = 1/a;; > 0
holds for all i, j = 1, ..., n. A pairwise comparison matrix A is called consistent if
its entries are transitive in the sense of the condition a;; = a;rax;, which must hold
foralli, j,k=1,...,n.

Furthermore, each consistent matrix A is of unit rank, and has entries a;; = x; /x;
given by a positive vector x = (x;) that entirely specifies A. If a pairwise comparison
matrix A is consistent, its related vector x defines, up to a positive factor, the individual
scores of alternatives. In case that the matrix A is inconsistent, as is usually the case in
practice, an approximation problem arises to find an approximating consistent matrix
X = (x;;) with x;; = x; /x, or, equivalently, the corresponding vector x = (x;).

The commonly used approach to the problem is based on the approximation in the
Frobenius (or spectral) norm [see, e.g., Saaty (1977, 1990, 2013)], which results in the
principal (Perron) eigenvector method, where the principal eigenvector of the pairwise
comparison matrix is taken as the vector of scores x. Other solutions, proposed and
examined in a range of works, including Saaty and Vargas (1984), Barzilai (1997),
Chu (1998), Farkas et al. (2003) and Gavalec et al. (2015), employ least squares
and logarithmic least squares methods, Chebyshev approximation and some other
techniques.

Another approach, which applies the best approximation of matrices in the Cheby-
shev sense on logarithmic scale, is proposed in Krivulin (2015c, 2016), where the

@ Springer



82 N. Krivulin

minimax log-Chebyshev approximation is represented as a tropical optimization prob-
lem, which can be completely solved in an exact vector form.

2.2 Minimax approximation in log-Chebyshev sense

Consider the problem to approximate a pairwise comparison matrix A = (a;;) by
a consistent matrix X = (x;;), where a;; = 1/aj; and x;; = x;/x; forall i, j =
1, ..., n. Observing that the matrix A is assumed to be positive, we can measure the
approximation error by the Chebyshev distance in logarithmic scale.

Let log denote a logarithmic function with a base greater than one. Since this
function is monotone increasing, the log-Chebyshev distance between A and X to be
minimized can be written as

ajj  Xij
max |loga;; —logx;j| =log max max|—,—|.
1<i,j<n I<i,j=<n Xij aij

Moreover, the monotonicity property makes the problem of minimizing the last
logarithm equivalent to minimizing its argument. As a result, under the conditions
ajj = 1/a;; and x;; = x;/x;, the approximation problem reduces to minimizing

a;; Xij aijix; ajiXx; apix;j
max max(—j,—])z max max(ﬁ,]— = max J ],

1<i,j<n Xij daij 1<i,j<n Xi Xj I<i,j=n X;

where the functions on the right are minimized over all positive vectors x = (x;).
Note that, in approximating reciprocal matrices by consistent matrices of unit rank,
minimizing the log-Chebyshev approximation error is equivalent to minimizing the
relative error
laij — xi/x;]
max —————.
I<i,j=n ajj

To verify the equivalence [see also Elsner and van den Driessche (2004)], we rep-
resent the relative error as

laij — xi/x;l aijXj
max ———"° — max max —1], |2
I<i,j<n ajj i<j ajjx; X
X ajixj ajixi
= max max -1, JZL 1t = max —LL 1.
i<j aijXx; X 1<i,j<n X;

Since these error functions differ only by an additive constant, we conclude that both
approximation problems with the log-Chebyshev and relative errors are equivalent to
the problem of finding vectors x = (x;) that

.. ajjX;j
minimize max .
I<i,j<n X
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Complete solutions to this and related problems in the context of rating alternatives
on the basis of pairwise comparisons, are given in Krivulin (2015¢, 2016), Krivulin
and Sergeev (2017) and Krivulin (2018).

2.3 Pairwise comparison under two criteria

Suppose n alternatives are compared in pairs under two equally weighted (unweighted)
criteria, which results in two pairwise comparison matrices A = (a;;) and B = (b;;).
The problem is formulated as a bi-criteria problem to find vectors x = (x;) such that
the matrix X = (x;/x;) simultaneously approximate both matrices A and B.

A solution to the problem can be obtained by applying the AHP method [see, e.g.,
Saaty (1977, 1990, 2013)]. In the weighted case, the AHP solution is based on separate
approximation of each matrix A and B by consistent matrices using their principal
eigenvectors. The vector of individual scores of alternatives is calculated as a weighted
sum of normalized principal eigenvectors, where the weights (priorities) of the criteria
can be found by the principal eigenvector method from a pairwise comparison matrix
of criteria, or obtained in other ways. Under the assumption of equal weights, the
weighted sum is reduced to the ordinary (unweighted) sum of normalized principal
eigenvectors.

In the framework of the minimax log-Chebyshev approximation, the problem can
be formulated as the bi-objective problem of finding positive vectors x = (x;) to

L aijXj bijx;
minimize max —2 . max —LL). (1)
1<i,j<n X; 1<i,j<n X;

The common way to handle this problem, which has two competing objectives in
conflict with each other, is to find a compromise solution that could not be improved.
The set of solutions, where one objective can be improved only at the expense of the
other objective, is usually considered the best compromise solution, which is called
the nondominated or Pareto-optimal solution [see, e.g., Ehrgott (2005), Luc (2008),
Pappalardo (2008), Benson (2009)].

Note that problem (1) can be solved using the technique described in Krivulin
(2015¢, 2016) and Krivulin and Sergeev (2017). The solution involves a matrix C =
(cij) with the entries ¢;; = max{a;;, b;;} to find vectors x = (x;) that

. CijXj
minimize max ——.
I<i,j<n Xj

This approach presents an analogue of the AHP decision scheme, which applies the
minimax log-Chebyshev approximation instead of the principal eigenvector method
and the direct calculation of weighted sums. The solution is based on methods and
techniques of tropical optimization, and offers the result in a compact vector form.
However, this solution involves a scalarization of the bi-criteria problem, and hence
can hardly provide a way to obtain all Pareto-optimal solutions.
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Below, we further develop the tropical optimization approach to provide a direct,
explicit representation for all Pareto-optimal solutions of problem (1), which is given
in a form ready for further analysis and straightforward computation.

3 Algebraic definitions and preliminary results

We start with a brief overview of the algebraic definitions and preliminary results of
tropical mathematics from Krivulin (2015a,b, 2017a,b), which provide an analytical
framework for the formulation and solution of the bi-objective tropical optimization
problem to be considered in the next section. For further details at both basic and
advanced levels, and for application examples, one can consult, e.g., the recent books
by Golan (2003), Heidergott et al. (2006), McEneaney (2006), Gondran and Minoux
(2008), Butkovic¢ (2010) and Maclagan and Sturmfels (2015).

3.1 Idempotent semifield

Consider a nonempty set X equipped with addition & and multiplication ® such that
both operations are associative and commutative, addition is idempotent and has zero O,
whereas multiplication distributes over addition, has identity 1, and is invertible for all
nonzero elements. The system (X, @, ®, 0, 1), which is an idempotent commutative
semigroup with zero under addition and Abelian group under multiplication, is usually
called the idempotent semifield.

Idempotent addition @ conforms to the rule x @ x = x for all x € X, and induces
a partial order on X such that x < y if and only if x @ y = y. This partial order is
assumed extended to a compatible total order. Invertible multiplication ® provides an
inverse x~! for any x # 0 to satisfy the identity xx~! = 1. (Here and henceforth,
the multiplication symbol ® is omitted to save writing.) The powers with integer
exponents indicate iterated products, and are defined as x” = xxP~l x=P = (x~hHP,
and x" = 1 for all nonzero x € X and integer p > 1. Moreover, the equation x? = a
is assumed solvable with respect to x for all @ € X and integer p > 1, which extends
the power notation to rational exponents.

The operations in the semifield have the following properties with respect to the
order relation induced by the idempotent addition. First, the inequalities x < x @ y
and y < x & y hold. Furthermore, the inequality x & y < z is equivalent to the pair of
inequalitiesx < zandy < z.Both operations & and ® are monotone in each argument,
which implies that the inequality x < y yields the inequalitiesx @z < y®zand xz <
yzforall z € X. Theinversionis antitone, which means that x < y results inx~! > y_1
for all x, y # 0. Finally, the exponential inequalities x¢ > x" if x < 1 and x? < x”
if x > 1 are valid under the condition ¢ < r, where g and r are positive rationals.

As examples of the idempotent semifield under study, consider real semifields
Rmax.+ = (RU {—o0}, max, +, —o0, 0) and Rpax, x = (R4, max, x, 0, 1), where R
isthe set of reals, and Ry = {x > 0| x € R}. In the semifield Rpyax, +, Which s typically
called the max-plus algebra, addition @ is defined as max and multiplication ® as +.
The zero 0 and identity 1 are given by —oc and 0. The inverse x ~! coincides with the
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opposite number —x in the conventional arithmetic. The power x” corresponds to the
arithmetic product yx, and is well-defined for any x, y € R. The partial order induced
by the idempotent addition is compatible with the natural linear order on R.

The semifield Ryax x is commonly referred to as the max-algebra, and has the
operations defined as @ = max and ® = X, and neutral elementsas 0 = O0and 1 = 1.
The inverse and power notations have the standard meaning, and the partial order
extends to the natural linear order. The max-algebra will serve below as the basis for
the application of tropical optimization to the bi-criteria decision problem of interest.

3.2 Matrices and vectors

We now consider matrices with entries in X, and denote the set of the matrices
with m rows and n columns by X™*". Idempotent algebra of matrices over X is
routinely defined, where the matrix operations follow the standard rules with the
scalar operations @ and ® in place of the ordinary arithmetic addition and multipli-
cation. Specifically, for any matrices A = (a;;) € X", B = (b;j) € X™*" and
C = (cij) € X<l and a scalar x € X, matrix addition and multiplication, and scalar
multiplication are given by the entry-wise formulas

n
{A® B};j =a;; ®b;j, {AC};; = @aikckj, {xA}ij = xai;.
k=1

The properties of the scalar operations ¢ and ® with respect to the order relation
extend to the matrix operations, where the inequalities are understood entry-wise. A
matrix that has all entries equal to 0 is the zero matrix denoted by 0. A matrix with at
least one nonzero entry in each column is called column-regular.

A square matrix with all diagonal entries equal to 1 and the off-diagonal entries to
0 is the identity matrix denoted by I. The power notation serves to indicate repeated
multiplication of a matrix with itself, defined as A° = I and A? = AAP~! for any
square matrix A and integer p > 1.

Consider a square matrix A = (g;;) € X**". The trace of A is given by

n
trA=a;1 @ - - ®ay =®akk-
k=1

For any matrices A, B € X"*" and scalar x € X, the following identities hold:
tr(A® B) =trA®dtrB, tr(AB) =tr(BA), tr(xA) = xtrA.

To describe the solution to optimization problems in the sequel, we need to define
the function, which assigns to the matrix A the scalar

n
Tr(A) =trA & - A" = Pua. )
k=1
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Provided that the condition Tr(A) < 1 holds, we apply the asterate operator, also
known as the Kleene star, which yields the matrix

n—1
Ar=IoAs oA =PAr
k=0
Finally, we use the the spectral radius of the matrix A, which is given by

n
A=A - au'/" (A" = PHu'kAh. 3)
k=1

A matrix with one column or row forms a vector over X. The vectors are considered
as column vectors unless otherwise specified. The set of column vectors with 7 ele-
ments is denoted by X”. A vector with all entries equal to 0 is the zero vector denoted
by 0. A vector is called regular if it has no zero elements.

For any regular vector x = (x;), the multiplicative conjugate transposition yields
the row vector x~ = (x; ) with the elements x; = x;” Lif xi #0,andx; =0
otherwise.

3.3 Vector inequalities

Given a matrix A € X™*" and a vector d € X, consider the problem to solve, with
respect to the unknown vector x € X", the inequality

Ax <d. “)

A direct solution to the problem is described as follows [see, e.g., Krivulin (2015a)].

Lemma 1 For any column-regular matrix A and regular vector d, all solutions to
inequality (4) are given by
x<d A"

Now suppose that, given a matrix A € X"*", the problem is to find regular vectors
x € X" to satisfy the inequality
Ax < x. 5)

The next result, obtained in Krivulin (2015b), offers a direct solution.

Theorem 1 For any matrix A, the following statements hold:

1. If Tr(A) < 1, then all regular solutions to (5) are given by x = A*u, where u is
any regular vector.
2. If Tr(A) > 1, then there is only the trivial solution x = 0.
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3.4 Identities and inequalities for traces

We start with an obvious binomial identity that is valid for any square matrices A, B €
X" and positive integer m in the following form [see also Krivulin (2017a)]:

m
AeB"=a"o @  A°BA"---BAY.

k=1 io+ii+-+ix=m—k

Taking trace of both sides and using properties of traces yield

m
rAoB)" =wA" o €  wBA".. BAY)
k=1 ij+-+ip=m—k

After summing over m = 1, ..., n, and rearranging terms, we obtain the identity

n n—k

Tr(A® B) = @trAk ® @ QB QB tr(BA" - .- BA™). (6)

k=1 m=0i1+-+ir=m
Furthermore, we assume s, t > 0, and introduce two functions

n—1 n—k

GO =P P sHmul/mBAT.. BAY),

k=1 m=1ii+-+ir=m
n—1 n—k

Ho=PP @ " ukBa"...Ba").

k=1 m=1ij+-+ix=m

)

The functions G and H possess a duality property that holds for the pair of inequal-
ities G(s) <t and H(t) < s, which appear to be equivalent. To verify this property,
suppose that, for some s and ¢, the first inequality G(s) < t is valid. This inequality
is equivalent to the system of inequalities

@ sTKmgl/mBAN .. BA%Y <t, m=1,....n—k; k=1,....,n—1.
i14-+ig=m

Multiplication of both sides of the inequalities by r~'s%/” followed by raising to
the power m /k, leads to the system

B FuFBAT . BAY) <5, m=1.....n—k k=1....n-1
i1+tig=m
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By summing up the inequalities in the system, we obtain the second inequality

—1 n—

Hy=pPH B "Fu'*BA" . .BAY) <s.

k=1 m=1i1+--+ix=m

S

Observing that all transformations performed are invertible, we conclude that both
inequalities G(s) <t and H (¢) < s are equivalent.

Let us discuss the computational complexity of the functions G and H. Consider
the function G, and rewrite it in equivalent form as

n—1 n—k
Go) =P Ps™ e Rin), Rin= € BA"---BA",
k=1 m=1 i1+ tiy=m

which shows that the computational time required to calculate G is determined by the

time taken to calculate the matrices Ry, forallk =1,...,nandm =1,...,n — k.
Note that Ry, is defined as the sum of products BA'! - - - BA' over all nonnegative
integers iy, ..., ix such thati; 4 - - - + iy = m. Since the recurrence equation

Rim = BRy_1,n ® Riu_1A, Rom=A", Rio=B" Ryp=1I,

is valid for all k, m > 1, each matrix Ry, can be obtained from the matrices Ri_1
and Ry ,,—1 through two matrix multiplications and one matrix addition. Observing
that one matrix multiplication takes at most O (1n°) scalar operations, and the number
of matrices Ry, used in the coefficients of the function G is n(n — 1)/2, the overall
time needed to calculate G (s) is O (n°). The calculation of H (¢) takes the same time.

4 Unconstrained bi-objective optimization problem

We are now in a position to describe our main result, which offers a complete solution
to a tropical bi-objective optimization problem in the form of a direct, explicit repre-
sentation of both Pareto frontier and related Pareto-optimal solution of the problem.

Suppose that, given square matrices A, B € X"*", we need to find regular vectors
x € X" that solve the bi-objective optimization problem

minimize (x~ Ax, x~ Bx). ®)

To cope with this problem, we implement the approach, which is based on the use
of parameters, introduced to represent optimal values of the objective functions in
the Pareto frontier. We reduce the problem to a parametrized vector inequality, and
then exploit the existence condition for the solution of the inequality to evaluate the
parameters and to construct the Pareto frontier. Finally, the solutions of the inequality,
which correspond to the parameters in the Pareto frontier, are taken as a complete
Pareto-optimal solution to the problem.

The next statement offers a complete solution to problem (8).
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Theorem 2 Let A be a matrix with spectral radius i > 0, B a matrix with spectral
radius v > 0, and G(s) and H(t) be corresponding functions defined as (7).
Then the following statements hold:

1. If © < G(v), then the Pareto frontier of problem (8) is the set of points («, B)
defined by the conditions

nw=a=Gv), B=H(), ©)
and all regular Pareto-optimal solutions are given by
x=@'A ® B 'B)'u, u>0:;
2. If w = G(v), then the Pareto frontier is reduced to the single point
a=p, B=v,
and all regular solutions are given by
x=@p'A®v'B)*u, u=>0.
Proof Denote the minimum values of the objective functions x ~ Ax and x ~ Bx in the
Pareto frontier of problem (8) by « and 8. Then, all solutions are defined by the system

of equations
x Ax =oa, x Bx=p.

Since we assume o and B to be the minimum values, the set of corresponding
regular solutions does not change if the equalities are replaced by the inequalities

By using Lemma 1, we solve the first inequality with respect to Ax and the second
to Bx to rewrite the system in equivalent form as

o 'Ax <x, B7!'Bx <x,
which then combine into one inequality
@ 'A® B 'B)x <«x.

According to Theorem 1, regular solutions of the last inequality exist if and only if
the following condition holds:

Tre 'A® B 'B) <1, (10)
and all solutions are given, through a vector of parameters u, by

x=@ 'A® B 'B)*u, u=>0. (11)

@ Springer



90 N. Krivulin

To examine the existence condition, we first use (6) for calculating
n
Tr(e 'A®B~'B) = @ o *rAk ea@ EB @ a "Bk tr(BA" - .- BA™).
k=1 m=0i1+---+ix=m

In this case, inequality (10) is equivalent to the system of inequalities

a Ak <1,

n—k
B P o muBAT- BA®) <1, k=1.....n.

m=0iy+--~+iy=m

By rearranging the terms to isolate powers of « and 8 on the right-hand side, and
taking roots, we rewrite the system as

tr'/%(A%) < a,

e
@ @ a kgl K(BAT ... BAYY < B, k=1,...,n.

m=0ij+-+ig=m

We aggregate all these inequalities into two inequalities

n
o = Pu'’ah,

k=1
n n—1 n—k
B= P BYHe P o Fulf(BAT. BAY).
k=1 k=1 m=1ij+-+ix=m

With the spectral radii of the matrices A and B given by
n
w= @trl/k(Ak) p = @trl/k(B"),
k=1 k=1
and the notation
Ho) =P P o« u'/*BA"...BAY),
k=1 m=1ij++ix=m
the last inequalities take the more compact form
a=p, Bzve H(. (12)

We now consider the feasible area in the a-coordinate system, which is defined
by these inequalities. Our aim is to determine Pareto-efficient points (o, 8) in the
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feasible area, such that no coordinate of the point can be decreased without increasing
the other, and thus to construct the Pareto frontier for the problem.

Since all interior points cannot be Pareto-efficient, we need only examine the points
on the boundary of the area, which includes an open left vertical segment with @ = .,
lower-left segment, where 8 = v @ H(«), and an open lower horizontal segment
with B = v. Observing that the points of both vertical and horizontal segments are
obviously not Pareto-efficient, we conclude that the Pareto frontier coincides with the
lower-left boundary segment of the feasible area.

To represent the Pareto frontier in a more convenient form, we examine the second
inequality at (12). First, assume that the condition

H(@)<v

is valid. In this case, the Pareto frontier, which is now the lower-left boundary of the
area given by the inequalities « > u and § > v, degenerates into one point

a=u, PB=v.

We solve the inequality H(«) < v with respect to « by turning to the equivalent
inequality G(v) < «.Taking into account that the inequality & > p holds, we conclude
that, under the condition

n=G),

solution (11), which simultaneously minimizes both criteria, is reduced to
x=w ''A®v'B)*u, u=>0.
Otherwise, the Pareto frontier is given by the conditions
nw=a=Gw), B=H(@),

whereas the Pareto-optimal solution takes the general form of (11). O

We conclude this section with the observation that the solution obtained has a
polynomial time complexity. Indeed, the evaluation of the parameters o and B by
using the functions G(s) and H (¢) requires at most O (1) scalar operations. At the
same time, given the parameters o and g, the calculation of the Kleene star matrix
to represent the solution vector x takes at most O (n*) operations, which leads to the
overall polynomial time complexity of order O (n7).

5 Examples of two-dimensional problems

In this section, we consider illustrative examples of bi-objective two-dimensional prob-
lems, and provide complete Pareto-optimal solutions of these problems. The purpose
of this section is to demonstrate computational technique involved in the solution, and
to give illuminating geometrical illustrations of the results obtained.
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Example 1 Consider problem (8) with n = 2 and the matrices

ap a b1 b
A = (@11 an . B= 11 b12 7
ax an ba1 b2
and assume the entries of both matrices to be nonzero.

To apply Theorem 2, we first evaluate the spectral radii ¢« and v of the matrices A
and B. With the matrix powers, given by

_ ( b}, @ bioby bia(by @ bzz))
byi(b11 @ bx) biby ®b3, )’

2
A2 — ( 4 D anan aiz(ai @ ax) B2
2 5
azi (a1 ® ax) appax ® ay,

we apply (3) for n = 2 to obtain
w=an® allézaél/z @Daxp, v=>b1® b}ézb;{Z @ boo.
Furthermore, we use (7) to construct the functions
G(s) = s 'r(BA), H(1)=1'tr(BA),

where the trace of the matrix

BA — anbi1 @ ainbyy anbin ® ainbyn
a21b11 @ axnbyi axibio ® axnbyn

on the right-hand sides is calculated as
tr(BA) = ayibi1 @ ainbz1 @ az1b12 ® anbo.

Next, we follow (2) to expand the Kleene star matrix («~'A @ B —1B)*, whose
columns generate the solution vectors. Taking onto account that « > © > a;; and
B >v > b fori = 1,2, we obtain

-1 1k —1 —1 1 a~lap @ B b

A B =1 A B = ,
(e ®p ) P ®p (Oé_lazl ® b 1

We are now in a position to rewrite the statement of Theorem 2 in terms of the
two-dimensional problem under consideration. With the notation ¢ = tr(BA), the
solution to the problem is given as follows. If uv < c, then the Pareto frontier (o, )
of problem (8) is defined by the conditions

n<ac= vilc, B = a e (13)

All regular Pareto-optimal solutions are written, using a vector u = (u1, uz)T, as

_ 1 alap @B b
= (a_lay @ﬂ_lbzl 1 u, u> 0. (14)
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Let us examine the collinearity of the columns in the generating matrix, given by

1 a~lap @ B b
a lay @ p7 b ) 1 ’

It is easy to see that these two columns are collinear if and only if the equality
condition (Ol_lalz ® ﬁ_lblz)(a_lagl ® ﬂ_1b21) = 1 holds. After expanding the
left-hand side, the condition becomes

a”2anay ® a” B (a1by ® az1bi) ® B 2b1oby = 1. (15)

It follows from the conditions on « and 8 at (13) that « > pu > (a12a21)1/2,
af =c > anby ®axbiz,and B =a"lc > v > (bab) /2

As a direct consequence, we obtain the following inequalities: « ™ ~ajaz; < 1,
a7 (aba ® azib1z) < 1, and B2b12by; < 1. Note that the first inequality
holds as equality if and only if « = p and u = (alzazl)l/ 2 The second inequality
becomes an equality if ¢ = aj2b21 @ az1b12, and the third does if « = v—lc and
v = (biaba)!/2.

The inequalities obtained combine into one inequality, which has the same left-hand
side as the collinearity condition at (15),

2

a2apay ® o' B @by @ anba) ® B b1oby < 1. (16)

This composite inequality holds as equality, resulting in collinear columns in the
generating matrix, if and only if at least one component inequality holds as equality.

We now summarize the above discussion on the collinearity of columns to refine
the solution by dropping one of the columns, say the first, if they are collinear. We
consider the following conditions, which yield collinear columns.

First suppose that the condition ¢ = p = (a12a21)'/? holds, Then, B = ,u,_lc, and
the Pareto-optimal solution is given up to a positive factor by the vector

12 —172 172 1/2,  _
(‘Hé " @ a))’ay brac 1)_
1

Under the condition ¢ = aj2b21 ® az1b12, we have f = a Vajnby @ a1 by2), and
the solutions take the form of the vector

(Ol_lalz ® abiz(anba ® azbiz) ™!

1 ) . w<a<v Nanby ®anbn).

Note that these solutions are generated by the matrix with columns obtained from
the above vector by setting « = ¢ and o = pl (a12b21 @ az1b12), which is given by

(M_lalz ® ubia(ainba @© anbi2) ™' van(anby @ abin) ™' @ V_lb]Z)
1 1 ’
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—1/2

Furthermore, with 8 = v = (b12b31)'/%, we have a = (b12b21)~/?¢, which yields

the solution 172,172 1/2,1/2
<a2b/b/ @b/b/>

If none of the above conditions is valid, inequality (16) becomes strict, which means
that the columns in the generating matrix are non-collinear. In this case, the solution
retains the general form (14), where the matrix cannot be reduced to a vector.

Consider the Pareto frontier, which forms a segment with the endpoints

(e, w7, wle, w).

The first endpoint corresponds to the solution

1 pwtayn ® pbiac™!
X, = _ _ u, u>0.
a <M Lay) @ pbyic™! 1

It follows from the above discussion that, if either the conditions u = (arpaz)'/?

or ¢ = ajoby @ a1 by are satisfied, then the solution takes the form of unique (up to
a positive factor) vectors, given respectively by

<aiézaz_1 2o “114261%21?1261> (M_lalz @ ubiz2(ainba @ a21b12)_1>
1 ’ 1 ’

The second endpoint yields the solution in the form

1 vape L@ vl
X, = - 1 12 12 v, v>0,
vazic~ @ v by 1

1/2

which, under the conditions ¢ = aj2b21 ® a21b12 or v = (b12b21)"/*, reduces to

unique vectors, defined respectively as

(valz(alzbzl ®anbp) '@ v_1b12> <a12b1/2b2{2 cle bl/zb_l/z)
1 ’ 1 :

In the case that v > c, the Pareto frontier shrinks into the single point
a=MUu, ﬂ =V,

and all regular solutions are given by

1 wtap @ v7lbp
X = u, u>0.
<M_lazl ®v by 1
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B B
aff =c
c/u g
Y S— aff=c
0 u c)v o 0 u o

Fig.1 Examples of Pareto frontiers with uv < ¢ (left), and uv > c (right), where ¢ = tr(BA)

le )CZA
T
xT
1 ‘ 1
Ty
O] ap/uopbp/c  vapjeobn/v  x 0 ap/udbn/v X1

Fig.2 Examples of Pareto-optimal solution cone (left), and single-vector solution (right)

If one of the conditions yu = (a12a21)1/2, c =apby®ar by, andv = (b12b21)1/2

holds, the solution reduces to unique (up to a positive factor) vectors, given by

(e @) - (1Tan @) (et @i
I 1

Note that, in the case when the Pareto frontier degenerates into one point, the
solution does not have to be a unique (up to a positive factor) vector, and can be a cone
formed by two non-collinear vectors, if the above conditions do not hold.

In Figs. 1 and 2, we provide a graphical illustration of the discussion, given in the
framework of the Riax, x semifield (max-algebra). Figure 1 offers examples of Pareto
frontiers in the form of a segment (left), and in the degenerate form of a point (right).

In Fig. 2, we demonstrate examples of the Pareto-optimal solutions in the form of
a cone (left), and of a vector (right).
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Example 2 Suppose that the matrices in problem (8) are symmetrically reciprocal, and

given by
1 a 1 b
A=(L9) m=(5) esn

By using results of the previous example, we obtain
u=v=1, tr(BA)= ab '@®a'b=c.

Furthermore, we represent the matrix, which generates the solutions, as follows:

—1 —1
1 1k 1 ala®Bb
(™A ©B  B) = (a_la_l @ﬁ_lb_l 1 > .

Since a # b, we have ¢ = a 'b ® ab~! > 1, and hence the condition ny <
tr(B A) holds. The Pareto frontier (¢, 8) is defined as
1<a<c, ,B:a_lc,

and all regular Pareto-optimal solutions are given by

1 ala® b
<a1a1 ®p ! 1 u, u>0.

X =
Observing that 8 = ale,c=a 'b@ab~! and a < ¢, we have

(ofla ® ,Bflb)(oflcf1 ® ,371b71) —a’® (ab™' @ a*lb)c*1 a2 r=1,

which implies that the columns in the generating matrix are collinear. Taking one of
them, say the second, we reduce the generating matrix to one parametrized column

(a‘la @ abe!

1 ), I1<a<ec.

Then, we see that, as « passes from 1 to c, the value of ala ® abc™! changes
from a to b. As a result, all solutions can be generated by the columns («, ]l)T and
b, DT to provide a new matrix representation, where the parameter « is eliminated,

ab
x_<ﬂ]l>u, u>0.

The endpoints of the frontier segment are given by
@, ¢, (c, D),
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B %

TTTTTTITITT

c=a'b@ab™! T

1 1

0 1 c a 0 a b X1

Fig.3 Examples of Pareto frontier segment (left) and corresponding solution cone (right)

which correspond to the solutions

x,L:(?ll)u, u > 0; x,,:(i)v, v > 0.

In Fig. 3, we give a graphical illustration in terms of the semifield Ryax, x for the
example considered. The Pareto frontier is shown on the left as the lower-left segment
of the hatched border of the feasible area for the criteria. The Pareto-optimal solutions
x are depicted on the right as the cone with hatched boundaries, generated by the
vectors x,, and x,.

It is clear from the illustration that, as b tends to a, the frontier degenerates into
the point (1, 1), whereas the solution cone does to the single (up to a positive factor)
vector x = (a, 1)T.

6 Application to bi-criteria decision problem

We now turn back to the problem of evaluating scores of alternatives based on pairwise
comparisons under two equally weighted (unweighted) criteria, and apply results of the
previous sections to solve this problem. We use the solution approach, which involves
minimax log-Chebyshev approximation of pairwise comparison matrices, and leads
to the solution of the bi-objective problem in the form of (1).

Itis not difficult to see that the representation of problem (1) in terms of the semifield
Rmax,x (max-algebra) yields problem (8). In this case, a complete Pareto-optimal
solution to the problem is given by the direct application of Theorem 2. Below, we
demonstrate the use of the theorem by an illustrative numerical example.

Example 3 Consider a problem to rate n = 4 alternatives using pairwise comparison
data obtained according to two equally weighted criteria, and given by the matrices
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134 2 124 2
PO YRR V- VEN R B VER B VAR VE:
142 1 4 | 1/43 1 4
1/231/4 1 1/221/4 1

To find the solution vector x = (x1, X2, x3, x4)7 by applying Theorem 2, we have
to start with evaluating the spectral radii ;« and v, and constructing the functions G
and H. First, we calculate the matrix powers

1 8 416 848 4 16 16 4832 16
oo |13 1ase oo |1 643163 4 _[8/316416/3
=l 2121 4| “la12 8 4 |’ =1 41616 32|
1 3 2 1 14 4 8 4 24 4 16

and then use (3) to obtain the spectral radius of A as follows:
p=rwAdou?a}) eu'4) ou/tat) =2

In the same way, we form the matrices

1 124 16 8 32416 1632 32 16

o |2 r243| 236238 gi_ | 416838
Tl 2814 | |4 884 Tl 42416 32|

1 221 1 6438 416 4 16

to calculate their traces, and thus find the spectral radius of B to be
v =2.
Furthermore, with n = 4, the function G defined by (7) takes the form

G(s) =s 'tr(BA) & s ? !> (BAY) @ s~ P u!3(BAY)
®s2r(B*A) @ s~ u!2(B*A%) @ s a2 (BA)?) @ s (B3 A).

To evaluate the coefficients in the function, we calculate the matrices

1 8 4 16 8 48 4 16
2/3 3 2 1 1 48/38
1648 32 16 8 48616
BA® = 3%381/63 382 . BA= Zi 142§i :
424 4 32/3 1 4438
1648 32 24 32/34832 16
BA = 3%2382//33 382 . (BA) = 2 ?g 234 382 :
4 24 8/3 16 4 24 6 32/3
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32/348 32 16

5. | 4 24338
BA=1 4 161632
4 24416

Evaluating the traces of the matrices obtained yields

tr(BA) =3/2, t(BA%) =8, tw(BA®) =24, t(B’A) =3,
tr(B*A%) =24, w(BA)? =24, tw(B’A)=24.

After substitution of traces and rearrangement of terms, the function becomes
G(s) =24s 3 @ 8s 2 @242~ @ 81257112 g 241/3571/3,
Similarly, we construct the function

H@t) =1 'r(BA) @ 1 *tr(BA®) &t wr(BAY) @ 1~ 17 tr'/>(B*A)
@t ' u'2(B2A) @ ' u'P(BAY) @ Pl (B A),

and then reduce it to
H(t) = 243 @872 242 @ 81212 @ 241347113,

We now construct the Pareto frontier for the problem as a set of points («, f)
given by (9). We start with the adjustment of the range of the parameter o, defined
by the inequality © < o < G(v). Since, the substitution v = 2 yields G(2) = 3, the
inequality becomes 2 < o < 3.

Next, we consider the equality 8 = H («), and refine the function H (¢) on the right-
hand side by taking into account the range 2 < ¢t < 3. First, we note that the condition
t > 2 leads to the inequalities 872 < 241/3¢=1/3 and 8!/2¢=1/2 < 241/3;=1/3 At the
same time, it follows from the inequality ¢+ < 3 that 241/24=1 > g1/24=1/2 Agq aresult,
if 2 < r < 3, the function reduces to H (r) = 24t =3 @ 2412t~ @ 241/34~1/3,

We denote & = 241/4 ~ 2.2134, and observe that, for all 7 > 6, we have the
inequality 241/2t=1 < 241/3;=1/3 "and for t < 6, the inequality 24!/2:=1 < 24:=3 . In
this case, the function becomes H (1) = 24173 @ 241/3:=1/3  which, together with the
boundary condition on «, yields the description of the Pareto frontier in the form

2<a <3, B=24a @243,

With @ and $ given by these conditions, and a vector u = (u1, ua, u3, u4)T, the
Pareto-optimal solution to the problem is represented as

x=@ 'A® B 'B)*u, u=>0.

We conclude with the computation of two extreme solutions corresponding to the
endpoints of the Pareto frontier, and an intermediate solution for an inner point of
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the frontier segment. After calculating H(2) = 3 and H(3) = 2, we represent the
endpoints of the Pareto frontier segment as

(n, H(w)) = (2,3), (G(v), H(G()) = (3,2).

To obtain the matrix, which generates the solution under the conditions & = 2 and
B = 3, we take matrix

1232 2 1
1/6 1/2 1/4 1/6
18 1 12 2 |
1/43/21/8 12

27'A@37'B =

and calculate its second and third powers

1/4 2 1 4 1 6 12 2
1/121/4 1/3 1)2 1/83/4 1/6 2/3
12 3 1/4 1 | |1232 1 12
1/4 3/41/2 1/4 1/81/21/2 1

With these powers, we obtain the generating matrix in the form

1 6 2 4
e aiew 176 1 17323
@rA®I B =13 |

1/43/21/2 1

It is easy to verify that all columns of this matrix are collinear to each other. Indeed,
multiplications of the first column by 6, 2 and 4 yield the second, third and fourth
columns, respectively. Therefore, we can drop all columns except one, say the first,
and write the solution, corresponding to the first endpoint of the Pareto frontier, as

1

e
=112
1/4

By setting u = 1, we have the vector of rates x,, ~ (1, 0.1667, 0.5, 0.25)T.
In the similar way, we examine the second endpoint with « = 3 and 8 = 2. We
consider the matrix

121 2 1
1/41/2 1/6 1/4
1/83/212 2 |
14 1 1/81)2

37 'A@27'B =
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and calculate its powers to obtain the generating matrix

1 424
i | 1a11/21
GAS2 B =1 hs 1 2

1/411/21

Since all columns in this matrix are collinear, we take the first column, and write

the solution as
1

_|1/4
X, = 12 v,
1/4

v > 0.

With v = 1, we have x,, = (1, 0.25, 0.5, 0.25)T.
Finally, we assume that « = 6, where 6 = 24174 and note that B=H®)=0.We

form the matrix
1 34 2

4 SR BV R R VR VS)
0" (A®B)=90 143 1 4 |

1/231/4 1
and then find its second and third powers
3/2 12 4 16 8 48616
02 1/23/2 2 2 -3 1 6238
2 12 3/2 4 |° 6 128 6
3/2 3 2 32 3/2 6 6 8

Calculation of the generating matrix yields

1 20 4071 20%/3

—1 2
) « o712 1 6?12 63
0 (Ao B)" = 6/4 0272 1 497!

6%/16 30~ 6/4 1
Since all columns are collinear, we take the first column to write the solution
corresponding to@ = 8 = 6, as
1
—1
o2 0 =244 w>o0.

X9 = 0 /4 w,
6%/16

If w = 1, the solution can be represented as xg =~ (1, 0.2259, 0.5533, 0.3062)7.
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Let us consider the obtained solutions

1 1 1

| 0.1667 102259 | ox2s
L o5 |0 YT oss3z | YT os
0.25 0.3062 0.25

All of these solutions assign the highest rate to the first alternative. Next come the
third and fourth alternatives. Finally, the second is rated lower than or equal to (as an
extreme solution) the fourth alternative.

7 Conclusions

In this paper, we have developed an analytical solution to a bi-criteria decision problem
to rate alternatives on the basis of pairwise comparisons according to two criteria.
The problem was first formulated as a bi-objective optimization problem, where the
objective functions are defined as the errors of the log-Chebyshev approximation of
two symmetrically reciprocal matrices by a reciprocal matrix of unit rank. Then, we
represented and solved the bi-objective problem in terms of a general idempotent
semifield as a tropical optimization problem.

The solution approach is based on the introduction of two parameters that describe
the optimal values of the objective function, and the reduction of the bi-objective prob-
lem to a parametrized vector inequality. The conditions for the existence of solutions
to the inequality serve to describe the Pareto frontier for the optimization prob-
lem, whereas the corresponding solutions of the inequality act as the Pareto-optimal
solution. We used this approach to derive a complete solution to the optimization
problem in the form, which provides a direct description of both the Pareto frontier
and corresponding Pareto-optimal solutions, and involves a polynomial computational
complexity.

We have applied the solution of the optimization problem to solve the bi-criteria
decision problem of rating alternative in a compact vector form, which is ready for
formal analysis and practical implementation. Examples of solving optimization and
decision-making problems were given to illustrate the results obtained.

Possible lines of future research can include the application of tropical optimization
to solve bi-criteria decision problems, where the criteria have different weights, and
multi-criteria decision problems with equal and different weights.
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