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Abstract
Since 2000, there have been more than 8000 publications on radiology artificial intelligence (AI). AI breakthroughs allow 
complex tasks to be automated and even performed beyond human capabilities. However, the lack of details on the methods 
and algorithm code undercuts its scientific value. Many science subfields have recently faced a reproducibility crisis, erod-
ing trust in processes and results, and influencing the rise in retractions of scientific papers. For the same reasons, conduct-
ing research in deep learning (DL) also requires reproducibility. Although several valuable manuscript checklists for AI in 
medical imaging exist, they are not focused specifically on reproducibility. In this study, we conducted a systematic review 
of recently published papers in the field of DL to evaluate if the description of their methodology could allow the reproduc-
ibility of their findings. We focused on the Journal of Digital Imaging (JDI), a specialized journal that publishes papers 
on AI and medical imaging. We used the keyword “Deep Learning” and collected the articles published between January 
2020 and January 2022. We screened all the articles and included the ones which reported the development of a DL tool 
in medical imaging. We extracted the reported details about the dataset, data handling steps, data splitting, model details, 
and performance metrics of each included article. We found 148 articles. Eighty were included after screening for articles 
that reported developing a DL model for medical image analysis. Five studies have made their code publicly available, and 
35 studies have utilized publicly available datasets. We provided figures to show the ratio and absolute count of reported 
items from included studies. According to our cross-sectional study, in JDI publications on DL in medical imaging, authors 
infrequently report the key elements of their study to make it reproducible.
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CLAIM	� Checklist for Artificial Intelligence in Medical 
Imaging

PRISMA	� Preferred Reporting Items for Systematic 
Reviews and Meta-analyses

Introduction

Artificial intelligence (AI) breakthroughs provide enor-
mous potential for automating complex tasks in the field 
of medical imaging. In recent years, machine learning has 
been increasingly applied, with more than 8000 radiol-
ogy AI publications worldwide from 2000 to 2018 [1]. 
Deep learning (DL) is one of the machine learning meth-
ods which uses deeply stacked artificial neurons to per-
form automatic feature extraction. The application of DL 
in medical imaging has been extensively investigated. A 
systematic review found 535 articles on the application of 
DL in radiology from 2015 to 2019 and showed that this 
number has exponentially increased over these 4 years [2]. 
Different journals worldwide publish these articles accord-
ing to different guidelines [1].

In medical imaging, DL models hold great potential 
for streamlining clinical workflows [3–5]. It is, however, 
imperative that the studies that report the development 
of a DL model should be reproducible to achieve their 
full potential [6]. DL reproducibility in empirical research 
refers to an independent team of researchers being able 
to replicate the results using the same DL methods as the 
original researchers [7]. The reproducibility crisis in digi-
tal medicine has elicited mounting concern within the sci-
entific community [6, 8, 9]. For a study to be truly repro-
ducible, three criteria must be met: technical, statistical, 
and conceptual reproducibility [10].

Technical reproducibility refers to the ability to repro-
duce a paper’s results precisely as presented in the paper 
under the same condition [10, 11]. The statistical repro-
ducibility of a study refers to its ability to be replicated 
under slightly different conditions without statistically 
significant differences. Different random initializations 
or random sampling of the data used to train and vali-
date the model, which are related to the internal valid-
ity of the model, are a few examples. In this case, even 
if the results are not identical, they should be statisti-
cally equivalent. A model’s conceptual reproducibility 
describes how the desired outcome can be replicated 
under conditions consistent with its high-level descrip-
tion. Conceptual reproducibility is closely related to 
external validity [12].

It is essential to increase the reproducibility of AI 
research to ensure its credibility [7]. The external repli-
cation of a study is expected to be more objective. Other 
researchers have no gain in inflating the performance of 

a method they have not developed themselves. Their pre-
conceptions and implicit knowledge will differ from those 
of the first team that reported the research. Therefore, rep-
lication of a study is a reasonable step before the clinical 
application of each DL tool.

Reproducing an experiment requires detailed documenta-
tion, which must include relevant information. Whether it is 
possible to reproduce the experiment's results determines 
the documentation’s relevance and how detailed it must be. 
Using standard reporting guidelines, researchers can ensure 
that their final publications contain relevant information 
[13]. However, to develop a DL algorithm, researchers 
should carefully design and implement a pipeline of data 
handling, model development, and model evaluation. Due to 
the extra elements not conventionally prespecified in tradi-
tional reporting guidelines, studies on DL algorithm devel-
opment have added complexities to how such studies must 
be reported [14].

There are currently few reporting guidelines for com-
mon radiology research studies and their AI-related exten-
sions. For instance, in 2022, the Radiological Society of 
North America published a Checklist for Artificial Intel-
ligence in Medical Imaging (CLAIM) [15]. CLAIM guide-
line elements address a wide spectrum of AI applications 
using medical images. This checklist comprises 42 items, 
with particular emphasis on data, the reference standard of 
“ground truth,” and the development and methodology of 
the AI algorithm performance evaluation. In the same year, 
the American Medical Informatics Association provided a 
set of guidelines termed the “MI for Medical AI Reporting” 
(MINIMAR), specific to studies reporting the use of AI 
solutions in healthcare [16, 14]. Although these checklists 
cover many aspects of a DL study, they are not focused 
specifically on reproducibility.

In this systematic review, we focused on papers published 
in the Journal of Digital Imaging (JDI), a specialized journal 
that publishes papers on AI and medical imaging. Our team 
conducted this systematic review to determine how detailed 
DL studies have been reported in JDI in recent years. We 
hypothesize that most DL research cannot be reproduced due 
to inadequate documentation and lack of detailed descrip-
tions in published DL studies.

Methodology

We used the keyword “Deep Learning” to retrieve published 
studies in JDI between January 2020 and January 2022. Fol-
lowing the title and abstract screening, we included the stud-
ies which reported the development of a DL tool in medical 
imaging. Studies meeting any of the following criteria were 
excluded: (i) review articles, (ii) articles with only external 
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validation or usage of other’s developed tools, (iii) studies 
with conventional machine learning techniques, and (iv) not 
computer vision studies.

Ten reviewers (PR, BK, SV, GC, AT, KY, GF, KF, AG, 
and YH) performed title, abstract, and full-text screening. Two 
reviewers reviewed each paper separately, and conflicts were 
resolved by the third reviewer’s opinion (MM or SF). Since 
making a dataset or code publicly available will address the 
data and code technical reproducibility aspects. Initially, we 
verified whether the manuscripts contained any information 
regarding the release of their data and code. Subsequently, we 
extracted the reported details about the dataset, data handling 
steps, data splitting, model details, and performance metrics of 
each of these articles based on supplementary Table 1. Using 
these items, we assessed the three reproducibility criteria noted 
in the Introduction. Conflicts regarding the eligibility of docu-
ments during the screening process were resolved by consen-
sus between the reviewers. No bias evaluation was done on the 
individual search results to maximize the number of included 
studies. We reported the results according to the Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) extension to scoping reviews [17].

Results

The search on the JDI website resulted in 148 documents. 
Eighty of them were included after title, abstract, and 
full-text screening for articles that reported developing a 
deep learning model for medical image analysis (Fig. 1) 
(Supplementary Table 2).

Four studies have made their code publicly available, and 
35 studies have released their dataset or utilized publicly 
available datasets. Figures 2 and 3 show the absolute count 
of studies that reported items in training and external vali-
dation from included studies. Figures 4 and 5 display the 
ratio of studies that reported items in training and external 
validation from included studies when applicable. For exam-
ple, 35 studies have used publicly available datasets. For 
those studies, we have not evaluated reporting the dataset 
size, time coverage, owner, and inclusion/ exclusion criteria. 
Another note is that many items were not applicable when 
performing external validation; for example, reporting the 
number of epochs, criteria for saving the model, and loss 
function are not applicable in this case. As a result, studies 
that underwent external validation have fewer items assessed 
and documented.

Fig. 1   PRISMA flowchart for the conducted review
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Discussion

In this systematic review, we screened 148 records and 
included 80. We limited our search time to January 2020 to 
January 2022 to extract more detailed items from recently 
published studies in JDI. We only included the studies in 
which they described the development of a DL tool and no 
external validation or studies without the tool development. 
These articles are the ones that need to be reproduced, and 
we evaluated the reported details to assess the feasibility 
of replication.

External validation was done in 5 papers (6.25% of stud-
ies) reported; 3 of them used publicly available datasets 
for performing the external validation tasks. Thirty-five 
used publicly available datasets and four studies published 

their code. Based on the extracted items, more than half 
of the studies reported these items; dataset owner, dataset 
size, qualitative report of augmentation techniques, details 
of cross-validation, hyper-parameters for training, training 
procedure, optimizers, learning rate, software or packages 
used for training, number of epochs, statistics for perfor-
mance evaluation.

In studies with internal datasets only, the top five high-
est reported items were “dataset size,” “dataset owner,” 
“Hyper-parameters for dynamic components of the model’s 
architecture (batch norm layers, dropout probability, etc.),” 
“Training procedure: Loss function(s) and their hyperpa-
rameter,” and “Optimizer(s), learning rate, exponential mov-
ing average (EMA) and their hyperparameter,” respectively. 
The fewest reported items in studies were “dataset names,” 

Fig. 2   The illustration of the absolute number of studies that reported particular items on the internal dataset

Fig. 3   The illustration of the absolute number of studies that reported particular items on the external dataset
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“Imaging id assigned to each split set (if data is public) or 
seed number used for splitting (if data is private),” “Code 
publicly available,” “Random initialization algorithm and 
specification and inference procedure: Data pre-processing 
steps (if different from training).” In the section pertaining 
to the dataset name and owner, it is worth mentioning that 
when referring to the dataset owner, we may specify the 
institution that possesses the dataset. However, it should be 
noted that no further information is provided in the dataset 
name section regarding how to request access to the men-
tioned dataset.

Technical reproducibility in DL studies can be achieved 
if the code and dataset are released by the study group. A 
major recommendation in the [18] report is to emphasize 
the open availability of AI code since AI research and code 
are inextricably linked. There is no doubt that this ideal 
way of reporting can help a broader scientific community 
to build upon the initial published work. We screened the 

papers and searched through the PDF files with keywords: 
“code,” “GitHub,” and “share” to see if we could find any 
information on publishing the study’s code online. Despite 
this effort, among 80 studies that were included, only four 
studies had their code publicly available (5%). This is in line 
with the results of a recently published article in the radiol-
ogy AI journal, which reported that 24 out of 218 (11%) 
studies shared their code with sufficient documentation to be 
considered reproducible [19]. Another study reported a 21% 
code-sharing rate in healthcare AI papers published from 
2017–2019 [10]. The lower code-sharing ratio for papers 
published in the JDI journal indicates a high need for a pro-
tocol or guideline to make the studies more reproducible.

A quick note is that although sharing code and data can 
let us achieve technical reproducibility, the results might be 
achieved by overfitting, so using another dataset may not 
give show us results in line with our first ones. Another 
point is that since sharing the code is not always available, 

Fig. 4   The illustration of the frequency of the reported items on the internal dataset when applicable

Fig. 5   The illustration of the frequency of the reported items on the external dataset when applicable



2311Journal of Digital Imaging (2023) 36:2306–2312	

1 3

sharing a JavaScript Object Notation or Docker file with 
model details to make it possible for other researchers to 
reproduce the results is highly helpful.

DL models achieve different results on different data-
sets. It is, therefore, necessary but not sufficient to have 
datasets associated with the results for a study to be tech-
nically reproducible. However, this matter is not always 
achievable. It is well-known that data cannot always be 
shared due to privacy, confidentiality, and security con-
cerns in the context of health-related information. This 
issue is less problematic in studies that use publicly avail-
able datasets. Based on our search, 30 studies (40.5%) 
used data from open-source datasets, showing the impor-
tance of these publicly released datasets to foster repro-
ducible science.

Here, we note that open research, including data and 
code sharing, does not guarantee reproducibility in all 
cases. According to a study, it has been found that among 
the published repositories with papers which happened in 22 
of cases, the quality of these repositories is not consistently 
high [20]. Reproducibility may not be achieved both in terms 
of statistical replication and technical replication. This can 
occur due to flawed statistical procedures or, for example, 
when two researchers utilize different versions of a software 
library, leading to significant discrepancies in conclusions 
if essential parameters are assigned different values. Fur-
thermore, even if a paper seems to provide all the necessary 
details for replication, replication efforts may still fail. One 
possible reason for such failures could be the involvement 
of numerous variables in the original study, resulting in a 
methodology that is specifically applicable to a particular 
dataset [21, 22].

McDermott et  al. reviewed 511 papers presented at 
machine learning conferences from 2017 to 2019 [10]. 
Papers were categorized into the following four fields: 
machine learning applied to health (MLH), natural language 
processing, computer vision, and general machine learning 
models. We found no exact criteria reported for this catego-
rization in the paper. They reported that ~55% of the MLH 
studies used public datasets compared to more than 90% 
of computer vision and natural language processing papers 
and ~85% of general machine learning papers. In addi-
tion, ~21% of the MLH papers released their code publicly, 
compared to ~39% of the papers in computer vision and 
~48% of the papers in natural language processing. McDer-
mott et al. reported that health-related datasets tend to be 
relatively small, have high dimensionality, are noisy, and 
often suffer from sparse/irregular sampling. These common 
issues related to health-related datasets negatively impact 
the reproducibility of the associated results.

Wright et al. published a paper investigating reproducibil-
ity in radiology papers in general. They measured the report-
ing of statements regarding open access, funding, conflict of 

interest, data availability, pre-registration, protocol, analysis 
scripts, and material availability [23]. This cross-sectional 
investigation found that the key transparency and reproduc-
ibility-related factors were rare or entirely absent among the 
sample of publications in the field of radiology. None of the 
analyzed publications reported an analysis script. Further-
more, few of those publications provided access to materials, 
or few were pre-registered. Only one of those publications 
provided raw data.

Our review was constrained by the fact that we only exam-
ined studies on DL tools that were published in JDI over the 
past few years. JDI was selected as it is a specialized journal 
that focuses on publishing papers related to AI and medical 
imaging. Due to the large number of items reviewed to ensure 
reproducibility, it was not practical to include publications 
from all journals. We therefore limited our search to a specific 
time frame of 2020 to 2022 and conducted a thorough analysis 
of a limited number of recently published studies.

According to our cross-sectional study, in JDI publica-
tions on DL in medical imaging, authors infrequently report 
the key elements of their study to make it reproducible.
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