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Abstract
Tumor phenotypes can be characterized by radiomics features extracted from images. However, the prediction accuracy 
is challenged by difficulties such as small sample size and data imbalance. The purpose of the study was to evaluate the 
performance of machine learning strategies for the prediction of cancer prognosis. A total of 422 patients diagnosed with 
non-small cell lung carcinoma (NSCLC) were selected from The Cancer Imaging Archive (TCIA). The gross tumor vol-
ume (GTV) of each case was delineated from the respective CT images for radiomic features extraction. The samples were 
divided into 4 groups with survival endpoints of 1 year, 3 years, 5 years, and 7 years. The radiomic image features were 
analyzed with 6 different machine learning methods: decision tree (DT), boosted tree (BT), random forests (RF), support 
vector machine (SVM), generalized linear model (GLM), and deep learning artificial neural networks (DL-ANNs) with 
70:30 cross-validation. The overall average prediction performance of the BT, RF, DT, SVM, GLM and DL-ANNs was 
AUC with 0.912, 0.938, 0.793, 0.746, 0.789 and 0.705 respectively. The RF and BT gave the best and second performance 
in the prediction. The DL-ANN did not show obvious advantage in predicting prognostic outcomes. Deep learning arti-
ficial neural networks did not show a significant improvement than traditional machine learning methods such as random 
forest and boosted trees. On the whole, the accurate outcome prediction using radiomics serves as a supportive reference 
for formulating treatment strategy for cancer patients.

Keywords Radiomics · Prognostic prediction · Machine learning

Introduction

Cancer is the abnormal uncontrolled growth of cells. Unlike 
biopsy, medical imaging approaches are non-invasive for 
the assessment and grading of cancer and are able to assess 
the heterogeneity and functional information of the tumor 
using radiomics other than geometrical and morphological 

information [1]. At the same time, suitable treatment strate-
gies like surgery, radiation therapy (RT), or chemotherapy 
are important for proper management of a patient with can-
cer. For the RT treatment in non-small cell lung carcinoma 
(NSCLC), there are numerous fractionation schemes like 
normal fractionation or hyperfractionated scheme, which 
depend on the cancer staging [2].
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Radiomics

Radiomics is the approach that extracts the radiographic 
image features for the tumor phenotype information. To 
analyze the prognosis using radiomics, medical images 
are obtained from one or more imaging modalities, such as 
Computed Tomography (CT), Magnetic Resonance Imag-
ing (MRI), and Positron Emission Tomography (PET). The 
regions of interest (ROIs) are delineated manually or auto-
matically to define the macroscopic tumor. Manual deline-
ation is usually performed by oncologists or experienced 
radiologists [1], while computer-aided delineation is imple-
mented by automatic or semi-automatic segmentation meth-
ods [3]. The radiomic features are then extracted as quantita-
tive image features (such as intensity, texture, shape, and size 
of the tumor) and it can help to correlate prognostic imag-
ing phenotypic information of the tumor, including tumor 
heterogeneity and the protein expression [4]. The clinical 
outcomes such as disease recurrence or patient survival can 
be used as “gold standards” for machine learning to establish 
the predictive models [5].

Machine Learning

Machine learning is a computational method that learns 
experience from the finite sample data in order to predict the 
outcome of the unseen data. The use of radiomics in cancer 
prognosis prediction has received a lot of attention recently. 
Machine learning with radiomics has been used to predict 
the outcome of rectal cancer, head and neck cancer, and 
NSCLC [6, 7]. Feature classification is a step of deducing 
the hypothesis from the training data to predict the outcome 
of the unseen testing data [8]. The feature classifiers include 
support vector machine (SVM), decision trees, linear model, 
etc. [9, 10]. There were studies comparing different feature 
classifiers on radiomics which indicated that random forest 
(RF) produces the highest prediction performance on the 
overall survival [11]. Several studies on esophageal cancer 
and glioma concluded that deep learning improved the pre-
diction performance on radiomics, when compared with the 
statistic-based methods such as SVM, RF, gradient boosting, 
etc. [12].

There are diverse machine learning methods for radiom-
ics while the deep learning method, a more special type 
of machine learning that comprises complicated layers of 
algorithms, appears to be more promising for the treat-
ment outcome prediction [13] and image feature extraction 
[14–16]. There are concerns that when the number of radi-
omic features is comparable with sample size (e.g., about 
100–200 features against 200–300 sample size), the per-
formance of machine learning methods will be adversely 
affected [9].

In this study, we attempted to evaluate the prediction per-
formance of different machine learning methods including 
deep learning ANNs for prediction of prognosis for patients 
with NSCLC, with the survival endpoints of 1 year, 3 years, 
5 years, and 7 years after RT treatment.

Methodology

Data Acquisition and Case Selection

Data Acquisition

Since cases with validated clinical data are limited, we tried 
to retrieve the eligible cases as many as possible. The cri-
teria are (1) cases with confirmed diagnosis, (2) cases with 
more than one primary tumor were excluded, and (3) image 
dataset should include radiotherapy structure sets, DICOM 
Segmentation with Gross Tumor Delineation. In this ret-
rospective study, 422 patients with stage I, II, and III non-
small cell lung carcinomas of various histological types were 
acquired from The Cancer Imaging Archive (TCIA). TCIA 
is an online public database with cancer medical images for 
cancer research hosted by the Department of Biomedical 
Informatics at the University of Arkansas for Medical Sci-
ences and contracted with National Cancer Institute. Data 
were reviewed and approved by the TCIA Advisory Group 
before allowing for public access. Our dataset consisted of 
pretreatment CT scans with 3-dimensional Gross Tumor 
Volume (GTV) delineation, and clinical outcome data. Data 
that we obtained for this study included CT image sets, the 
radiotherapy structure sets (RTSTUCT), DICOM Segmenta-
tion (SEG) with the GTV delineation, organs at risk deline-
ation, and clinical data of patients including histology and 
survival status. The DICOM structure set ensured the same 
region was used in the radiomics analysis. The GTV and 
anatomical delineation were performed manually by radia-
tion oncologists who contributed to TCIA [17].

Case Selection

In the 422 cases collected, 28 cases with more than one pri-
mary tumor inside the lung (multiple GTVs in the lung) were 
excluded. However, for the cases with multiple GTVs due to 
lymph nodes involvement or distal metastasis (one GTV in 
the lung, others locate at other body sites such as bronchus, 
mediastinal lymph nodes, etc.) were included, because the 
lymph node GTV neighboring the lung were considered as 
the same tumor originated from the primary tumor due to 
the cancer spread. The primary tumor lesion was able to be 
distinguished with the radiomics features extraction. Finally, 
394 cases were used for this study.
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Radiomics Feature Extraction

A total of 107 radiomic features of each sample were utilized 
for machine learning in this study (Table 1). These include 
the following: 6 groups of features, namely the shape, gray 
level dependence matrix (gldm), gray level co-occurrence 
matrix (glcm), first-order feature, gray level run length 
matrix (glrlm), gray level size zone (glszm), and neighbor-
hood gray tone difference matrix (ngtdm). The 3D slicer 
(4.10.2 version) with the Pyradiomics extension (Compu-
tational Imaging and Bioinformatics Lab, Harvard medical 
School) [18] was utilized to extract the radiomic features.

Machine Learning Analysis and Predictive Performance

Radiomics model used quantitative imaging features to gen-
erate predictions with classifications of “survival” or “death” 
as outcome. In our study, 6 machine learning classification 
algorithms were used: decision tree (DT), boosted tree (BT), 
random forest (RF), support vector machine (SVM), general-
ized linear model (GLM), and deep learning neural networks 
(DL-ANNs) (see Table 7 in Appendix for the characteristics 
of common machine learning algorithms). The predictive 
performance was evaluated by Area Under Curve (AUC) 
from Receiver Operating Characteristic (ROC) analysis. 
ROC curves are used to evaluate the accuracy of a diag-
nostic test. The technique is used when there is a criterion 
variable which will be used to make a binary outcome (yes 
or no decision) based on the value of this variable. The area 
under the ROC curve (AUC) is a summary index of an ROC 
curve and is the probability that an observer correctly deter-
mines which of the disease positive or negative subjects are 
more likely to have the disease [19]. In this study, survival 
status was dichotomized for prediction: patients survived 
beyond the time endpoint were denoted as “1”, whereas the 
patients died were denoted by “ 0 “(survived=1, death=0). 
There were 4 endpoints for survival: 1 years, 3 years 5 years 
and 7 years.

Since in radiomics studies, the number of radiomics fea-
tures as the input nodes or input parameters is comparable 
with the sample size, in order to evaluate the effects of distri-
bution of positive and negative outcomes, the data is further 
divided into two groups. In group A (all data group), the 
entire sample (n=394) was used as input data for training, 
validation, and testing. In group B (balanced data group), 
equal numbers of survived and death cases were randomly 
selected from the 394 cases respectively for machine learn-
ing, validation and testing. In each group A or B, there were 
4 subgroups: 1-year survival with 286 samples (143 survived 
and 143 deaths), 3-year survival with 236 samples (118 sur-
vived and 118 deaths), 5-year survival with 136 samples 
(68 survived and 68 deaths), and 7-year survival with 86 
samples (43 survived, 43 deaths).

The machine learning analyses (DT, BT, RF, SVM, 
GLM) were performed using R software (R Core Team, 
Vienna, Austria) version 4.0.4 implemented through Rattle 
(the graphic user interface using R) version 5.4.0 [20]. The 
AUC values were used to evaluate the performance of each 
machine learning algorithm with the 70:30 cross-validation, 
which used 70% of the samples for training and the rest 30% 
for validation and testing (70/15/15). This is the hold-out 
validation technique by stratified sampling in which the sam-
ple is randomly partitioned into subsamples as the train-
ing, validation and test dataset. Part of data is set aside for 
training the model. Another set is held out for testing and 
evaluating the model. The deep learning neural networks 
used in this study was implemented by Python program-
ming language using a convolutional model with a two 1D 
convolutional layers (the numbers of units are 64 and 128) 
followed by two fully connected layer with output size 2. 
The model is regularized by dropout with probability of 0.5 
between each layer. Rectified linear unit (ReLU) function 
was deployed after each layer except the last fully connected 
layer. We adopt the stochastic gradient descent (SGD) opti-
mizer with a learning rate of 0.01 and a weight decay of 1e-6 
and 10 epochs of training.

Table 1  Radiomic features 
summary

Feature group Number of features Feature description

Shape 14 Morphological features
Gray level dependence matrix 14 Textual features
Gray level co-occurrence matrix 24 Textual features
First-order feature 18 Region of Interest 

(ROI) statistics 
features

Gray level run length matrix 32 Textual features
Neighborhood gray tone difference matrix 5 Textual features
total 107
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Results

Patient Demographics

A total of 394 patients with NSCLC were included in this study 
(Table 2). Among the patients, 70% were male and 30% were 

female, mostly aged above 50. For the overall staging of the 
patients, a high proportion of patients were diagnosed with 
stage III NSCLC: 27% patients with stage IIIa and 42% patients 
with stage IIIb. For the histology of the NSCLC, 37% of patients 
diagnosed with squamous cell carcinoma, 26% patients with 
large cell carcinoma, and 12% patients had adenocarcinoma.

Table 2  Patient Demographic Number of patients Number of patients
Gender Histology

Female 118 (30%) Adenocarcinoma 47 (12%)
Male 276 (70%) Large Cell 104 (26%)
Total 394
Overall Staging Squamous Cell Carcinoma 145 (37%)
Stage I 86 (22%) NA 39 (10%)
Stage II 38 (10%) Not Otherwise Specified 59 (15%)
Stage IIIa 105 (27%) Age
Stage IIIb 164 (42%) <50 17 (4%)
NA 1 (0%) >50 355 (90%)

NA 22 (6%)

Table 3  Summary of predictive 
performance of ML methods. 
(AUC)

Survival 
Year(s)

Sample Types Sample Size DT BT RF SVM GLM CNN

1 Balanced 286 0.817 0.947 0.947 0.781 0.737 0.717
(“0”=143, [0.768, [0.921, [0.921, [0.728, [0.679, [0.658,
“1”=143) 0.866] 0.974] 0.974] 0.834] 0.795] 0.776]

All 394 0.814 0.951 0.961 0.815 0.829 0.709
(“0”=143, [0.767, [0.938, [0.938, [0.768, [0.784, [0.654,
“1”=251) 0.861] 0.976] 0.983] 0.862] 0.874] 0.764]

3 Balanced 236 0.781 0.947 0.974 0.821 0.832 0.777
(“0”=118, [0.722, [0.917, [0.977, [0.767, [0.780, [0.718,
“1”=118) 0.840] 0.977] 0.995] 0.875] 0.884] 0.836]

All 394 0.814 0.951 0.961 0.815 0.829 0.709
(“0”=276, [0.785, [0.905, [0.917, [0.792, [0.789, [0.652,
“1”=118) 0.865] 0.953] 0.961] 0.870] 0.869] 0.757]

5 Balanced 136 0.846 0.904 0.921 0.771 0.697 0.795
(“0”=68, [0.780, [0.851, [0.873, [0.692, [0.609, [0.728,
“1”=68) 0.912] 0.957] 0.969] 0.850] 0.785] 0.862]

All 394 0.685 0.782 0.884 0.200 0.740 0.626
(“0”=326, [0.622, [0.731, [0.850, [0.134, [0.683, [0.558,
“1”=68) 0.748] 0.833] 0.918] 0.266] 0.797] 0.694]

7 Balanced 86 0.825 0.970 0.973 0.923 0.799 0.619
(“0”=43, [0.736, [0.933, [0.938, [0.863, [0.705, [0.525,
“1”=43) 0.914] 1.010] 1.010] 0.983] 0.893] 0.713]

All 394 0.751 0.869 0.902 0.823 0.842 0.692
(“0”=351, [0.687, [0.828, [0.868, [0.772, [0.795, [0.619,
“1”=43) 0.815] 0.910] 0.936] 0.874] 0.889] 0.765]
Average 0.793 0.912 0.938 0.746 0.789 0.705
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Prognostic Performance of Machine Learning Methods

Receiver Operating Characteristic (ROC) was used to evalu-
ate the prognostic performance of different machine learning 
algorithms. For boosted trees (BT), random forests (RF), 
decision trees (DT), support vector machine (SVM), and 
generalized linear model (GLM) the area under the curve 
(AUC) of ROC was generated by Rattle. For Deep Learning 
Artificial Neural Networks (DL-ANNs), the AUC is gener-
ated by scikit-learn in Python. All machine learning methods 
were performed with 70:30 cross-validation.

The overall average prediction performance of the BT, 
RF, DT, SVM, GLM and DL-ANNs were AUC of 0.912, 
0.938, 0.793, 0.746, 0.789 and 0.705 respectively (Table 3). 
The highest performance in prediction were from RF (1st) 
and BT (2nd). The DL-ANN did not show obvious advan-
tage in prediction of prognostic outcomes.

The best AUC was 0.974 for the balanced sample sets 
of RF with 3 year survival endpoint, while the moder-
ate AUC was 0.829 for sample set of GLM with 3 year 

survival endpoint and lowest AUC was 0.685 for DT with 
all sample set with 5 year survival endpoint (Fig. 1). The 
AUC with 0.200 for all sample sets of SVM with 5 year 
endpoint was considered as outlier. The paired t-test did 
not demonstrate any significant difference between the 
“Balanced” and “All” groups endpoints with different 
numbers of survival years as endpoint (p>0.05, paired 
t-test, Table 4). In summary, the best predictive values of 
the algorithms in C-index or AUC (for survival after 1, 3, 
5, 7 years) are noted in Table 5. All ROC curves (Figs. 2, 
3, 4, 5, 6) are shown in Appendix. 

Discussion

Radiomics is becoming a clinically effective tool for per-
sonalized medicine and prognostic prediction of cancer 
treatment. However, the large number of radiomics features 
and limited number for each category of observations with 
unbalanced datasets posed a challenge for radiomics-based 
machine learning model. In this study, we attempted to doc-
ument the effect of small datasets for the performance of 
machine learning methods in radiomics prediction.

Table 4  Test for Balanced and All sample datasets

Survival 
Year(s)

Sample Types paired t-test value Significance

1 Balanced 0.078 p>0.05
All

3 Balanced 0.501 p>0.05
All

5 Balanced 0.148 p>0.05
All

7 Balanced 0.050 p>0.05
All

Fig. 1  ROC curves showing best, immediate and lowest results. a Random Forest (3-year survival, balanced sample data), b Generalized Linear 
Model (3-year survival, all sample data), c Decision Tree (5-year survival, all sample data)

Table 5  Summary of best predictive value. (*The samples are tested 
with 70:30 cross-validation.)

Survival Years 
endpoint

Algorithm* C-index (AUC)

1 RF (all sample) 0.961, [0.938, 0.983]
3 RF (balanced sample) 0.974, [0.977, 0.995]
5 RF (balanced sample) 0.921, [0.873, 0.959]
7 BT (balanced sample) 0.970, [0.933, 1.010]
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Feature selection was an issue for radiomics. Li et al. 
used 671 radiomics features for prediction of low-grade 
glioma [12]. Kotsiantis et al. [9] mentioned about 14 fea-
tures in their selection methods. To address the problem 
of a lack of standardization in feature selections, Pyradi-
omic, an open-source python package developed mainly 
by researchers from the Department of Radiation, Har-
vard Medical School [18], was used for the extraction of 
radiomics features from medical images as a reference 
standard for radiomics analysis. The features needed to 
be preprocessed with a set of filters (including wavelet, 
Laplacian of gaussian, square, square root, logarithm and 
exponential [18]) to reduce noises before calculation for 
radiomics features used in this study. For different machine 
learning algorithms, random forests had the highest accu-
racy (average AUC= 0.94) throughout different survival 
years and sample sizes. Boosted tree (with average AUC= 
0.91) also showed a good prediction performance. This 
performance was consistent with those in other studies 
[11, 25]. It appears that random forest can have a lower 
susceptibility to the biased samples. Also, the out-of-bag 
method helps to validate the trees and achieved a higher 
accuracy with more robust results [26]. Random forest was 
formed by many decision trees. The results of all trees 
were averaged out to generate the result, since the sam-
ples were randomly selected to form a decision tree by 
many training subsets [27]. However, it was noted that 
random trees and boosted trees were not good for regres-
sion prediction as they did not predict precise continuous 
data beyond the range in the training data, and they suf-
fered from overfitting in noisy datasets. As random forest 
used a black box approach, there was little control on the 
model from the users’ perspective.

Our results indicated that the balanced datasets performed 
slightly better than the whole sample data (average AUC= 0.80 
against average AUC= 0.76). However, the paired t-test did not 
indicate any significant difference for our datasets, although 
the balanced data could foster a higher accuracy [28].

Xu et al. [29] used transfer learning convolution neural 
networks (CNN) and recurrent neural networks (RNN) for 
patients with NSCLC and obtained AUC=0.74 (n=268), 
while Joost [18] used CNN with transfer learning obtained 
AUC=0.7 (n=771) for NSCLC patients with CT images. In 
our study, we obtained a comparable result of AUC=0.795 
for balanced data with 5-year survival endpoint (n=136) for 
1D CNN DL-ANN. It appears that small sample size with 
large input parameters may affect the predictive performance 
of neural networks for radiomics data. It is noted that the 
relative performance of the algorithms with other studies 
in radiomics was similar to our study using deep learning 
algorithm. However, random forest in our study performed 
better than other studies (Table 6).

Conclusions

Our study attempted to evaluate the prediction perfor-
mance of different machine learning methods for radiom-
ics prognosis prediction. DL-ANNs with 70:30 cross-val-
idation did not show a significant improvement compared 
with other traditional machine learning methods such as 
random forest and boosted trees. On the whole, the accu-
rate outcome prediction using machine learning serves as 
a supportive reference for formulating treatment strategy 
for cancer patients. This helps to facilitate personalized 
treatment for cancer patients in the clinical settings.

Table 6  Performance of machine learning

Authors Study task Method Result

Park et al. [21] To investigate whether CT slice thickness 
influences the performance of radiomics 
prognostic models

Patients with NSCLC with development 
set (n=185) and validation set (n=126), 
using radiomic prediction with CT slices 
thickness 1, 3, 5 mm

AUC with development set=0.68 to 
0.7, AUC with validation set=0.73 
to 0.76

Lao et al. [22] To investigate if deep features extracted via 
transfer learning can generate radiom-
ics signatures for prediction of overall 
survival in patients with Glioblastoma 
Multiforme

LASSO Cox regression model was applied 
for 75 patient set for training and 37 
patient set for validation

AUC =0.71 to 0.739

Liu et al. [23] Prediction of distant metastasis through 
deep learning radiomics

235 patients with neoadjuvant chemo-
therapy using deep learning radiomics 
signature

AUC =0.747 to 0.775

Vils et al. [24] Evaluation of radiomics in recurrent glio-
blastoma

Multivariable models using radiomic fea-
ture selection for patients (n=69 training, 
n=49 validation)

AUC=0.67 to 0..673

Our study Different machine learning algorithms to 
evaluate radiomics prediction of NSCLC

6 machine algorithms used for 422 patients 
with 70:30 cross-validation

Average AUC=0.67 to 0.91
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Appendix

Summary of machine learning methods and ROC curves for 
all the methods.

Fig. 2  ROC of DT, BT, RF, SVM, and GLM for 1-year balanced data and all data

Fig. 3  ROC of DT, BT, RF, SVM, and GLM for 3-year balanced data and all data
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Fig. 4  ROC of DT, BT, RF, SVM, and GLM for 5-year balanced data and all data

Fig. 5  ROC of DT, BT, RF, SVM, and GLM for 7-year balanced data and all data

Fig. 6  ROC of CNN for 1-year, 3-year, 5-year and 7-year balanced data and all data
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categories with the margin on the either side of the 
hyperplane.

The maximized margins can reduce the generaliza-
tion error, yet the misclassified data that not lied 
within the margin may lower the accuracy.

Generalized Linear Model [32] The linear relationship of the observed features and 
the real output is drawn with similar number of sam-
ples lying on both sides of the regression line. Then 
the output can be predicted by the linear regression 
line with the known feature

The results may be affected when the numbers of 
feature are much more than the numbers of output

Artificial Neural Networks [33] Feed-Forward. Neural Network consists of input hid-
den and output layer.

Ability to learn for nonlinear and complex relation-
ship; yet it is difficult to interpret It works well 
with the tabular data.

Convolution Neural Networks 
[33]

The convolution filter is applied on the image forming 
kernels to form the features map. Then extracting 
the relevant features from the input data automati-
cally

It captures the spatial feature of the image well

Recurrent Neural Networks [33] It consists of the ANN-like structure but with a recur-
rent loop in the hidden layer.

The recurrent loop can well capture the sequential 
feature & it works well with the text data.
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