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Abstract
Knee osteoarthritis (OA) is a degenerative joint disease that is prevalent in advancing age. The pathology of OA disease is still 
unclear, and there are no effective interventions that can completely alter the OA disease process. Magnetic resonance (MR) 
image evaluation is sensitive for depicting early changes of knee OA, and therefore important for early clinical intervention 
for relieving the symptom. Automated cartilage segmentation based on MR images is a vital step in experimental longitudi-
nal studies to follow-up the patients and prospectively define a new quantitative marker from OA progression. In this paper, 
we develop a deep learning–based coarse-to-fine approach for automated knee bone, cartilage, and meniscus segmentation 
with high computational efficiency. The proposed method is evaluated using two-fold cross-validation on 507 MR volumes 
(81,120 slices) with OA from the Osteoarthritis Initiative (OAI)1 dataset. The mean dice similarity coefficients (DSCs) of 
femoral bone (FB), tibial bone (TB), femoral cartilage (FC), and tibial cartilage (TC) separately are 99.1%, 98.2%, 90.9%, 
and 85.8%. The time of segmenting each patient is 12 s, which is fast enough to be used in clinical practice. Our proposed 
approach may provide an automated toolkit to help computer-aided quantitative analyses of OA images.
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Introduction

Knee osteoarthritis (OA) is a common degenerative joint 
disease that affects a large number of people and increases 
in incidence with advancing age [1]. With the aging of the 
population, more and more people suffer from the problems 
caused by knee OA [2]. Among people over 60 years old, 
the rate for men and women with symptomatic knee OA 
is 10% and 13%, respectively [3]. Furthermore, OA is the 

main cause of morbidity and disability, resulting in high 
socioeconomic costs. As a most common form of arthri-
tis, OA was estimated to cost the US $336 billion, or 3% 
of the gross domestic product in 2004 [4, 5]. In the USA, 
more than 30 million adults have radiological evidence of 
OA [6]. By 2030, an estimated 20% of Americans (about 
70 million people) may be at increased risk for this disease 
[4, 5]. The main symptoms of knee OA are pain, stiffness, 
and swelling. These symptoms adversely affect activities 
of daily living and overall function. The pathology of OA 
disease is still unclear, and there are no interventions that 
can effectively modify the OA disease process [7]. We can 
only mitigate the symptoms by anti-inflammatory drugs, 
joint replacement, etc. To better understand this disease, the 
OA imitative (OAI)1 consortium collected and generated 
substantial data sets including magnetic resonance (MR) 
and computed tomography (CT) imaging data, genotyping 
data, and clinical data for evaluating potential biomarkers 
and characterizing OA incidence and progression. In clini-
cal studies, the diagnosis and severity assessment of OA are 
mainly based on radiologic findings. For example, the meas-
urement of cartilage in MR and CT images is a primary way 
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of demonstrating the structural progression of OA and is also 
used to evaluate the effectiveness of therapeutic approaches.

MR imaging is a non-invasive technology that can gen-
erate 2D and 3D images of intra-articular soft-tissue struc-
tures, including cartilage, which is commonly used to find 
the structural changes within the knee joint and, specifically, 
in articular cartilage [8]. However, obtaining accurate and 
reproducible quantitative measurements from MR scans is 
burdensome due to the structure and morphology of the knee 
as well as the nature of MR imaging [9]. There are several 
challenges in manually segmentation and extraction of MR 
images. First, it is time-consuming and labor-consuming 
work. It may take up to 6 h for a clinical reader to manually 
segment each series of 3-dimensional (3D) knee MR [10]. 
Secondly, the results could be subjective due to the clini-
cians’ knowledge and experience. Furthermore, operators 
who use cartilage segmentation software often need exten-
sive training [11], which costs more time and money.

Over the past years, researchers have developed different 
approaches for reducing the workload of measuring knee 
cartilage on MR images. These approaches include segment-
ing alternate MR slices or confining measurements to par-
tial regions of cartilage [12–16]. Besides, some computer-
aided algorithms (e.g., active contours, B-splines) have also 
been developed to assist with cartilage segmentation for MR 
images [17–19]. Unfortunately, these methods lack sufficient 
accuracy and reliability in detecting small cartilage changes 
[12, 20]. Du et al. [10] proposed a novel method to directly 
predict knee osteoarthritis progression on MRI. In their paper, 
the Cartilage Damage Index (CDI) information [21, 22] is 
computed from 36 informative locations on the tibiofemoral 
cartilage compartment from 3D MR images, and PCA analy-
sis is utilized to process the feature set. This approach is not 
fully automatic because it requires the user to give the slice 
numbers of the most medial and lateral images. Ambellan et 
al. [23] incorporated 3D Statistical Shape Models (SSMs) as 
well as 2D and 3D CNNs to segment even highly pathologi-
cal knee structures. They used SSM method as adjustment 
and postprocessing to polish the segmentation results based 
on CNNs. However, SSM method is complex and inefficient. 
The authors reported that using their implementation, it would 

take 43 weeks to segment the full OAI database on a single 
computational node (around 8.7 min per patient) [23]. There-
fore, the previous methods in both Du et al. [10] and Ambel-
lan et al. [23] are time-consuming and impractical to be used 
in routine clinical practice. Thus, there remains an urgent need 
for researchers to develop a segmentation method that has 
both high accuracy and computational efficiency.

To solve this problem, we develop an automated time-
efficient segmentation algorithm based on UNet ++ archi-
tecture [24], which is a new segmentation architecture con-
sisting of nested and dense skip connections. UNet ++ in 
many cases can achieve more excellent performance than 
U-Net [25], the baseline approach used in various medi-
cal image segmentation tasks [26, 27]. In this paper, we 
develop a coarse-to-fine framework [37, 38] that uses a 
predicted segmentation mask to shrink the input region. 
This is motivated by the fact that a smaller input region 
often leads to more accurate segmentation results. Spe-
cifically, we first use an UNet ++ network to localize the 
region of interest regions (ROIs) and crop the correspond-
ing bounding boxes. Then we send the shrunken image into 
another UNet ++ network for the fine segmentation. The 
ROIs include bone and cartilage on OA MR images, which 
separately are femoral bone (FB), tibial bone (TB), and the 
respective femoral and tibial cartilage (FC, TC) as well as 
meniscus (see Fig. 1).

The main contribution to our approach is that we develop 
a coarse-to-fine framework by combining localization infor-
mation of bone and cartilage to improve the segmentation 
performance. Compared with the current state-of-the-art 
approach for OA image segmentation [23], our proposed 
approach can achieve higher segmentation accuracy on three 
tissues and has much less time cost (around 43 times less).

Materials and Methods

Data Collection

We use OAI ZIB Dataset from Ambellan et al. [23]. This 
dataset consists of 507 3D MR data (81,120 slices) in 

Fig 1  (a) Schematic view of 
knee joint. (b) and (c) Demon-
strative images from the sagittal 
and coronal directions of a 3D 
magnetic resonance (MR) knee 
data, respectively. They show 
a knee joint, including femoral 
bone (FB), tibial bone (TB), 
femoral cartilage (FC), tibial 
cartilage (TC), and meniscus 
(MC)
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dual-echo steady-state (DESS) sequence from the OAI 
database for which manual segmentations were carried out 
thoroughly by experienced users at Zuse Institute Berlin2 
starting from automatic segmentations employing [28]. The 
data cover the full spectrum of OA grades with a strong ten-
dency towards severe cases. The details of the dataset can 
be seen in Table 1. Our approach is a 2D method based on 
horizontal images (size 384 × 384) as indicated in Table 1.

Methods

The overview of the proposed framework is shown in Fig. 2. 
First, we use an UNet ++ network to detect the region of 
interest regions (ROIs) and crop the corresponding bounding 
boxes. Then we send the shrunk input region into another 
UNet ++ network for the fine segmentation. We segment FB, 

FC, TB, and TC separately and obtain the meniscus tissue 
based on the segmentation results of bones and cartilages. 
We also design a postprocessing method to remove the false 
positives.

Bone and Cartilage Segmentation with UNet++ 

Recently, increasing state-of-the-art models based on deep 
learning are proposed for medical image segmentation [29] 
and most of these models are variants of U-Net [25] or fully 
convolutional networks (FCN) [30]. Both U-Net and FCN 
are encoder-decoder architectures containing skip connec-
tions, which can merge low-level and high-level features. 
However, these encoder-decoder architectures for image seg-
mentation may encounter two limitations. First, there is no 
way to determine the optimal depth of an encoder-decoder 
network. It always varies from one task to another, depend-
ing on the application complexity and the amount of anno-
tated data available for training. Second, the design of skip 
connections used in an encoder-decoder network is experien-
tial rather than based on solid theory, and how to design the 
most effective skip connections architectures lacks theoreti-
cal support [24]. To overcome these two limitations, Zhou et 
al. proposed UNet ++ [24], a new segmentation architecture 
based on nested and dense skip connections.

As shown in Fig. 3, UNet ++ is composed of U-Net with 
different depths, and its decoders are densely connected 
with the same resolution through redesigned hop connec-
tions. The architecture changes introduced in UNet ++ real-
ize the following advantages. First of all, UNet ++ is not 
easy to choose network depth because it embeds differ-
ent depth U-Nets in its architecture. All of these U-Net 
parts share an encoder, and their decoders are interleaved 

Table 1  Summary of the datasets used for training and validation

Dataset OAI ZIB

MRI scanner Siemens 3 T Trio
MRI sequence DESS
Acquisition plane Sagittal
Image resolution (mm) 0.36 × 0.36 × 0.7
Manual segmentation Bones and cartilage
Number of subjects 507
Size 384 × 384 × 160
Sex (male; female) (262,245)
Age (years) 61.87 ± 9.33
BMI (kg/m2) 29.27 ± 4.52
rOA grade (0, 1, 2, 3, 4) (60, 77, 61, 151, 158)
Timepoints Baseline

Fig. 2  Illustration of the testing process using proposed coarse-to-fine approach (best viewed in color)
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with each other. Through in-depth supervision training of 
UNet ++ , all U-Nets are trained at the same time and ben-
efit from shared image representation. This design not only 
improves the overall segmentation performance but also 
realizes the model pruning in the reasoning process. Sec-
ondly, UNet ++ is not constrained by unnecessary restric-
tive jump connections, in which only the same proportion 
of feature maps from the encoder and decoder can be fused. 
The redesigned hop join introduced in UNet ++ presents 
different proportions of feature maps at the decoder node, 
allowing the aggregation layer to decide how to fuse the 
various feature maps carried by skipping connection with 
the feature mapping of the decoder. The redesigned jump 
connection is implemented in UNet ++ , which is realized 
by connecting the decoders of U-Net in the same resolution. 
Compared with the traditional U-Net architecture, this sig-
nificant improvement of U-Net ++ is due to the advantages 
of redesigned skip connection and extended decoder, which 
together enable image features to gradually aggregate hori-
zontally and vertically over the network. More details about 
UNet ++ can be seen in [24].

The backbone of UNet ++ can be any feature-extraction 
convolution neural network, such as VGG [31] series and 
ResNet [32] series. We choose VGG16 [31] as the back-
bone here for convenience. We segment one target at a 
time, which separately is FB, TB, FC, and TC at each time 
and the loss function is binary cross-entropy.

Postprocessing for Removing False Positives

By visualizing the segmentation result on each slice of 
every patient, we find that some false positives exist on 
specific regions close to those slices which contain mini-
mum object content. For example, for 3D patient data, 
if the first slice containing the target (including bone or 

cartilage) is the 18th slice, the model tends to predict false 
positives from the 15th slice to the 17th slice (as shown 
in Fig. 4). The main reason may be that since the target 
often occupies a small region on these slices where it first 
appears, the network could be easily confused by the back-
ground region. To reduce false positives, the minimum 
size of the target is calculated and set to be the thresh-
old. Those predicted slices whose object size is less than 
the threshold will be automatically zeroed (negative). For 
instance, if the minimum size of TC is a, all the predic-
tions whose size is less than a will be zeroed. By using 
this simple postprocessing method, the final segmentation 
performance is improved (see Table 2).

Meniscus Segmentation

The medial and lateral meniscus are two thicker wedge-
shaped pads of fibrocartilage attached to the top of the 
tibia (shin bone), called the tibial plateau. Each meniscus 
is curved in a C-shape, with the front part of the cartilage 
called the anterior horn and the back part called the posterior 
horn (see Fig. 1). A torn meniscus is one of the most com-
mon knee injuries. Any activity that causes you to forcefully 
twist or rotate your knee, especially when putting your full 
weight on it, can lead to a torn meniscus. In older adults, 
degenerative changes of the knee can contribute to a torn 
meniscus with little or no trauma. MRI is the test of choice 
to confirm the diagnosis of a torn meniscus, and segmenting 
meniscus is the key step for clinical diagnosis. As shown in 
Fig. 5, the meniscus lies between the tissue FC and TC, and 
it will disappear if FC and TC merge. In other words, in a 
knee with severe OA, the meniscus will be abraded at first 
and the thickness of the meniscus can be used to evaluate the 
severity of OA. However, the data we attain from OAI ZIB 
do not include the annotation of meniscus tissues and there 
is no other labeled dataset available. Therefore, we have to 

Fig. 3  The difference of 
architectures between U-Net 
and UNet ++ , L means loss 
function

Fig. 4  The illustration of false 
positives range. Red regions 
represent false positives
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segment the meniscus in a compromised way. By observing 
Fig. 5, we can see that meniscus could be annotated by doing 
some addition and subtraction between images and ground 
truths (also predictions) using the positional relationship of 
bone and cartilage. Specifically, we first localize the menis-
cus (see Fig. 6f) by using cartilage ground truth (Fig. 6c 
and d) because the meniscus regions always lie between the 
FC and TC. Then meniscus Fig. 6g is obtained by multi-
plying Fig. 6f and e (the difference between original image 
(Fig. 6a) and corresponding ground truth (Fig. 6b). Finally, 
the ground truth of the meniscus is obtained (Fig. 6h). The 
process can be seen in Eq. 1.

where x denotes the original image (Fig. 6a), y’ denotes the 
prediction of bones and cartilages (Fig. 6b),  yc’ denotes the 
prediction of cartilages (Fig. 6c), and  fbx represents taking 
bounding box operation (Fig. 6d). S(x,y’) represents using 
x and y’ to segment meniscus (Fig. 6g).

Experimental Settings

In the training stage, the ground-truth annotation is used 
as the input mask. We train the models separately for each 
stage. The coarse-scaled models are trained on specific 
slices to prevent the model from being heavily impacted 
by the background. Those chosen slices should be those 
in which the number of pixels of the object is greater than 
a certain value. For FB and TB segmentation tasks, the 
objects should occupy at least 300 pixels, while for FC and 

(1)S
(

x, y�
)

=
(

x − x ∗ y�
)

∗ (fbx(yc
�
) ∗ x)

TC segmentation tasks, the number is 100. For the fine-
scaled models, we crop each slice according to the minimal 
2D box covering the knee, add a frame around it, and fill 
it up with the original image data. The top, bottom, left, 
and right margins of the frame are fixed values of 30. This 
strategy, known as data augmentation, helps to regularize 
the network and prevent over-fitting. Before fed into the 
fine stage UNet ++ , the images are resized to [192,192]. To 
avoid overfitting, we adopt a dynamic learning rate (learning 
rate = 0.01, decay = 0.0005, momentum = 0.9) and an early 
stopping strategy in the training stage. The optimization is 
Adam [33]. All the networks are trained and tested by a 
32 GB-RAM NVIDIA Tesla V100 GPU.

Results 

To compare our proposed approach with the current state-
of-the-art method in Eckstein and Wirth [12], we follow 
the cross-validation strategy in Eckstein and Wirth [12] and 
split the dataset into 2 fixed folds, each of which contains 
approximately the same number of samples. We apply cross-
validation, i.e., training the model on 1 out of 2 subsets and 
testing it on the remaining one. We measure the segmenta-
tion accuracy by computing the dice similarity coefficient 
(DSC) for each sample. This is a similarity metric between 
the prediction voxel set Z and the ground-truth set Y, with 
the mathematical form of DSC (Z, Y) = 2 ×|Z ∩ Y|/|Z| +|Y|. 
We report the average DSC score of over 507 testing cases. 
The results can be seen in Table 2.

Table 2  Comparison of 
different techniques in the OA 
images segmentation. (*using 
the proposed postprocessing 
method)

Method FB_DSC % FC_DSC % TB_DSC % TC_DSC % Time/patient(s)

U-Net 96.0 88.5 93.5 82.0 10
Ambellan [23] 98.5 89.9 98.5 85.6 520
UNet ++ 97.9 88.8 96.2 84.5 10
UNet ++ * 98.2 90.5 96.6 84.9 11
Ours 99.1 90.9 98.2 85.8 12

Fig. 5  The development stages 
of OA. (a) The OA MR images; 
(b) the corresponding carti-
lage ground truths. Red boxes 
illustrate the meniscus region 
locations
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As shown in Table 2, our approach outperforms some 
other state-of-the-art approaches for three tissues segmenta-
tion (FB, FC, TC) and is quite rapid. The effectiveness of 
our proposed postprocessing approach is also confirmed in 
Table 2. Compared with Ambellan’s [12] approach which 
combines 2D and 3D U-Net with SSM for adjustment or 
postprocessing, our proposed approach has better perfor-
mance, which demonstrates the strong capability of deep 
neural network (DNN) to extract image features and that 
classical image preprocessing or postprocessing is less 
important with the development of DNN. A DNN approach 
could achieve higher accuracy with much less time than clas-
sical image processing approaches. In addition, we can also 
from Table 2 see that the accuracy of knee bones (FB, TB) 
is much higher (over 10%) than cartilages in all approaches. 
The reason is that bones have a larger size and higher con-
trast, which is easier to segment. The qualitative results can 
be seen in Fig. 7.

Discussion 

Despite the promising results shown in this study, some 
limitations need to be acknowledged. On the one hand, 
because the size of knee bone (FB and TB) is much bigger 
than cartilage’s (FC and TC), to segment these four tissues 
at the same time will encounter the problem of category 
imbalance. Therefore, our method segments each tissue at 
a time, which is not ideal. We need to improve it by using 
some specific loss function like focal loss [34]. On the other 
hand, due to the lack of available public meniscus data cur-
rently, the progress of OA image processing algorithms is 

to some extent hindered. Therefore, it is of great meaning 
to construct a meniscus dataset. Although we could seg-
ment meniscus without ground truth in a compromise way, 
the results were not satisfactory. We will manually anno-
tate around 2000 slices meniscus data from OAI dataset 
and make it available to public, which will be an important 

Fig. 6  The process to segment meniscus

Fig. 7  The visualization results for TB, TC, FB, and FC on different 
cases. (a) original image; (b) ground truth; (c) prediction
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contribution for facilitating various algorithms development 
for meniscus image segmentation. At the same time, we will 
try to incorporate our proposed model into an end-to-end 
learning framework to minimize a global energy function 
for improving the performance.

In our future work, we will collect more clinical OA 
patient data such as clinical data from Johnston County 
Osteoarthritis Project (JoCoOA) [35] funded by CDC to val-
idate our proposed approach for OA bone and cartilage seg-
mentation. We will attempt to further improve our approach 
in several ways below. (1) We will combine an attention 
mechanism proposed in [36] with UNet ++ model, which 
we name attention UNet ++ . (2) We will use a computa-
tional method to directly measure the thickness of menis-
cus. We could regress the boundary of FC and TC and draw 
the tangent lines of boundary to calculate the distance d 
of these two tangent lines. As mentioned in section menis-
cus segmentation, the value of d reflects the severity of OA 
and smaller d value represents severer OA disease. We can 
model the d and time t, which can reveal the relationship 
between the severity of OA and time. This approach is more 
time-saving and accurate than labeling meniscus data to train 
a segmentation model. (3) Because the OAI dataset also pro-
vides electronic medical records (EMRs) of each patient, we 
will develop a classifier based on the segmentation results 
to stage the severity of knee OA (measured by Kellgren-
Lawrence (K-L) score) of each patient and validate it with 
the EMRs provided by OAI. Besides, we will use extend 
our approach to a time series–based method to mimic the 
developments of OA and predict the patients’ current stage 
by their latest MR scans.

Conclusion

In this paper, we propose a novel coarse-to-fine approach 
for knee bone and cartilage segmentation by combining two 
UNet ++ models. The approach is evaluated on the OA ZIB 
dataset consisting of 507 3D volumes. Compared with the 
current state-of-the-art segmentation approach [12] on data 
from the OAI, our proposed approach can achieve higher 
segmentation accuracy in three tissues (FB, FC, TC) and has 
much less time cost (around 43 times less). Our approach 
is fast enough to be used in clinical practice. Furthermore, 
based on the segmentation results of bones and cartilages, 
we segment the meniscus from the OAI dataset without 
ground truth for the first time. Our approach is intuitive but 
effective: first use a deep learning model to shrink the input 
region, which could remove much interference from the 
background, and then use another model to finish the fine 
segmentation. We anticipate that our approach can provide 
a promising computerized toolkit to help enhance computer-
aided quantitative analyses of OA MR images.
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