
Ramin Javan1
& Aditya Rao2

& Bryan S. Jeun3
& Aalap Herur-Raman4

& Neha Singh1,6
& Parisa Heidari1,5

Published online: 8 January 2020
# Society for Imaging Informatics in Medicine 2020

Abstract
We describe the framework for capturing the internal view of complex anatomical spaces via multiple media and haptic
platforms, exemplified by realistic and conceptual representations of the pterygopalatine fossa (PPF). A realistic three-
dimensional (3D) mesh of the PPF was developed by segmenting the osseous anatomy on computed tomography (CT) using
Materialize InPrint. Subsequently in Autodesk 3D Studio Max, the realistic mesh was enhanced with graphically designed
neurovascular anatomy and additionally a conceptual representation of the PPF with its connections and contents was created.
An interactive web-compatible Adobe Flash tutorial using ActionScript was developed, allowing users to advance through a
series of educational slides that contained interactive rotatable interior camera views and scrollable CT cross-sectional content,
incorporating both the realistic and conceptual models. Both models were also 3D printed using polyamide material. In the
realistic model, the neurovasculature was colored with water-based acrylic paint. A 3-piece modular design with embedded
magnets allows for internal visualization and seamless assembly. A serious gaming environment of the conceptual PPF was also
developed using Truevision3D application programming interface, where users can freely move around rooms and hallways that
represent various spaces. Lastly, the realistic model was incorporated into a headset-based virtual reality environment, Surgical
Theater, allowing visualization and fly-through inside and outside the model. Multiple 3D techniques for visualization of
complex 3D anatomical spaces from within were described, with the necessary software and skills detailed. A rough estimate
of the time and cost needed to develop these tools as well as multiple supplementary source and end result files are also made
available. Educators could utilize multiple advanced delivery methods to incorporate custom digital 3D models of complex
anatomical spaces understood from inside.
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Introduction

Advances in three-dimensional (3D) visualization and print-
ing have provided many clinical innovations, including surgi-
cal models, medical devices, and tissue engineering [1].
Additionally, 3D imaging remains foundational for medical
education and is challenging the traditional paradigm of ana-
tomic instruction, in which trainees study two-dimensional
(2D) anatomic illustrations that are correlated with cadaveric
materials [2]. Although 3D imaging technology can render
virtual or physical models of any anatomic volume, it is most
practically used to re-create anatomy that is spatially complex
[3]. In this work, we describe the use of 3D digital technolo-
gies to uniquely re-create the spatial ly complex
pterygopalatine fossa (PPF) as viewed from within the fossa.
This approach may be similarly applied to re-create other spa-
tially complex anatomy.

Nicholson et al. [4] and Abid et al. [5] reported increased
exam scores with 3D computer-based modules detailing ear
anatomy [4] and organogenesis [5], respectively. Although
some studies have reported no additional benefit of 3D stereo-
scopic computer models [6] or instructional videos [7] on
anatomy exam score, the results of Nicholson et al. [4] and
Abid et al. [5] suggest that 3D imaging is of benefit when re-
creating anatomy that requires greater visuospatial under-
standing, such as ear anatomy [4] or organogenesis [5], or
when it is more efficiently processed by learners with high
spatial ability [3]. The latter point highlights the significance
of personal learning style, as learners with high spatial ability
may prefer dynamic 3D models, while those with low spatial
ability may prefer static 2D images [3]. In addition, these
models can provide a conceptual analogy to learning 3D anat-
omy by depicting the orientation of anatomic structures as
they arise from a conceptual geometric base. For instance,
the middle ear cavity has been previously illustrated as a
cube-shaped space consisting of a roof, floor, four walls, two
windows, and a door with each plane containing specific an-
atomic structures [8].

With increased affordability, greater computer processing
ability, and higher spatial resolution of monitors and
smartphones [9], alternative learning platforms are gaining
widespread acceptance and adoption. E-learning, in the form
of web-based learning resources, multimedia, and social net-
working, is the most accessible platform and, consequently, is
more seamlessly integrated in learning [9] with extensive
reach. Mathiowetz et al. [10] showed that e-learning via an

online anatomy software resulted in statistically similar labo-
ratory practical exam scores and written exam scores versus
gross anatomy learning. Virtual or physical 3Dmodels may be
used as supplements to or potential substitutes for cadaveric
materials, as Lim et al. [2] found that external cardiac anatomy
was better learned by trainees instructed with 3D printed
models versus cadaveric materials. In addition, 3D models
have also been shown to significantly increase understanding
of spinal fractures [11], hepatic segmental anatomy [12], and
renal tumors [13] in comparison to computed tomography
(CT) counterparts. Furthermore, the customizability intrinsic
to 3D visualization technology can be used to re-create pa-
tient-specific 3D anatomic models that depict critical spatial
relationships in the setting of pathological conditions [14].

Virtual reality (VR) and serious gaming immerse the train-
ee in a computer-simulated environment with real-time inter-
action to varying degrees. “Serious games” are interventions
that implement elements of gaming to achieve a serious pur-
pose, such as health or educational goals [15]. Both are sim-
ulations that allow the trainee to experience learning in a more
engaging fashion. Although not implemented in our work,
augmented reality, the addition of digital information to en-
hance the trainee’s sense(s), has also been applied for anatom-
ic understanding by superimposing digital datasets onto cor-
responding real-world anatomy [16, 17].

In this article, we describe the development of static and
dynamic learning platforms for the spatially complex PPF as
an example, which is a major neurovascular communication
site located in the deep face and skull base [18], as viewed
from within the fossa. Given that these communications can
inherently act as a channel for spread of pathology, a keen
understanding of the anatomy of the PPF is of utmost impor-
tance for multiple specialists. Recently, Bannon et al. [19]
used axial slices from a head CT scan to create a “negative”
space model of the PPF, in which the fossa and its associated
foramina and canals were uniquely depicted as a solid volume.
Here, we have developed an alternative, novel perspective of
depicting the PPF using three distinct media platforms: an
interactive Adobe Flash tutorial, a conceptual and a hybrid
realistic 3D printed model, as well as a fly-through VR/
serious gaming environment.

Materials and Methods

An Institutional Review Board (IRB) approval was not nec-
essary as only anonymized freely available source data was
used, and other models were graphically designed.

3D Digital Design of Realistic and Conceptual PPF

An Apple Macintosh device (MacBook Pro Retina Display
Intel Quad Core 2.4 GHz, 16 GB RAM) was utilized with
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VMWare Fusion installed to allow for use of Microsoft
Windows compatible software. A sample high-resolution
maxillofacial CT dataset was obtained from the anonymized
repository available on the Osirix website (http://www.osirix-
viewer.com, Pixmeo SARL, Geneva). Materialize InPrint
(Leuven, Belgium) was used to import the sample
maxillofacial raw CT dataset (0.625 mm in bone tissue
kernel) to perform 3D reconstruction of an initial model of
the osseous PPF after initial automatic and subsequent slice-
by-slice manual segmentation (Fig. 1a). Segmentation was
performed by a neuroradiologist with 3 years of experience
at the time (author RJ). In this case, the use of a CT bone
algorithm is the preferred form of source data as opposed to
a soft tissue kernel, since the intricate foramina, fissures, and
canals resolved more accurately without running the risk of
separate bony walls becoming attached during 3D reconstruc-
tion. However, since contrast resolution is lower in the bone
kernel compared to the soft tissue kernel, there is added noise
when thresholding bone during automatic segmentation
(Hounsfield Units above 226), which has to be manually elim-
inated. After defining the initial bounding box in Materialize
InPrint, the “Keep Largest Segment” option of the
thresholding tool can be selected or the “Isolate” tool may
be utilized to separate the main 3D object from the surround-
ing noise. Subsequently, the slices have to be inspected for any

errors that need manual correction in the coronal, sagittal, and
axial planes. Lastly, the “Smooth” tool is applied to smoothen
the rough noisy surface of the bone.

Autodesk 3D Studio Max 2018 (San Rafael, CA, USA) was
then used to enhance the initial 3D model’s design by adding
the pterygopalatine ganglion with the emanating nerves (Fig.
1b), the trigeminal ganglion with its branches as well as the
third segment of maxillary artery with its branches, conformed
to the osseous anatomy (Fig. 1c). This step, performed by a
neuroradiologist (author RJ), requires skills in 3D digital
sculpting using graphic design tools, such as ones that allow
for pushing and pulling of vertices, extrusion of surfaces,
bending of objects, and smoothing of meshes. Specific details
regarding how to perform each of these tasks are beyond the
scope of this manuscript and can either be learned through
online tutorials or by obtaining the services of a 3D graphic
designer [20]. A supplementary video file is also available
online to view a flythrough of the 3D model and into the
PPF where the neural anatomy has been added to the native
3D reconstructed osseous anatomy. This model serves as the
realistic version of the PPF for use in the multiple delivery
methods described in the manuscript.

Additionally, the PPF is conceptualized as a room, its com-
munications as hallways and doors. This approach breaks
down the 3D anatomic relationships between the PPF and

Fig. 1 Designing the realistic
model of the PPF and its
neurovascular contents. a Initial
segmentation of the osseous
anatomy surrounding the right
PPF on CT images in Materialise
InPrint, shown in the coronal,
axial, sagittal, and 3D views, b
Graphically designing the
pterygopalatine ganglion with an
emanating nerve within the
Autodesk 3D Studio Max design
environment, c Surface rendering
of the inside of the PPF using
Autodesk 3D Studio Max. (PPF:
pterygopalatine fossa; 3D: three-
dimensional)
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the adjacent communications into the six directions of medial,
lateral, anterior, posterior, superior, and inferior. Initially, a
simple computer-enhanced hand-drawn illustration was creat-
ed with proper perspective view to provide the “big picture” of
a negative space conceptual model (Fig. 2). Subsequently,
graphic design software, Autodesk 3D Studio Max, was used
to create a negative space set of 3D meshes, with the PPF
depicted as a cone with tubular connections representing fis-
sures, foramina, and canals connecting to cubes that represent
the surrounding anatomical spaces. Additionally, hollow vol-
umetric 3D meshes were made with interconnecting commu-
nications and their contents. This step can be accomplished
using simpler graphic design software since the volumetric
meshes created are predominantly simple geometric shapes,
such as cubes, spheres, and cylinders. This significantly sim-
plifies the process of graphic design, allowing users with es-
sentially no prior experience to start creating customs 3D
models without the need to learn time-consuming steps for
producing complex and advanced 3D shapes. One important
consideration to keep in mind regarding this step pertaining
particularly to visualizing models from within is that the inte-
rior of each model has to be lined with renderable surfaces,
meaning that the walls have to actually have a true thickness
with surface triangles defining both the external and the inter-
nal aspects of each wall. This can be challenging depending
on the graphic design tools that are used. For example, a
solution for creating a 3D printable cubemay be to create each
wall separately as an object and to digitally assemble them to
create the final cube. It is also possible to create two identical
objects such as spheres, one made smaller and placed inside
the other and subsequently inverting the surface triangles of
the smaller object toward the inside and finally merging the

surfaces of the two objects to create a final sphere with a
thickness given to the wall, making the object 3D printable.
In Autodesk 3D Studio Max, this can be performed using the
“Attach” tool of the “Edit Mesh” modifier, allowing for crea-
tion of a final sphere with a wall that has defined inside and
outside surfaces.

Adobe Flash Tutorial

Adobe Flash provides the capability to create heavily interac-
tive and powerful web-compatible tutorials. In Flash Builder
or Flash Professional, developers can create a user interface
with customization of buttons and components using
ActionSctipt code (performed by author RJ, a radiology resi-
dent at the tiem). The details regarding the ActioScript 3.0
syntax codes and commands are beyond the scope of this
article. The source FLA file and the final web-compatible
SWF files are made available for download as supplementary
material. As it pertains to the main goal of this article, i.e., for
the purposes of viewing a 3D anatomical space from within,
users can rotate the “camera view” inside the conceptual PPF
by scrolling the mouse-wheel or dragging the mouse left/right
in order to see the connections and structures. These interac-
tive animation Flash-based modules are created by sequential-
ly placing rendered bitmap image files of the conceptual PPF
fromAutodesk 3D StudioMaxwith the camera view inside the
PPF rotated every few degrees and obtaining an image. For
example, for creating a 360° rotation performed through 30
clicks or steps, there needs to be a capture made by rotating the
camera every 12° to obtain a total of 30 images. Text elements,
graphics, buttons, audio, and other elements can be incorpo-
rated into this environment. Scrollable correlative axial,

Fig. 2 Schematic of PPF. The
conceptual compartmental
representation of the PPF in
relation to the surrounding
anatomical spaces with their
interconnecting canals, fissures,
and foramina. (PPF:
pterygopalatine fossa)
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sagittal, and coronal thin-slice CT images of the PPF are also
provided in addition to instructional slides.

3D Physical Models

The size of the previously described realistic PPF model was
scaled to 2.5 times of normal, appropriate split planes were
applied, spaces for magnets were incorporated, and the resul-
tant 3D mesh was exported as an STL (STereoLithography)
file for printing (performed by RJ, a neuroradiologist).
Determining the ideal split planes can be challenging, depend-
ing on important considerations such as specific anatomic area
of interest that is to be revealed and physical separability of the
pieces. The latter can be especially difficult yet is of utmost
importance. All iterations of physical assembly and disassem-
bly must be considered during the digital design stage and
potential problems predicted.With respect to designing spaces
for magnets, it is important to create them slightly wider than
the size of the magnet by approximately 0.5 mm, incorporat-
ing large enough magnets that can withstand the force created
by the weight of each piece, as well as avoiding placement on
any important anatomic landmarks or structures. We used a
commercially available online service (iMaterialise.com,
Lueven, Belgium) for 3D printing using selective laser
sintering (SLS) with polyamide (nylon) material, which is a
sturdy and versatile material with 0.3 mm surface detail and a
1-mm recommended minimum wall thickness requirement.
Water-based acrylic color was used for painting the
neurovasculature. As part of a large skull base conceptual
3D printed model, the PPF was 3D printed as a de-roofed
hollow, near-pyramid shape structure with the surrounding
connections and their contents also included. This was accom-
plished after some graphic design modifications to the previ-
ously mentioned conceptual PPF model. Again, polyamide
material was used for 3D printing purposes due to its versatil-
ity and durability.

Serious Gaming

The conceptual PPF model was utilized as part of a “first-
person shooter” serious gaming program, where the trainee
can freely fly-through rooms and hallways that represent ana-
tomical spaces of the skull base. Microsoft Visual Basic 6.0
programming language was used to access libraries from
TrueVision 3D 6.3, which is a 3D gaming engine that is lay-
ered on top of theMicrosoft DirectX 8.0 application program-
ming interface (API) used for creating game-play. Extensive
amount of coding was required for creating this gaming envi-
ronment (performed by BSJ, a medical student at the time),
the details of which are beyond the scope of this article. The
graphics design of the 3D objects was done using Autodesk
3DStudio Max (performed by RJ, a medical student at the
time), and conversion to DirectX files was performed by the

Panda DX Exporter 4.9 plug-in. Teaching material in the form
of optional pop-up menus, including interactive quizzes,
cross-sectional CT sequences, pathology images, and slide
presentations were created for major structures as teaching
modules using Adobe Flash CS3 Professional.

Virtual Reality

A Surgical Theater Surgical Planner (SRP) workstation
running 64-bit Microsoft Windows 10 Pro (Intel® Core™
i7-5930K CPU 3.50 GHz, 3 GB RAM) was utilized along
with Surgical Theater proprietary technology version SRP
7.4.0 to render 3D models in the VR environment. This
technology not only allows for the viewing of volumetric
3D reconstructions of CT and MR DICOM datasets in 360°
Virtual Reality, but also grants the ability to import and view
3D objects as STL or OBJ files into the scene. The scene can
be viewed on a flat touch screen and simultaneously with a
variety of consumer ready VR headsets (Oculus Rift, HTC
Vive, HP Windows Mixed Reality Headset, etc.). Previously
generated 3D objects of the realistic PPF were imported into
the Surgical Theater scene using the built-in polygon object
importer. The PPF was imported as multiple separate ob-
jects in order to individually control the color, opacity, and
visibility of each structure in the scene (performed by AHR,
a company technologist under the supervision of RJ, a neu-
roradiologist). An Oculus Rift with Oculus Touch control-
lers and a Logitech F310 gamepad were used to view and
control the scene in VR. Specific details regarding how to
perform each of these tasks are beyond the scope of this
manuscript and can be performed by a Surgical Theater
technician. A supplementary video file is available to view
a fly-through of the VR space into the PPF.

Results

In order to illustrate the 3D complexity of the PPF, we have
developed both conceptual representations and realistic ana-
tomic models. As delivery methods, three distinct platforms
are implemented: web-compatible Flash-based interactive tu-
torials using the conceptual models, physical 3D printed
models of both the conceptual and realistic versions of the
PPF, and serious gaming through the conceptual PPF and
VR exploration of the realistic PPF.

Adobe Flash

The PPF is conceptualized in the Adobe Flash tutorial
(available under the supplementary online material), which
consists of a non-interactive component with 2D illustra-
tions of the PPF, as well as the relevant anatomy, and an
interactive component. The interactive portion of the
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Fig. 3 Screenshots of Adobe Flash tutorial of the PPF. a Three-
dimensional interactive conceptualization of the PPF with surrounding
anatomic spaces and their connections. The viewing angle can be rotated
left/right by the indicated computer inputs of keyboard, mouse wheel, or
dragging, b Axial CT sections through the skull base at the level of the

PPF landmarks along with unlabeled scrollable axial sections (bottom-
right of sub-figure), c, dRotatable rendering of the PPF fromwithin, with
the contained ganglion and labeled nerves coursing through the fossa.
(PPF: pterygopalatine fossa)
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tutorial includes a rotatable negative space conceptual
view of the PPF with connections to surrounding anatom-
ical spaces (Fig. 3a), scrollable CT axial, coronal, and sag-
ittal cross-sections (Fig. 3b), and a rotatable view from
inside to understand the walls of the PPF with their asso-
ciated foramina, canals, and fissures (Fig. 3c, d).

Interaction is by pressing the left/right arrow keys, left-
clicking the mouse while dragging to left/right, or clicking
the “Previous/Next” buttons for rotation of the camera-
view in the anatomic space or by scrolling through the
CT cross-sections. A “Show/Hide” toggle option is also
available for the label of the structures.

Fig. 3 (continued)
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3D Printing

Physical anatomical representations of the PPF include both
realistic and conceptual models (Figs. 4, 5, and 6). The real-
istic 3D printed model consists of a 3-piece osseous base
along with the neurovascular anatomy (Fig. 4a). The 3D
printed model polyamide material had specified dimensions
of 10.3 × 12.9 × 22.1 cm (459.2 cm3 of material). Polyamide
is a white-colored material that is durable, rigid, and has a
granular surface. As the 3D printing technique used here,
SLS on polyamide, cannot provide multicolor prints, the nerve
and blood supply depictions were painted manually in yellow
and red water-based acrylic color respectively using miniature
paintbrushes, with robust results and no long-term chipping of
the paint. The model also contains 3 × 1-mm round disc mag-
nets in order to perform assembly/disassembly of the pieces to
allow for visualization of the contents of the PPF (Fig. 4).

The conceptual PPF as a de-roofed hollow space (Fig. 6)
was also 3D printed as part of a large model of the skull base

and temporal bone with individual structures portrayed either
conceptually as geometric objects or somewhat mimicking
their realistic appearance. The material used was again poly-
amide due to its versatility, durability, and slight flexibility,
and the approximate dimensions of the PPF portion of the
model with the surrounding spaces was 10 × 14 × 14 cm.
Because the PPF was printed as part of a large model of the
skull base and the PPF is relatively a very small space, the
nerves had a thickness of 1 mm, which led to breakage of one
of the nerves in the PPF. No coloring was possible in this case
due to the small size of the structures and difficulty reaching
them in this one-piece model. Overall, this model mirrors the
one used in the Adobe Flash tutorial.

Serious Gaming

An extension of this conceptualized space is a serious gaming
representation of the skull base which also includes the PPF
(Fig. 7). This offers the most interactive experience to the user

Fig. 4 Multi-part realistic 3D printed model of the PPF. a The
disassembled 3 pieces of the model shown, with dotted arrows
demonstrating areas that appose one another during assembly, including
the magnets and the canal for the greater and lesser palatine nerves, b
View of the top of the model where the graphically designed trigeminal

ganglion and its ophthalmic, maxillary, mandibular branches are shown, c
The model shown when fully assembled mainly demonstrating the
outside osseous anatomy that is 3D reconstructed from CT data. (3D:
three-dimensional; PPF: pterygopalatine fossa; CT: computed
tomography)
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by allowing exploration of the fossa in a manner similar to that
of a first-person shooter video game. The game environment
initially begins as a complete skull with anatomic entry points
represented as transparent blue squares (Fig. 7a). After this
stage, the game transitions into a space containing a 3-story
building where the PPF is conceptualized as a room with the
associated foramina, fissures, and canals as hallways and sur-
rounding anatomical spaces as other rooms (Fig. 7d). In order
to navigate and interact with the environment, the player per-
forms a combination of simultaneous keyboard and mouse
inputs. Keyboard inputs provide directional movement and
are executed when the player presses the respective arrow
keys. Mouse inputs allows for directing camera view and for
targeting elements of the environment. Left-clicking simulates
shooting of approaching pathogens and malignant cells, i.e.,
“enemies” (Fig. 7b) and right-clicking identifies a selected
structure (Fig. 7d, e). Scrolling the mouse wheel allows for
up and down strife movements. Pressing the “Alt” key opens
any Flash-based pop-up tutorial that may be linked to a given
structure, which can be animation, text, instructional videos,
quizzes, or scrollable CT or MR images. Additional Flash
modules can be added any time by simply placing them in a

designated file folder with the filename matching the name of
any given structure, for example “Vidian_Nerve.swf”.

Additional game features include “hit points” which repre-
sent the amount of damage sustained during engagement with
pathogens, which when reaching zero would indicate user’s
trial to have ended (“Game Over”). Pathogens (Fig. 7b) which
have infinite amount of ammunition can be destroyed by using
appropriately chosen “antibiotics” or “antibodies” that are ob-
tained by completing quizzes. The pathogens also move away
from the user when approached. A dynamic compass repre-
sents the direction of the view anatomically at all times as an
overlay transparent circle in the right lower corner (Fig. 7d–f).
Proper collision with solid objects has been incorporated to
prevent passing through the walls and surfaces. A 2D map of
the three stories of the skull base as a building is available with
the PPF being on the middle floor (Fig. 7c). There is no spe-
cific end goal in the game except for exploration, navigation
of the anatomic spaces, identifying structures, and learning
during this process. Sound effects have also been added to
the background theme, including during shooting and with
movement of the user’s spacecraft. This high degree of inter-
activity with the addition of the gaming features may promote

Fig. 5 Contents of the realistic 3D printed model of the PPF. The arteries
(red) and nerves (yellow) were graphically designed and added to the base
osseous 3D reconstructed anatomy. The 3D printed model was initially

entirely in white color with the neurovasculature subsequently hand
painted with water-based acrylic color (3D: three-dimensional; PPF:
pterygopalatine fossa)
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learning and improve retention rate, while entertaining the
learner.

Virtual Reality

The virtual model (Fig. 8) simulates the real, rather than con-
ceptualized, anatomic space of the fossa through a VR envi-
ronment, representing exactly the same realistic 3D printed
model described earlier. The simulation provides the trainee
a more immersive experience within the fossa, as the environ-
ment can be observed from any point within the fossa at any
angle while wearing the VR headset. The trainee interacts with
the environment by use of the headset and two hand-held
controllers. The headset tracks the trainee’s head position
and simulates the camera angle for viewing the environment.
The left controller’s thumb-controlled joystick allows for left/
right and up/down movements, while the right controller’s
thumb-controlled joystick allows for forward/backward
movement. Both controllers have an index finger-controlled
trigger which activates a 3D pointer/vector in the scene, useful
for identifying structures. The scene that the user sees is also
projected on a monitor, allowing for teaching and group dis-
cussions to take place. A unique feature of the VR environ-
ment is that up to twenty objects can be labeled with words,
while words remain static relative to their associated 3D ob-
ject, labels rotate relative to the camera view to remain per-
pendicular to the trainee’s line of sight.

Time and Cost Analysis

An important question that may naturally arise is the amount
of time and expenses associatedwith developing the described
tools in a practical sense. While it is very difficult to provide
an accurate assessment due to the development of these tools
in our case over a number of years through interconnected
projects, one leading to another, an attempt has been made
to provide a rough analysis (Table 1). Note that the 3D
Studio Max files (.MAX) and the Adobe Flash Builder file
(.FLA) have been made available as supplementary material
to this article.

As mentioned earlier, the digital 3D model of the PPF in
its realistic and conceptual forms have been implemented
in multiple mediums. Therefore, those compromise a very
important initial step in creating these tools. The concep-
tual 3D model is developed based on initial hand-drawn
illustrations at no cost by one of the authors and through
the use of graphic design software, Autodesk 3D Studio
Max. While this is a commercial software, it is available
for free under an education license for students and educa-
tors. The skills necessary to create the geometric shapes
and their modification was acquired by the same author
with some prior interest and background in 3D graphic
design, therefore, at no cost. This powerful and advanced
software provides numerous tools for creating highly cus-
tomized 3D models depending on the skills of the user.

Fig. 6 Conceptual 3D printed model of the PPF. The PPF with its
surrounding anatomical spaces and relevant nerves are demonstrated as
part of a larger conceptual skull base model. View of inside of the PPF

showing the pterygopalatine ganglion is separately shown from above
(3D: three-dimensional; PPF: pterygopalatine fossa)
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Targeted learning of the software capabilities through on-
line tutorials and videos to eventually implementing them,
required approximately 8 weeks. However, students in
graphic design may be recruited or freelance graphic de-
signers can be hired depending on needed skills and com-
plexity of models for prices ranging from $25–50/h to
$75–150/h. The realistic version of the model was initially
3D reconstructed from CT usingMaterialise InPrint, avail-
able through institutional commercial license at a hospital
already involved in 3D printing, therefore at no additional
cost related to these projects requiring approximately
2 weeks to prepare. Modifications and enhancements of
the realistic PPF model were done again using the free
educational Autodesk 3D Studio Max software, requiring
an additional 4 weeks. There is freeware software such as
Slicer3D and Meshmixer which can alternatively be uti-
lized, although perhaps with less manual and semi-
automatic segmentation tools. The cost of the conceptual
3D printed model was $150, and the cost of the realistic 3D
printed model was $200, each requiring approximately
2 weeks for outsourced online 3D printing and shipping.
The cost of small magnets, miniature brushes, and acrylic
paint used in enhancing the realistic PPF model was ap-
proximately $25.

Adobe Flash Builder Standard 4.7 costs $249 and is avail-
able on the Adobe website. Targeted learning of user interface
and design of Flash modules utilizing the Actionscript 3.0
programming language, required approximately 2 months
for one of the authors who had computer programming back-
ground and was done with the help of freely available online
resources. Creating Flash tutorials may also be done by
recruiting computer science students or freelance Flash pro-
grammers at prices ranging $15–50/h. Once again, the Flash
Builder (.FLA) file provided in the supplementary material
can be used as a template to create similar interactive
scrollable Flash tutorials and speed up the process.

The VR environment was developed in a system already
utilized by the institution, specifically for neurosurgical guid-
ance and interdisciplinary consultations, therefore, at no addi-
tional cost. Import of the conceptual PPF model into the VR
system environment required only a few hours. There are nu-
merous free VR software development kits, such as Forge and
Vimeo360, the use of which requires programming skills or,
again, freelance programmers can be hired. Lastly, the serious
gaming experience of the PPF was part of a larger project
encompassing the entire skull base anatomy, programmed
and graphically designed by two of the authors over an 8-
month period requiring intermediate skill levels and,

Fig. 7 Screenshots of serious gaming through the skull. a External view
of the skull prior to entering the intracranial anatomy via the orbits, nasal
cavity, oral cavity, or ears (blue rectangles), b Approaching bacteria and
viruses are shown with a shot “laser beam” from a virus crossing through
the middle of the screen, hit points at the top and golden circles at bottom
representing “fire” from the “spaceship” of the user, c Two-dimensional
map of the conceptualized anatomic spaces and connections of the skull
as three stories with the PPF noted on the middle floor behind the orbit, d
Entry into the PPF with the game cursor overlying the pterygopalatine

ganglion with the emanating vidian nerve coursing through to the vidian
canal (orientation is indicated by the compass located at the bottom-right),
e View of the oral cavity with the game cursor pointing to the tongue and
the chorda tympani nerve reaching its anterior two-thirds and the com-
bined greater and lesser palatine canals seen in the background where
there user can enter the PPF, f Alternate entry into the skull via the
auditory canal, with orange dots noted on the auricle from the trail of
user’s shooting
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therefore, would be immensely difficult and time consuming
to create by interested non-professional individuals.Microsoft
Visual Basic as part of the Visual Studio Development Kit was
acquired free of charge at the time for an educational institu-
tion, as was Autodesk 3D Studio Max. Once again, freelance
programmers and graphic designers can be hired to use gam-
ing design software such as Unity or Unreal Engine to help
create a serious gaming environment.

Discussion

Mastery of anatomy is of utmost importance to radiolo-
gists, surgeons, and educators. Understanding the PPF, as
an example of complex and intricate anatomy, can present
a challenge to trainees [18]. The PPF is an important
space as it communicates with the middle cranial fossa,
orbit, nasal cavity, oral cavity, pharynx, foramen lacerum,
and the infratemporal fossa via eight foramina, fissures,
and canals. These include the sphenopalatine foramen,
foramen rotundum, pterygoid canal, greater and lesser
palatine canals, inferior orbital fissure, Vivian canal, and

the pterygomaxillary fissure. Each of these contains im-
portant neurovascular components. The fossa itself can
play an important role in the spread of infection and tu-
mor. Therefore, understanding this intricate anatomy can
prove essential in understanding the routes of spread of
disease, in cross-sectional image interpretation, and in
planning surgery and radiation treatment. This knowledge
can also serve as a reference point when attempting to
understand and learn the surrounding anatomic spaces
and neuroanatomy.

With the continued development of 3D technologies, their
utilization for clinical and educational purposes is at the fore-
front of medical innovation and personalized medicine
[21–25]. In this article, we have described the development
of three distinct media platforms, an interactive Adobe Flash
tutorial, two 3D printed models using high-resolution CT and
custom graphic design, as well as a virtual reality/serious gam-
ing environment of the PPF, that uniquely render an internal
approach to visualizing the PPF and its associated communi-
cations and contained neurovascular structures. The signifi-
cance of this work is that it delivers a novel perspective for
understanding spatially complex anatomy combined with a

Fig. 8 VR simulation of the PPF
and its neurovasculature. aAvatar
(blue) depicts the camera angle of
the user, while the human head
(bottom-left corner) indicates the
orientation of the PPF model, b A
lateral to medial approach into a
sagitally oriented PPF reveals the
nasopalatine nerve (yellow) and
sphenopalatine artery (red), c An
antero-inferior to postero-superior
approach into a sagitally oriented
PPF reveals the posterior superior
alveolar nerve, d A lateral to me-
dial approach into a coronally
oriented PPF reveals cranial nerve
V2 traversing the foramen
rotundum. (VR: virtual reality;
PPF: pterygopalatine fossa)
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framework for designing both static and dynamic 2D and 3D
educational platforms to render this unique view. At this time,
no objective data has been acquired regarding implementation
of these techniques, such as trainee opinions or performance
before and after implementation of these platforms.

Adobe Flash

Although the Adobe Flash tutorial may appear to be the simplest
platform, it contains the most comprehensive information about
the PPF. As the tutorial was developed as a self-directed instruc-
tional module, it sequentially illustrates more nuanced detail of
the PPF along with CT correlates. Though less dynamic com-
pared with the other methods in function, the tutorial does pro-
vide an interactive experience for visualizing the interior of the
PPF and scrolling through CTcross sections containing the PPF.
The primary benefit of this platform is that it is interactive on any
computer due to the minimal hardware and software require-
ments to run the tutorial. Additionally, the Adobe Flash tutorial
can be widely distributable if made Web-accessible, is cheap to
use, and is immediately usable [26].

A critical disadvantage of Adobe Flash is that it is not sup-
ported on iOS, the mobile operating system of Apple hardware,
and, consequently, Flash-based programswill not run on iPhones
or iPads. Potential solutions to this issue include making the
program compatible with HTML5 (hypertext markup language)
or running it on a third-party Flash-enabled mobile applications,
such as Photon Browser [27] or Puffin Browser [28].
Additionally, both of these potential alternatives have their draw-
backs: creation of a HTML5-compatible program will require
rewriting the Flash-based code (ActionScript) into the HTML5-

based code (JavaScript), while the performance of Flash-enabled
mobile applications is a variable.

3D Printing

The realistic 3D printed model demonstrated here provides a
number of added benefits compared with classical teaching
methods. The PPF model demonstrates not only the osseous
anatomy of this otherwise poorly visualized space, including
from the inside, but also shows the neuroanatomy related to
the pterygopalatine ganglion and the associated vascular anat-
omy passing through the canals and foramina. Additionally, a
physical model provides hand-held tactile feedback, which
may reinforce learning [29]. Furthermore, the model devel-
oped here, scaled to 2.5 times of normal, was printed at a
reasonable total cost of $200 via SLS, which yields greater
structural strength versus other printing techniques [25].

A general disadvantage of 3D printed models is their lim-
ited accessibility, as creating a physical model requires access
to a 3D printer. A major event that rendered 3D printers more
affordable was a key 1989 intellectual property patent expir-
ing in year 2009 a decade after its conception [30]. Although
costs of 3D printing continue to down-trend [21–24], use of
commercial printers may still be a financial burden to the
learner. However, the STL file of the complete model, if made
available online, can be viewed and virtually/digitally
interacted with using free software, such as 3DSlicer [31].
As mentioned earlier, we utilized a commercial online per
diem service in order to circumvent the need for owning a
3D printer with the specific desired technology, i.e., SLS.
Although the cost of any given model is significantly more
expensive than the material cost necessary—at times up to 10

Table 1 Cost and time analysis

Cost Time

For authors Projected For authors Projected†

3D graphic design Realistic $0* $1000^ 6 weeks 4 weeks

Conceptual $0 $800^ 8 weeks 4 weeks

Final tools Adobe Flash tutorial $249 $1500^ 8 weeks 4 weeks

3D printing (realistic) $200 $200 3 weeks 3 weeks

3D printing (conceptual) $150 $150 2 weeks 2 weeks

Serious gaming (conceptual) $0 $6000 8 months 6 months

Virtual reality (realistic) $0* $1500 1 week 3 weeks

Approximate development cost and time required for the authors and very rough projected estimates for individuals with no programming or graphic
design background looking to hire freelance professionals with intermediate level skills to complete the projects. Note that development of the final tools
still requires the initial 3D graphic design(s) to be created and therefore the time and costs must be added for an overall estimation

*Institutional license for software was already available

^The STL and FLA have been made available as online supportingmaterial, which for creatingAdobe Flash tutorials would significantly reduce the time
and cost associated with creating similar interactive modules for similar complex anatomic entities

†Projected time includes the estimated time spent designing the initial design/media tool, the time for client-designer communication, and revisionary
time needed through multiple attempts in order to result in the desired finalized product
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times based on our experience—it is significantly cheaper
than the cost of owning such a printer, especially if only few
models are being printed annually.

A design limitation of the 3D printed model is that polyam-
ide is available in only one color. Of the current multicolor 3D
printers, one is powder-based ColorJet technology, and the oth-
er is with a rubber-like PolyJet technique. Neither can create a
model that can contain thin long structures, such as that of
neurovascular anatomy incorporated in this model and there-
fore have certain design limitations. Furthermore, ColorJet
models are generally quite fragile, and PolyJet models incur
higher cost [32, 33]. There is continued development of
multi-material multicolor printers, such as the PolyJet
Stratasys J750 printer that can print up to 7 materials, one of
which is the support material [33]. Another design limitation in
the model, or any 3D anatomic model for that matter, is diffi-
culty in labeling the intricate structures. Perhaps providing a
labeled virtual equivalent of the 3Dmodel, which can be rotated
and zoomed on, either as an Adobe Flash module or 3D porta-
ble document format (PDF) file, through Web-based browsers
or mobile-application technology, would be a valuable adjunct
tool. Certain parts, such as the osseous landmarks can be la-
beled on their surface by first graphically designing the letters
and numbers onto the desired parts, which would subsequently
be 3D printed and visible as engravings or raised markings.

Virtual Reality and Serious Gaming

Considering the abovementioned limitations, the simulated
VR/serious gaming environment can provide an immersive
learning experience with the ability to label/identify surround-
ing structures. Both types of media allow for repeated
walkthroughs of the simulated anatomic environment, pro-
moting memorization and understanding of anatomic struc-
ture and orientation. Serious gaming can uniquely provide a
relatively richer user experience through gamification, which
refers to the process of enhancing the gaming experience to
support the user’s value creation [35]. Conventional tech-
niques to enhance the gaming experience are through the ad-
dition of gaming elements, such as challenges, rewards, or
experiences of exploration. The PPF serious game developed
here could be stylistically further developed as the popular
first-person shooter, potentially incorporating a handheld con-
troller in the game as well as giving users the ability to ma-
nipulate and change the game’s 3D world and target objects.
Furthermore, if the PPF serious game was multi-player acces-
sible, then the reward points system could stimulate competi-
tion. In addition, Adobe Flash tutorials, informational
PowerPoints, or scrollable CT correlates can be continuously
added into the PPF serious game as educational supplements,
without the need for recompiling in the coding environment.

A limitation to VR and serious gaming, though rapidly im-
proving, is their higher technological cost due to the specialized

hardware required to run these simulated environments. Both
technologies are conceptually similar, comprised of an input de-
vice (a hand-held controller) that transmits signal about the user’s
actions to the processing engine, the processing engine (a com-
puter) that recalculates input data about the virtual environment
on a millisecond scale to produce real time simulations at ade-
quate frames per second, and the output device (a head-mounted
device or monitor) that renders processed data from the engine as
sensory stimuli to the user [36]. Of the note, the cost of an
adequate processing engine (computer) ranges from $799 to
$2099 [37]. In addition, the software to run these virtual environ-
ments can similarly be expensive but free alternatives exist, in-
cluding Unreal Engine [38] and Unity 3D [39] without
compromising functionality. The design aspect of these simulat-
ed environments cannot be avoided, as development of these
environments is highly technical and requires knowledge in com-
puter programming and graphic design. However, self-design of
virtual environments is becoming more user-friendly with “drag
and drop” interfaces available on software, such as ENTiTi cre-
ator [40]. This approach still requires prerequisite knowledge of
3D design, as created STL files are exported to the VR design
software for placement within the virtual environment. For indi-
viduals without knowledge of 3D design, freely available STLs
of anatomic models may be found online via the National
Institute of Health (NIH) portal [40] or TurboSquid [41].

Relative to the partially interactive Adobe Flash tutorial, the
simulated VR/serious gaming environment likely provides the
most engaging learning experience to the user. However, this
needs to be verified with a crossover study, in which learners are
sequentially subjected to the Adobe Flash tutorial, the VR simula-
tion, and the serious gaming simulation with spatial anatomy
knowledge tested after each exposure. User satisfaction scales
should also be tested after each media exposure. In addition, the
physiological effect of simulated environments on the user needs
to be more thoroughly vetted; although Moro et al. [42] found
statistically increased reports of headaches, dizziness, and blurred
vision in learners using VR in comparison to those using AR or a
tablet-application, the study was of a limited sample size.

In conclusion, a multimodality approach to teaching com-
plex anatomical concepts from within may provide an ideal
approach in disseminating information to the new generation
of medical trainees, many of whom have grown alongside
technologically advanced tools, computers, and mobile de-
vices their entire lives. In today’s environment of such readily
available and customizable means of three-dimensionally
representing structures, educators can take advantage of this
opportunity to supplement the traditional forms of teaching
through textbooks, 2D illustrations, and cadaver dissection.
Many of these tools can be created at relatively low costs
and are easily distributable. While the development, program-
ing, and graphic design skills that are required cannot neces-
sarily be easily learned, a team approach can be taken and the
services of experts in other fields, such as computer scientists
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and graphic artists can be acquired. It is also true that a signif-
icant amount of time may at times be necessary in creating
these tools. However, as noted in this manuscript, once a 3D
object is graphically developed, it can be implemented in mul-
tiple mediums, such as Flash tutorial, 3D printing, or a VR
environment. Similarly, once the environment is created, the
3D model can be replaced by other meshes, for example the
middle ear or the cardiac chambers. An expansion of the work
described in this article is to determine the benefit of each of
the developed educational platforms for learning anatomy,
i.e., identification of neurovascular structures and foramina
within the PPF, and spatial ability anatomy knowledge, i.e.,
describing neurovascular structures and foramina relative to
each other. Objective data may be acquired through pre- and
post-test evaluations along with subjective data through the
Likert scale questionnaires and surveys as a future direction.
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