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Abstract Our purpose in this study was to develop a
computer-aided diagnosis (CAD) scheme for distinguishing
between benign and malignant breast masses in dynamic con-
trast material-enhanced magnetic resonance imaging (DCE-
MRI). Our database consisted 90 DCE-MRI examinations,
each of which contained four sequential phase images; this
database included 28 benign masses and 62 malignant masses.
In our CAD scheme, we first determined 11 objective features
of masses by taking into account the image features and the
dynamic changes in signal intensity that experienced radiolo-
gists commonly use for describing masses in DCE-MRI.
Quadratic discriminant analysis (QDA) was employed to dis-
tinguish between benign and malignant masses. As the input
of the QDA, a combination of four objective features was
determined among the 11 objective features according to a
stepwise method. These objective features were as follows:
(i) the change in signal intensity from 2 to 5 min; (ii) the
change in signal intensity from 0 to 2 min; (iii) the irregularity
of'the shape; and (iv) the smoothness of the margin. Using this
approach, the classification accuracy, sensitivity, and specific-
ity were shown to be 85.6 % (77 0 90), 87.1 % (54 of 62), and
82.1 % (23 of 28), respectively. Furthermore, the positive and
negative predictive values were 91.5 % (54 of 59) and 74.2 %
(23 of 31), respectively. Our CAD scheme therefore exhibits
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high classification accuracy and is useful in the differential
diagnosis of masses in DCE-MRI images.

Keywords Computer-aided diagnosis - Mass - DCE-MRI

Introduction

Dynamic contrast material-enhanced magnetic resonance im-
aging (DCE-MRI) for breasts has become an established
method not only in the preoperative diagnosis of the extent a
cancer but also in the detection of an early cancer [ 1-4]. Breast
DCE-MRI has a higher sensitivity than conventional mam-
mography, which is the standard screening modality.
Especially in dense breasts, the sensitivity has been improved
from the range of 33-59 % with mammography to 71-94 %
with DCE-MRI [5-7]. However, breast DCE-MRI suffers
from several limitations. The specificity of breast DCE-MRI,
which is typically between 67 and 72 %, is lower than that of
mammography. Such a low specificity results in a larger num-
ber of false positives and higher biopsy rates [8—10].
Furthermore, DCE-MRI requires a significant amount of time
for image interpretation.

Computer-aided diagnosis (CAD) is one solution for over-
coming these limitations [11]. CAD is defined as a diagnostic
method wherein radiologists use the results analyzed by a
computer as a “second opinion.” In fact, CAD schemes for
DCE-MRI images have been developed in many studies
[12—17]. In a breast DCE-MRI examination, cancer patterns
tend to show rapid initial enhancement, followed by a wash-
out or a plateau in signal intensity over time [18]. Therefore,
CAD schemes for breast DCE-MRI often focus on a lesion’s
dynamic changes in signal intensity on the basis of a contrast
agent. Some of those CAD schemes were developed to help
identify potentially cancerous regions in breast DCE-MRI
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images and to bring them to the attention of radiologists as
detection aids. However, a breast DCE-MRI examination is
usually performed after an abnormal region is detected by
mammography or other modalities. In other words, most le-
sions have already been detected by the time DCE-MRI is
performed. Therefore, we believe that a high-performance
CAD scheme is desirable in clinical practice, even if it spe-
cializes as a differential diagnosis aid. In order to classify
suspicious lesions accurately, it is also necessary to assess
not only the signal intensity, but also image features, such as
a lesion’s shape and margins. To this end, in this study, we
develop a CAD scheme for distinguishing between benign
and malignant masses by considering the dynamic changes
in signal intensity as well as the image features in breast
DCE-MRI images.

Materials and Methods

The use of the following database was approved by the
Institutional Review Board at the Japanese Red Cross
Medical Center.

Materials

Our database consisted of 90 DCE-MRI examinations—each
of which contained four sequential phase images—that were
performed at the Japanese Red Cross Medical Center from
2010 to 2014. These images were obtained a 3.0 T MR scan-
ner (Achieva 3.0 T X-series, Philips Healthcare, Best,
Netherlands) from 90 patients (mean age: 56.7+16.7 years;
range: 25-86 years) with a mass whose effective diameter was
greater than 5 mm. All masses (mean diameter: 19.6
+16.2 mm; range: 5-87 mm) underwent core-needle biopsy
and/or surgical specimen. They included 28 benign masses
and 62 malignant masses (32 invasive ductal carcinomas and
30 ductal carcinomas in situ).

After the injection of Gd-DTPA (Bayer Schering Pharma
AG, Berlin, Germany), a contrast agent at a dose of 0.2 mmol
for every kg of body weight, and an intravenous saline flush of
30-40 ml at the same flow rate of 1.5 ml/s, three post-contrast
series of 3D MRI scans and data acquisitions were sequential-
ly performed after a duration of 1, 2, and 5 min. Fat-saturated
T1-weighted 3D images (¢THRIVE: enhanced-T1 High
Resolution Isotropic Volume Excitation) were obtained before
and after the injection. The imaging parameters of repetition
time (TR), echo time (TE), and flip angle (FA) were 4.0 ms,
2.0 ms, and 20°, respectively. Figure 1 shows an example of
DCE-MRI images with a malignant mass. The one pre-
contrast and three post-contrast series generated images with
a spatial resolution of 0.66 x 0.66 x 1.0 mm>, with a data ma-
trix of 512 x 512 pixels. Four image scan series each consisted
of 150 image slices.

Segmentation of Mass

The initial enhancement phase usually refers to an increase in
signal intensity within the first 2 min after contrast injection
[18, 19]. Therefore, for the segmentation of a mass region, the
rectangular region of interest (ROI), which included an entire
mass, was selected manually on the DCE-MRI image after
2 min by an experienced radiological technologist. The ROI
included three groups which consisted of the mass region,
breast tissue, and adipose tissue. The mass region had higher
signal intensity than non-mass tissues on the DCE-MRI image
after 2 min, as shown in Fig. 1. Two threshold values for
separating those three groups were determined automatically
by applying Otsu’s method [20, 21], which is based on the
signal intensity used to the set ROIL. Additionally, a gray-level
threshold technique with a higher threshold value was
employed to segment the mass region from the ROI on the
DCE-MRI image after 2 min. The region in each DCE-MRI
image that corresponded to the segmented mass at 2 min was
also defined as a mass region for each phase at 0 (i.e., pre-
contrast), 1, and 5 min.

Extraction of Objective Features

We determined 11 objective features of a mass by taking into
account the image features and the dynamic changes in signal
intensity that experienced radiologists commonly use for de-
scribing masses in DCE-MRI images. These objective fea-
tures were as follows: (1) the roundness of the shape; (2) the
irregularity of the shape; (3) the smoothness of the margin; (4)
the irregularity of the margin; (5) the extent of distribution
toward the nipple; (6) the heterogeneity of the enhancement
pattern; (7) the degree of rim enhancement; (8) the change in
signal intensity from 0 to 1 min; (9) the change in signal
intensity from 1 to 2 min; (10) the change in signal intensity
from 0 to 2 min; and (11) the change in signal intensity from 2
to 5 min. Objective features 1—7, which are concerned with the
image features, were extracted from the DCE-MRI images at
2 min, that is because BI-RADS recommends a morphologic
evaluation at the early phase within 2 min [18, 19].

Roundness of the Shape

The area of the mass was defined as the number of pixels
within a segmented mass, whereas the maximum length of
the mass was defined as the longest distance between any
two points on the edge of the segmented mass. The roundness
of the shape was determined as follows:

(maximum length)* o

roundness of the shape = (1)

area 4
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Fig. 1 Example of dynamic
contrast material-enhanced
magnetic resonance imaging
(DCE-MRI) images with a
malignant mass after a duration of
0, 1,2, and 5 min

0 min

Irregularity of the Shape

The perimeter of the mass was measured by adding the dis-
tances between each adjoining pair of pixels along the edge of
the segmented mass. The irregularity of the shape was deter-
mined as follows:

) ) (perimeter)® 1
1 f the shape = ———— x —. 2
irregularity of the shape area oy (2)

Smoothness of the Margin

The smallest convex hull containing the segmented mass was
determined in the segmented image. The smoothness of the
margin was defined as the ratio between the area of the mass
and that of the convex hull.

Irregularity of the Margin

The diameter of a circle with the same area as the segmented
mass was given by:

. . . 4 x area
diameter of a circle with the same area = {/———— . (3)
s

The irregularity of the margin was determined as:

diameter x

(4)

d fi larity of th in= 1-
egree of 1rregularity of the margin perimeter

Extent of Distribution Toward the Nipple

The center of the nipple was first marked by an expe-
rienced radiological technologist, whereas the center of
the segmented mass was determined automatically. A
straight line connecting the center of the nipple with
the center of the segmented mass was defined as the
directional axis of the nipple. We evaluated the angle
(ranging from —90° to 90°) between the directional axis
of the nipple and the major axis of the ellipse with the
same second moment of area as the segmented mass.
The extent of distribution toward the nipple was then
determined as:

@ Springer

1 min 2 min 5 min
1
Extent of distribution toward the nipple = 1—%. (5)

Heterogeneity in the Enhancement Pattern

The relative standard deviations of signal intensities
(pixel values) were measured within the segmented
masses on DCE-MRI images at 0, 1, 2, and 5 min.
The heterogeneity in the enhancement pattern of the
mass was simply defined as the highest relative standard
deviation.

Degree of Rim Enhancement

The inside band was defined as the inside region with a width
of 3 pixels along the outline of the mass region. The center
region was then defined as the portion of the segmented mass
that excluded the inside band. The mean values of the signal
intensities in the inside band and in the center region were
measured on DCE-MRI images at 0, 1, 2, and 5 min. The ratio
of the mean value in the inside band divided by that in the
center region was then measured at 0, 1, 2, and 5 min. The
degree of rim enhancement was given by the highest ratio
obtained.

Change in Signal Intensity

The mean values of signal intensity were measured within the
segmented masses on DCE-MRI images at 0 and 1 min. The
change in signal intensity from 0 to 1 min was determined by
the difference between the mean values at 0 and 1 min. In the
same way, we determined the change in signal intensity from
1 to 2 min, from 0 to 2 min, and from 2 to 5 min.

Classification Scheme

Quadratic discriminant analysis (QDA) was employed for
distinguishing between benign and malignant masses in breast
DCE-MRI images. The QDA was composed of a discriminant
function based on the combination of the objective features
that provided the best discrimination between the two groups.
The objective features used for the QDA were selected from
the 11 objective features according to a stepwise method
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based on Wilks’s lambda [22, 23]. The stepwise method first
selects the objective feature with the lowest Wilks’s lambda
for entry into the discriminant function. The objective feature
is then selected such that the overall Wilks’s lambda is mini-
mized in combination with the selected feature. This proce-
dure is repeated until the overall Wilks’s lambda does not
decrease in combination with the selected features. A leave-
one-out testing method [24] was used for the training and
testing of the QDA. In this method, the training was carried
out for all but one of the cases in the database; the case not
used for training was used for testing with the trained QDA.
This procedure was repeated until every case in our database
had been used once.

Results

Table 1 shows the results of tests for univariate equality of
group means for each of the 11 objective features. The
Wilks’s lambda for the change in signal intensity from 2 to
5 min was smaller than that of any other feature. This result
indicates that this objective feature exhibited the largest dis-
crepancy between benign and malignant groups. On the other
hand, the roundness of shape had the largest Wilks’s lambda
and did not satisfy the significance level (i.e., P=0.052).
Accordingly, this feature exhibited a large amount of overlap
between the benign and malignant groups.

Four objective features used for the QDA were selected
from the 11 objective features with the stepwise method based
on the Wilks’s lambda. These features were as follows, taken
in order of their entry into the discriminant function: (i) the
change in signal intensity from 2 to 5 min; (ii) the change in
signal intensity from 0 to 2 min; (iii) the irregularity of the
shape; and (iv) the smoothness of the margin. All of the four

Table 1  Results of tests for univariate equality of group means in each
of the 11 objective features

Objective Features Wilks’s lambda P value
Roundness of the shape 0.958 0.052
Irregularity of the shape 0.931 0.013
Smoothness of the margin 0.907 0.004
Irregularity of the margin 0.889 0.001
Extent of distribution toward the nipple 0.956 0.047
Heterogeneity of the enhancement pattern ~ 0.957 0.050
Degree of rim enhancement 0.949 0.032
Change in signal intensity from 0 to 1 min ~ 0.947 0.030
Change in signal intensity from 1 to 2 min  0.865 <0.001
Change in signal intensity from 0 to 2 min ~ 0.884 0.001
Change in signal intensity from 2 to 5 min ~ 0.854 <0.001

objective features had small Wilks’s lambda values and satis-
fied the significance level (i.e., P<0.05).

Figure 2 shows the relationship between the change in sig-
nal intensity from 2 to 5 min and the change in signal intensity
from 0 to 2 min. For benign cases, both of these changes in
signal intensity tended to be larger than those for malignant
cases. Figure 3 shows the relationship between the irregularity
of the shape and the smoothness of the margin. The irregular-
ity of the shape for malignant cases appeared to be larger than
that for benign cases, whereas the smoothness of the margin
for malignant cases tended to be smaller than that for benign
cases.

Table 2 shows the computerized classification results with
the QDA using the four objective features. The classification
accuracy, sensitivity, and specificity were 85.6 % (77 of 90),
87.1 % (54 of 62), and 82.1 % (23 of 28), respectively. The
positive and negative predictive values were 91.5 % (54 of 59)
and 74.2 % (23 of 31), respectively.

Discussion

The dynamic change in signal intensity over time has often
been used in previous studies [12, 14—17]. In order to evaluate
the contribution of the image features in distinguishing be-
tween benign and malignant masses, the objective features
used for the QDA were selected from only four objective
features (i.c., features 8—11) regarding the dynamic changes
in signal intensity by the stepwise method. Using the QDA
based on the change in signal intensity from O to 2 min and
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Fig. 3 Relationship between the smoothness of the margin and the
irregularity of the shape

from 2 to 5 min, the classification accuracy, sensitivity, and
specificity were 72.2 % (65 of 90), 77.4 % (48 of 62), and
60.7 % (17 of 28), respectively. The positive and negative
predictive values were 81.4 % (48 of 59) and 54.8 % (17 of
31), respectively. All results were lower than those obtained
with the QDA based on the four objective features selected
from the image features and the dynamic changes in signal
intensity. This implies that the combination of the image fea-
tures and the dynamic changes in signal intensity could make
a significant contribution in distinguishing between benign
and malignant masses.

As a further step in evaluating the usefulness of the
stepwise method, we employed a QDA with all 11 objec-
tive features in order to distinguish between benign and
malignant masses. The classification accuracy, sensitivity,
and specificity were 73.3 % (66 of 90), 77.5 % (48 of 62),
and 64.3 % (18 of 28), respectively. The positive and
negative predictive values were 82.8 % (48 of 58) and
56.3 % (18 of 32), respectively. All results were lower
than those obtained with the QDA based on the four

Table 2 Computerized
classification results of
the quadratic

Computer output

discriminant analysis Malignant Benign

(QDA) based on the four

objective features select- Malignant 87.1 % 129 %

eq according to the step- (62) (54/62) (8/62)

wise method Benign 17.8 % 82.1 %
28) (5/28) (23/28)
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objective features selected from the 11 objective features
according to the stepwise method. This implies that the
stepwise method was indeed useful in selecting features as
the inputs of the QDA.

With our CAD scheme, the classification accuracy, sen-
sitivity, and specificity were 85.6 %, 87.1 %, and 82.1 %,
respectively. These results were comparable to the perfor-
mance of radiologists in the context of differential diag-
nosis in DCE-MRI examinations [5—-10]. Although the
classification accuracy of our CAD scheme might have
to be further improved in order to aid experienced radiol-
ogists, it could nevertheless be useful for less experienced
radiologists. Our CAD scheme can output not only the
classification results but also the objective features used
in making that classification (i.e., the image features and
the dynamic changes in signal intensity). In clinical prac-
tice, the availability of these objective features would al-
low radiologists to objectively assess features of the im-
ages and to reduce interobserver variability in diagnostic
results.

There were some limitations to this study. More spe-
cifically, the rectangular ROl was chosen manually in
the segmentation of the mass by an experienced radio-
logical technologist. Accordingly, we can expect some
variation among the location and the size of such
ROIs. As a result, the objective features extracted from
the segmented mass would vary because the mass region
is segmented on the basis of the threshold value that is
determined automatically from the ROI. Therefore, the
classification performance of our CAD scheme might
vary as the ROI is altered. Another limitation was the
fact that there was an imbalance in database between
benign and malignant masses. We believe the classifica-
tion performance of our CAD scheme would not change
greatly even if we balance the number of benign masses
with malignant masses.

Further study is required to assess the usefulness of our
CAD scheme in an observer study and clinical trial.

Conclusion

We developed a CAD scheme for distinguishing between be-
nign and malignant masses in breast DCE-MRI images by
using a combination of the dynamic changes in signal inten-
sity and the image features of the lesion. Our CAD scheme for
distinguishing between benign and malignant masses exhibits
high classification accuracy and can be useful in the differen-
tial diagnosis of masses in DCE-MRI images. In a future
study, we plan to improve performance of the CAD scheme
by introducing texture features which can analyze tissue struc-
tures of mass.
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