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Abstract Physicians use slices and 3D volume visualizations
to place a diagnosis, establish a treatment plan and as a guide
during surgical procedures. There is an observed difference in
2D and 3D visualization objectives of the various groups of
specialists. We describe a generalized temporal focus+context
framework that unifies different widely used and novel visu-
alization methods. The framework is used to classify already
existing common techniques and to define new techniques
that can be used in medical volume visualization. The new
techniques explore the time-dependent position of the frame-
work focus region to combine 2D and 3D rendering inside the
focus and to provide a new focus-driven context region that
gives explicit spatial perception cues between the current and
past regions of interest. An arbitrary-shaped focus region and
no context rendering are two novel framework-based tech-
niques that support improved planning of procedures that
involve drilling or endoscopic exploration. The new tech-
niques are quantitatively compared to already existing tech-
niques by means of a user study.

Keywords Volume visualization - Visual perception -
Evaluation studies - Focus+context - Generalized framework
Introduction

In the everyday practice of medical diagnosis and surgical
planning, physicians rely on exploring 2D slices of the
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patient’s anatomy. Computed tomography (CT) and magnetic
resonance imaging (MRI) datasets often contain multiple se-
ries of dozens of slices a physician has to scroll through and
examine in detail. Such slices provide only a 2D image of the
necessary anatomy. Physicians have to mentally reconstruct
the volume by scrolling through the images while trying to
locate any target structures. Medical training and experience
are crucial in the correct implicit volume reconstruction while
high concentration is necessary for processing the small
details.

To help physicians with the cumbersome task of data
exploration, various 2D and 3D visualization techniques have
been developed. These techniques often include rendering of
slices and extracted 3D anatomical objects separately or to-
gether. Different medical specialists have different visualiza-
tion needs. For example, one technique can be used by sur-
geons when they have to plan a surgical procedure. Another
technique can be used by radiologists who need to explore the
dataset and find abnormalities. However, most physicians use
2D slice or 2D+3D visualizations. While radiologists explore
orthogonal slices by scrolling through them and mentally
reconstructing the volumes, surgeons may prefer to see slices
that can provide an improved understanding of the areas that
make up the taken exploratory path. Moreover, radiologists
may use 3D volume rendering to explore the whole dataset or
the target object. Surgeons may use 3D renderings to identify
structures that lie along the resection path and have to be either
avoided or removed so that the target object is reached.

As presented by Kainz et al. [1], there are also cases when
2D visualizations are preferred over 3D volume rendering,
and vice versa. While specialists prefer to use 3D visualiza-
tions to get an overview of the dataset, to investigate multi-
modal datasets and to exchange information between groups
of specialists, 2D slice visualizations remain the preferred
method when accurate planning of interventions is to be
performed since slices do not suffer from occlusion.
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While current visualization systems support generic 2D
and 3D renderings and their combination, they fail to provide
tools that can unify the different approaches how radiologists
and surgeons utilize them. Thus, we propose to use the focus+
context paradigm [2] in order to define a generalized temporal
visualization framework that can be used to not only define
and compare most of the already existing techniques, but to
also implement new improved techniques that can be used by
radiologists and surgeons simultaneously. In our work, we use
the focus+context technique as a generalized framework,
where the dimensions of the focus and the context volumes
can be changed to provide any of the already existing visual-
izations. Furthermore, the framework provides a novel way of
interactively combining visualization techniques that physi-
cians use, but are usually implemented by different systems or
would require multiple windows that do not support explicit
spatial relationship. While applications like MeVisLab [3],
Slicer3D [4], and others provide multiple ways of rendering
multimodal datasets, they have limited capabilities of address-
ing the different visualization needs of medical specialists
within the same environment and do not support collaborative
meetings. Unlike our framework-based visualizations, the
limited interactive focus+context techniques within these sys-
tems require significantly longer interaction times in order to
accurately locate abnormalities and understand their spatial
relation to other anatomical regions.

The proposed new visualizations for improved dataset ex-
ploration and for more accurate surgery planning rely on the
temporal change of the focus region and provide options for
2D, 3D, and a novel combined 2D and 3D sub-volume ren-
dering inside the focus that has not been explored before within
the focus+context paradigm. Our new focus-driven context
technique utilizes animation approaches to provide explicit
spatial perception between regions that have been considered
important in the past and the current focus region. This ani-
mated region can be used to combine dataset modalities and to
provide additional data. The framework supports multiple
focus regions each controlled by a unique user and the defini-
tion of a new arbitrary-shaped focus region modifiable at run-
time. Having all these visualizations implemented using the
proposed framework, we provide a novel single system that
displays different interactive visualization modalities simulta-
neously and can be used by specialists discussing medical
cases collaboratively without the need to switch between ren-
dering systems. As part of this work, we executed a user study
that compared the newly proposed techniques to existing sim-
ilar techniques in order to identify areas of improvements.

Background

Significant research in the past decade has been devoted to
visualizing important dataset structures in detail while
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maintaining context awareness. Physicians often view
datasets by using software designed to display one slice at a
time in the axial, sagittal, or coronal planes. Many commercial
and research systems [4—6] display the three orthogonal views
in their own windows and the user uses a scrollbar to go
through the sequence of slices. A 3D visualization of anatom-
ical structures is displayed in a separate window in order to
provide context and can be augmented by displaying the three
axis-aligned slices in the same window. Such a 2D+3D ap-
proach provides more spatial cues, but it creates additional
requirements of adjusting threshold values in order to visual-
ize specific 3D features. Combination of 2D and 3D data has
also been achieved by superimposition of 2D data onto a 3D
volumetric rendering [7]. However, 2D+3D approaches
have to be able to overcome occlusion of the 3D vol-
ume from other anatomical structures or the displayed 2D
slices, as well as to provide depth perception cues for correct
depth understanding. Tietjen et al. [8] have developed a 2.5D
visualization that addresses volume and slice occlusion.
However, their method requires initial segmentation of the
important structures.

The necessity to further improve techniques used to display
a 3D volume and slices within the same view has been
addressed in [9]. Their proposed technique ExoVis provides
a volume rendering where arbitrarily positioned slice place-
holders display the corresponding slice on a “wall”. The
rendering of slices on “walls” surrounding the volume has
also been explored by Konig et al. [10]. These two approaches
however provide limited explicit spatial perception cues and
can cause disorientation since the user has to look at multiple
rendering areas.

Much work has been done in addressing limited spatial
relationship between 3D anatomical structures. An approach
where one or multiple cutting planes are used to create ex-
ploded views has been introduced in [11] in order to provide
explicit relationship information. Clipping volumes based on
voxelized objects are used to cut away regions as presented in
[12]. Improved spatial relationship perception is achieved by
volume peeling in [13].

Another technique used in scientific visualizations for
improved spatial relationship understanding between dif-
ferent regions and datasets is focus+context. Focus+
context visualizations provide a context area that gives
general spatial perception cues. The focus region of
such visualizations is often referred to as a magic lens.
A 3D geometry called a lens is used to interactively
define the region of interest where different filtering and
rendering techniques are applied. Focus+context visualiza-
tions have been used in graph visualizations where clutter
and occlusion can severely decrease the understanding of data,
and have been extended to 2D, 2.5D, and 3D visualizations. It
has also been used as a distortion tool for better exploration—
the focus area is magnified or applied to other deformations
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[14, 15]. The first application of a magic lens in the
medical domain for an improved dataset exploration was
proposed by Viega et al. [2]. Other researchers have further
extended the focus+context paradigm to multiple volumetric
lenses [16], various volume distortions—e.g., zooming
[17-19], and different techniques for volume rendering
[20-22].

Focus+context visualizations are commonly used in
dataset exploration or surgical planning systems. For example,
[23] provides an illustrative focus+context visualization to
explore regions of interest. Diepenbrock et al. [24] presented
a resection tool in the shape of a magic lens. The main
disadvantage of their approach is that it does not provide
explicit spatial perception understanding between the
provided detailed probe view and the other views.
Rieder et al. [25] have also introduced a focus-+context
surgical tool. All computations and interactions are dependent
on an initial region of interest selection. Burns et al. [26] have
created a surgical visualization that assumes the focus region
to be a 2D slice from a dataset or an ultrasound plane.
4D data has been rendered in the focus region in [27];
however, this type of visualization is used mostly for
dataset exploration.

Novel rendering techniques within the focus region and
how to define focus have also been explored. The focus region
can be in the shape of an anatomical region of interest, thus
only the important structure is visible [28]. A specific anato-
my, for example blood vessels from the whole dataset as in
[29], can also be used to define focus. The main disadvantages
of such approaches are the need for dataset segmentation and
the lack of an interactive way of defining different regions of
interest at run time respectively. Focus-dependent regions
used for displaying data by means of rendering modalities
that are different from the ones in the focus area have been
previously explored [30]. This work is different from ours
since the rendering region we introduce does not depend on
the shape of the focus, provides visibility of past focus re-
gions, and changes over time. The animation-like approach of
our work is conceptually similar to the work in [31]. However,
our work uses an animation to record past focus regions and to
provide explicit cues about the spatial relationship between
past and current focus.

Typically, the volume displayed inside the lens of a focus+
context visualization is always the whole volume that falls
within the boundaries of the lens. Furthermore, focus+context
techniques are often developed to help either surgeons or
radiologists. Therefore, most of the existing techniques do
not provide the needed visualization tools for a wide range
of medical specialists. Multiple systems might have to be used
for the accomplishment of, for example, surgical procedure
planning. To achieve a wide range of capabilities for a
single system, a framework that unifies all used visualizations
is needed.

Materials and Methods
Generalized Temporal Focus+Context Framework

We introduce the use of a generalized temporal focus+context
framework which is based on the observation that any existing
visualization can be represented as having two 3D geometric
regions (focus and context) with adjustable dimensions as
presented in Fig. la. By changing the size of the two 3D
regions (the black cuboid is considered the context region,
while the red cuboid is the focus region), we can achieve any
of the existing and most widely used visualizations. Further
exploration of the focus and context regions and the temporal
changes of the focus region within the framework provide us
with new visualizations.

Classification of Already Existing Techniques

By changing the x, ), and z dimensions of each of the two
regions from the framework, we can create the most common
2D, 3D, and 4D visualizations as summarized in Table 1. For
example, in order to create a 3D volume augmented with a 2D
slice as described in the “Background” section, the context
region will be assigned dimensions equal to the context
dataset, while the focus region will have dimensions equal to
a single slice from the focus dataset—Fig. 1b. 3D rendering of
the whole focus dataset with no context information can be
achieved by assigning the dimension of the focus region equal
to the whole focus dataset as shown in Fig. 1c. 3D focus+
context visualizations are achieved by having the context
region equal to the context dataset as in Fig. le. The focus
region has dimensions smaller than the focus dataset. If the
focus region has reduced x and y dimensions, and a depth
equal to a single slice—Fig. 1d, we can achieve the visuali-
zation presented in [26].

Classification of New Visualizations

We developed new visualizations by exploring the interaction
of the focus and context regions from the introduced frame-
work. In all but one of these visualizations (Table 2), the
context region has dimensions equal to the whole context
dataset and the focus region has reduced dimensionality. The
technique of “Inner sub-volume exploration” assumes that the
context region is defined but ray-traversing it does not
accumulate any color, therefore skipping this region. The
time-dependent interaction with the focus region provides us
with five novel techniques. These techniques are explained
using the framework definition and are presented in Table 2.

In the first visualization, we allow the user to explore the
slices that make up the focus volume, thus incorporating 2D
slices in the focus+context paradigm. By recording the slices
that have been explored over a time range, we provide a new
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way of studying the structure of objects inside the focus region
by minimizing the amount of occluding objects.

Saving past focus region positions over a user-defined time
span, we create a visualization that provides explicit spatial
relationship perception. This time-dependent region called
focus-driven context adds a third region where a combination
of datasets and modalities can be displayed.

If past focus positions are saved and not replaced by newer
positions after a time range, we can create any arbitrary-
shaped 3D focus region. This region can be extremely com-
plex depending on the user’s interaction. Volume inside this
arbitrary-shaped focus can be skipped to achieve an improved
sculpting visualization, or rendered as a 3D volume to provide
a visual evaluation of an executed drilling procedure.

Table 1 Existing visualization techniques described by the generalized
temporal focus+context framework

Visualization Representation using generalized temporal
focus+context framework
Context Focus
3D volume Whole context Z-dimension equals 0
dataset
3D volume Z~dimension equals 0 Whole focus dataset
Clipped 3D 3D geometry smaller Z-dimension equals 0
volume than context dataset
Clipped 3D Z-dimension equals 0 3D geometry smaller than
volume focus dataset
2D slice Dimensions equal Z-dimension equals 0
to single slice
from dataset
3D with 3D geometry with Size equal to a single slice
2D slice dataset dimensions from dataset
Focus+context 3D geometry with 3D geometry with reduced

dataset dimensions

3D geometry with reduced
dataset. Dataset and
position change over time

dataset dimensions

4D focus+context 3D geometry with
dataset dimensions
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If no volume raycasting is done within the context region,
we can create a visualization similar to virtual endoscopy
procedures. The focus lens is moved in space as if it were an
endoscope camera. It allows physicians to explore structures
inside the datasets without being limited to hollow organs for
the camera traversal.

The following sections describe each of the newly presented
visualizations in detail.

Novel Visualizations for Dataset Exploration
Slice-Based Lens

Our first contribution is an extension of what visualization
modality is visible inside the magic lens. Once the user has
identified an anatomical structure of interest while using the
3D focus region (Fig. 2a), he can switch the visualization to a
2D slice rendering. The user can then explore the slices that
make up the volume that was previously rendered in the 3D
focus (Fig. 2b, ¢). Our approach is driven by the series of tasks
that radiologists often perform—explore the whole volume
and find the target area; then, concentrate on the selected
region and explore it, paying attention to detail by looking at
slices. With our approach, we allow the magic lens to visualize
the important slice detail of the target volume found using the
standard 3D rendering of the lens. At the same time, we also
preserve the contextual information necessary for the spatial
relationship understanding between different datasets.
Therefore, using the introduced method, one can switch
from the volumetric rendering inside the focus volume to a
slice rendering. The slice position varies between the back and
front ends of the lens. Visualizing a slice deeper within the
volume would require the lens to be moved further inside the
volume. The user can scroll through the slices, and the lens
position and orientation in 3D space is controlled using the
mouse, an EM tracker, or Microsoft Kinect. This process is
successfully executed using a standard focus+context
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Table 2 Proposed new visualization techniques defined by the generalized temporal focus-+context framework

Visualization Generalized temporal focus+context framework

Context dimensions

Focus dimensions

2D inside 3D focus Whole context dataset
2D+3D focus and 3D context Whole context dataset

Focus-driven context (1) Focus-driven context defined
by past focus; (2) context with
dimensions of whole context dataset
Arbitrary focus region Whole context dataset

Inner sub-volume exploration This region is skipped

One slice inside focus region. Focus region is smaller than dataset dimensions

Focus region is smaller than focus dataset dimensions. Sub-regions of the
focus volume are rendered in 3D

The focus region is smaller than the focus dataset dimensions. The rendering
modality inside the focus area can be 3D, 2D or 2D+3D

Arbitrary shape defined by moving the lens in time

Focus region is smaller than the focus dataset dimensions. The rendering
modality inside it can be 2D or 3D

visualization as described in Kirmizibayrak et al. [32] and
allows interactive movement of the focus region in 6 DOF.

Another advantage of this approach is that a necessity to
explore a larger section of a 2D slice can be easily accommo-
dated by extending the x and y dimensions of the focus region.
Thus, we can display very small or very large sections of a
slice, while still showing 3D context surrounding the focus.
Having multiple 3D shapes for the focus region, we provide
easy adjustments to the shape of the shown 2D slices—they
can be in the shape of a square, circle, oval, or others.

The proposed extension of the focus+context visualization
to show slices within the focus region aims at helping radiol-
ogists better understand the internal structure of the target
volume by eliminating occlusion common for 3D visualiza-
tions. Surgeons can use the same visualization to explore
structures along the planned resection path by seeing slices
at arbitrary orientation. It also provides a slice visualization
that physicians are comfortable with and often use when they
have to see objects clearly.

Fig. 2 Magic Lens visualization
with 3D volume rendering inside
the lens (a). Slice visualization
inside the lens; slice corresponds
to front end (b) and back end

(¢) of the lens

2D+ 3D Focus and 3D Context

Many existing visualization techniques allow users to limit the
visible volume using clipping planes. In Burns et al. [26], a
front-clipping plane and the focus 2D slice define the rendered
3D region. In other focus+context visualizations a focal probe
or a front-clipping plane is used to remove any volume in front
of the probe position or the plane. However, no visualization
explores the need for having a 3D focus region and rendering
different sub-sections of it so that only certain areas are
displayed. Using the generalized framework, we can redefine
how sub-volumes inside the lens are rendered. We augment
the sub-region with 2D slices to provide additional detail.
Driven by the commonly used visualization of combing 2D
slices with 3D volumes as presented earlier, we aim to provide
a new way of rendering sub-areas of the target region. To
achieve this, we extend the 2D slice visualization inside the
3D focus region by recording the positions of the viewed
slices over a period of time. The oldest and the most recently
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viewed and recorded slices are used for the definition of two
time-dependent virtual cutting planes which define a 3D focus
sub-region as shown in Fig. 3. The slice positions are saved in
an array of size N, where N depends on the user-defined time
span. If more than the time range has passed, newer slice
positions are saved in a first-in first-out manner, causing the
rendered sub-volume depth to change over time. When the
user stops changing the slice position, the 3D volume visual-
ization continues as an animation. The visible 3D volume will
get smaller since the distance between the current and oldest
slice positions over a constant time span decreases until the
two slice positions are identical and only one single slice is
visualized. Our raycasting algorithm uses the oldest and the
newest slice positions at every frame (designated Slice 1 and
Slice 2 in Fig. 3), therefore we can compute the positions
where each ray passes through the two slices, thus speeding
our rendering algorithm and maintaining real-time interaction.

The described interaction technique aims at combining
both the volume visualization and the slice visualization with-
in the lens in a manner that gives a better understanding of the
internal structure of the volume in focus. This approach can
achieve a rendering of the whole volume within the lens
(Fig. 4a). It can also be successfully used to display the
volume only between two consecutive slices (Fig. 4b), giving
a more detailed understanding of the internal anatomical
structures. Having two clipping planes defined by the ex-
plored slices, we can provide clear visibility of only the
selected structures of interest. To prevent the loss of important
details that might not be captured by the current transfer
function, but could greatly contribute to the user’s volume
structural understanding, we made the back-most slice visible
at every frame.

The described 3D sub-volume visualization can help both
radiologists and surgeons achieve their exploratory goals.
Radiologists can use this visualization to remove unnecessary
objects inside the focus region and visualize only the target
structure (for example a brain tumor). This way, they can clip
away objects in front of and objects behind the tumor while
still seeing slices that make up the brain tumor. In contrast,
surgeons can use this visualization to first find the target
structure using the 3D focus region, and then concentrate on
smaller regions in front of the tumor. They can explore ana-
tomical structures that lie along the resection path without the
tumor obstructing their view. They can also see a detailed

Fig. 3 Defining a sub-volume

region by traversing rays only Lens

between the front-most (Slice 1) %‘ <« s
. zZ

and back—most (Slice 2) %

recorded slices Slice 2 Slice 1
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view of the explored sub-volumes by concentrating on the 2D
slices that are being scrolled through.

An interaction with the time-dependent slices and the ren-
dered sub-volume can sometimes lead to limited understand-
ing of the exact depth of the displayed volume. To provide a
tool that displays information about the depth of the lens and
what portion of the lens volume is visible at every time point
of the interaction, we created a novel pie-like depth visualiza-
tion tool (Fig. 5a) motivated by the distance ring tool intro-
duced in [25]. Our depth tool can be used in any focus+
context visualization. This tool’s main purpose is to give
approximate depth information about the lens and the ren-
dered volume in order to help one understand where the
rendered structure is with respect to the lens geometry and
the context.

We assume that the circumference of the visualization tool
corresponds to the full depth of the context dataset. Depending
on the depth of the lens, the focus volume can be equal or less
than the depth of the context volume. The lens depth is
displayed in dark grey and shows the portion of the whole
volume that falls within the lens geometry (in Fig. 5, the lens is
30 % of the whole volume depth). Within the lens, the two
slices define the rendered sub-volume. Its depth is depicted in
green and the position of the green section starts and ends at
the corresponding slice locations within the lens. While the
user changes the slice positions, the position and length of the
green section keeps changing in order to provide real-time
depth position information.

Focus-Driven Context

There is a lack of focus+context visualizations that explicitly
show how past and current focus regions are related. We
explored the temporal positions of the focus region within
our generalized framework, and created a new region that
alleviates the mental burden of implicitly inferring distance
and shape relationship between multiple dataset landmarks.
This new visualization named focus-driven context is
defined by having a 3D focus geometry moved within
the boundaries of the context region. The past focus
positions over a user-defined time span are saved so that they
define a complex shape directly dependent on the current
focus position and that can be used to render various datasets
and modalities.

Conceptually, we can think of this new rendering area as a
sub-volume of the framework’s context region, thus defining a
hierarchy of multi-level context regions that can provide ex-
plicit relationship between structures from different regions.
Unlike focus+context visualization where there is explicit
relationship between focus and context only, the hierarchy of
contexts provides two additional explicit spatial relation-
ships—between focus and focus-driven context, and between
focus-driven context and context.
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Fig. 4 a 3D rendering of the
whole volume visible inside the
lens with the corresponding front
and back slices shown on the left.
b 3D sub-volume rendering of a
region between two consecutive
slices

To achieve correct position rendering, the most recent N
focus positions are saved in a first-in first-out principle. There-
fore, regions that have been considered focus for more than a
user-defined time span are replaced by more recent focus
regions. This approach creates a geometry that changes its
shape over time and follows the focus region as a trace in an
animation-like manner. To provide additional detail from the
context dataset inside the new region, a user-defined weight
(Wuser) and a trace distance weight (Wyjstance) are used to ensure
that less context is visible in the most recently saved focus
regions, while areas saved some time ago show more context
features. The color and opacity at every pixel are computed
using Eq.1. The values computed for the context and trace
regions are merged using a weight w (defined in Eq. 2), where
Waistance 18 the distance between the center of the focus region
and the current focus-driven context pixel.

RGBAfing = (1-w)*RGBAcontext + W*RGBA race (1)

w= Wuser* (1 -Oiwdistance) (2)

Having three regions—focus, context, and focus-driven
context, a user can assign different datasets and rendering
modalities to each region. This allows optimal explicit spatial
relationship inference between anatomical or functional struc-
tures. For example, physicians can use this technique to

Fig. 5 aDepth visualization tool showing the length of the lens (in grey)
with respect to the context volume and the volume spanned between
slice 1 and slice 2 (green). b The tool applied in rendering the volume
from Fig. 2a

visualize a brain tumor inside the focus, while the context
region shows the patient’s skin. The focus-driven context can
display the same dataset and modality rendering as the focus
region (Fig. 6a), or display bone extracted from a co-registered
CT scan (Fig. 6b) or brain activity from a co-registered PET
scan (Fig. 6¢). This visualization could provide an optimal
understanding of how the tumor is related to various anatom-
ical structures surrounding it. Focus-driven context also ad-
dresses the lack of explicit relationship between the 2D slice
within the lens and the 3D rendering of the focus volume. The
main focus area can be assigned to display the 2D slice
visualization within the lens, while the 3D volume is rendered
inside the focus-driven context region as in Fig. 6d.

This example shows how focus-driven context visualiza-
tions could be used by radiologists to explore the target object
and relate it to areas far from the target but important for the
placement of an accurate diagnosis. In contrast, surgeons can
use this visualization to ensure clear visibility of the target
region while displaying other regions along the incision path
that can be from the same dataset as the focus or from another
dataset.

Novel Visualizations Used in Surgical Planning
Arbitrary Focus Region Definition

All existing focus+context visualizations rely on a fixed-
shape geometry used as a focus region. Focus lenses are
usually of convex shape with adjustable size. Existing tech-
niques support the simultaneous control of more than one
focus regions. Such visualizations require the adjustment of
the focus geometries separately, making them difficult to use.
However, no visualization currently allows for the creation of
complex modifiable concave lens shapes during runtime.
Therefore, we explored time-dependent framework-based
techniques that can allow us to sculpt the focus region.

In this visualization, we use a lens of a fixed convex
geometry. While interacting with the visualization, the user
can save positions of the lens at various time steps. The saved
focus regions are rendered together, so that a focus region of
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Fig. 6 Focus-driven context in different exploratory scenarios. The focus
area can display the same dataset as focus-driven context (a), the focus-
driven context can display different datasets — for example a CT scan (b)

an arbitrary shape can be achieved. For example, we can use a
lens of a cubic shape, and save four lens positions as shown in
Fig. 7a. We can render the volume that falls within this new
region in a preferred way—e.g., as a 3D volume or a 2D slice, or
we can skip the traversal of any rays that fall within this arbitrary
focus region as in Fig. 7b in order to visualize context dataset
sculpting such as during surgical tissue removal procedures.

Some surgical interventions require removal of material
that lie along the path to a target anatomical structure. Sur-
geons often have to practice such a tissue removal procedure
using simulations so that they can explore the most suitable
drill positions until the target is reached. However, the used
drilling tools are filled-in 3D geometries and thus they do not
give any information about what structures lie ahead of the
drill, and whether vital anatomical structures will be removed
if the drill is positioned in a certain place.

Our focus+context framework’s tissue removal visualiza-
tion can provide explicit visibility of structures to be removed
or avoided. The chosen focus region geometry is used as the
sculpting tool, referred here as a drill. While the lens can be
rendered as a filled-in tool (Fig. 8a), it can show a 3D render-
ing of the volume that will be removed if the tool is placed at
the current lens position (Fig. 8b). We can also display 2D
slices inside the drill (Fig. 8c) so that the surgeon can explore
the slices that make up the volume to be removed. Thus, one
can precisely plan the next drill position so that important
structures are avoided or removed. While moving the lens in
space and designating structures as part of the focus, the
system records the drill positions and creates an arbitrary-

Fig. 7 Defining an arbitrary-shaped focus region. a Multiple lens posi-
tions can be saved and used as 3D focus. b Rays inside the lens are
skipped while they are traversed when passing through context
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ora PET scan (¢). d An MRI slice is visible in the lens, while focus-driven
context displays 3D rendering of a CT scan. The arrows show the path of
the lens

shaped region which is used to show the result of the executed
drilling (Fig. 8d, e).

After the tissue removal procedure is completed, current
visualizations show what the final results are. However, the
user cannot visually evaluate what structures have been re-
moved since this information is lost. Having the introduced
arbitrary-shaped focus region, we can visualize sculpting of
the context and also show what has been removed. Since using
our method, we have not done any modifications to the under-
lying volume or mesh, we can enable raycasting inside the new
region and show the cut out structures—Fig. 8f.

Inner Volume Exploration

None of the current visualization techniques has explored the
option of a focus region rendering while not displaying any-
thing that lies within the context boundaries. Using the gen-
eralized framework, we introduce a visualization with no
context displayed, while the focus region is volume-rendered
(as seen in Fig. 9) and moved in 6DOF.

Such a visualization can be viewed as a modified virtual
endoscopy visualization where the focus region is moved
along the path of a virtual endoscope but provides additional
volumetric information. Current virtual endoscopes use direct
volume rendering or iso-surface extraction techniques in order
to identify the boundaries of the traversed hollow object [33].
Virtual endoscopy provides an intuitive system that eliminates
the necessity of performing an endoscopic procedure which
often causes discomfort to the patient. However, virtual en-
doscopy supports the rendering of only those structures that lie
inside the traversed hollow anatomy since its goal is to resem-
ble the real procedure. Such a visualization technique would
not be sufficient if a physician is looking for abnormal struc-
tures along either side of the hollow structure’s walls.

In contrast, an inner volume visualization achieved by
skipping the rendering of context and presented in Fig. 9
would show objects near the camera that are outside the
traversed object’s boundaries. For example, traversing the
focus region along the nasal cavity (Fig. 10a) would display
structures visible to a virtual endoscope, while also showing
objects lying beyond the nasal walls (Fig. 10b). Furthermore,
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Fig. 8 Different modalities for tissue removal. a The drill is rendered
opaque. b 3D volume inside the drill tool. ¢ The back-most slice at the
current drill position is shown. d The result from removing the section

the focus region can be moved in 6DOF and advanced further
in to display the structures within the patient’s sinuses as well
as structures that lie beyond the hollow path of exploration as
in Fig. 10c, d. This technique would not provide images
identical to what is seen during endoscopy procedures. How-
ever, it can advance the physician’s understanding of the
patient anatomy and allow further exploration of regions not
accessible during virtual endoscopy.

Another advantage of such a focus+context visualization is
that only objects that lie within the boundary of the focus
region are displayed. Thus, a surgeon can concentrate on the
regions close to the camera and explore them in detail, before
advancing the camera further in. This exploration can also be
achieved in 2D by switching the rendering mode inside the
focus region to 2D slices, providing a detailed structural view
of the area of interest.

Group Meeting Application of the Framework

A typical hospital medical team meeting environment, as
described in Olwal et al. [34], consists of various specialists

Fig. 9 Graphical representation
of the inner volume exploration
visualization

selected in image (b). e A large portion of the sinuses have been drilled
out. 3D rendering of the removed areas

who meet in a conference room setting to discuss a case.
Remote users can participate in the meeting, which often
requires them to have a PACS system installed on their ma-
chine. A radiologist sits at a workstation and selects slices of
interest that are shown on a large screen with multiple views.
Surgeons and other specialists would look at the projected
slices and would have limited interaction with them, most
often utilizing a laser pointer [35]. A novel interaction for
users within the same room discussing a case has been pre-
sented in [34]. It can however cause distraction and physicians
might not pay attention to what other specialists explore or
annotate as important. Furthermore, current medical meeting
environments with multiple users meeting in the same room
can significantly benefit from 3D volume rendering of the
datasets during the case discussion [36].

The introduced generalized focus+context framework can
be applied to such conference room discussions. It can address
the issue of different visualizations needed by each group of
specialists, while maintaining independent interactions with the
visualization so that everybody has control over what is being
explored and discussed. We introduce a second focus region
that has its unique lens assigned to it. Having two lenses, we
can provide interactive focus regions for a surgeon and for a
radiologist that are interacted with in the same environment.
While a radiologist interacts with his focus region and explores
the data using a technique and modality of his choice, the
surgeon can interact with his focus region and display a visu-
alization that provides information relevant to his planned task.
We can generalize this visualization as assigning a visualization
paradigm to each of the focus regions from a generalized
focus+context framework with multiple focus regions.
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Fig. 10 Visualizing areas inside
the volume. The lens is inside the
sinuses (shown by an arrowin a).
Moving the lens along the nasal
cavity path reveals different
volumetric structures (b, ¢, d)

Radiologists are often those that present a case and provide
detailed information about target and surrounding structures.
The introduced framework can display a bird’s-eye view of
the datasets in the radiologist view (Fig. 11). Surgeons have a
separate window that displays a rendering of their focus
region as if the virtual camera is placed at the back of the
focus bounding box.

Currently our system supports two views—a radiologist
view and a surgeon view. However, more than two views can
be supported by the framework. Thus, the framework can be
implemented as a collaborative interdisciplinary visualization
system for a large number of users who interact with it by
means of gestures utilizing Microsoft Kinect. Each view can
be assigned its unique focus region, while all focus regions are
displayed in the radiologist view so that there is a unifying
control over what the multiple specialists explore.

Results

To evaluate the proposed new visualization techniques for
dataset exploration and surgical planning, we executed a user
study. The study was approved by the GWU IRB and all users
gave their informed consent for participation. The study was
performed by 18 users with median age of 28 years. In order to
decouple domain knowledge, we recruited college-educated
individuals. The study included three tasks, each of them
comparing an existing technique to one of the newly intro-
duced visualization techniques. The context dataset was the
piggy bank dataset from the Volume Library, while the focus

Radiologist View Surgeon View

) 4
s

Fig. 11 Radiologist vs. surgeon view. Each view can be assigned differ-
ent rendering parameters: e.g. CT slice inside the radiologist’ lens (blue),
3D volume rendering inside the surgeon’s lens (red)
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dataset contained cubes and spheres of different size and color
adjusted according to the specific task. We used a non-medical
dataset to remove the factor of anatomical knowledge from the
study. The study was repeated twice in order to see if im-
provements of response time and accuracy will be observed
between tries. Outliers were removed and average values per
user were used. The normal distribution of the data was
verified by the Shapiro-Wilk test (p>0.07).

The first task compared existing front-clipping plane tech-
niques (FCP) for sub-volume exploration with the proposed
approach of sub-volume exploration defined by the oldest and
the most recently viewed slices considered to be the front and
back clipping planes (FBCP) that define the rendering region.
Users had to identify which of the two pairs of cubes from the
focus dataset contains a gap. The second task compared the
focus-driven context visualization to a standard focus+con-
text visualization. Users were asked to find the largest cube
closest to a feature from the context dataset and closest to the
largest sphere from the focus dataset. In this task, we com-
pared four visualizations—a small lens (SL), a large lens (LL),
focus-driven context with weight for alpha blending of 0.25
(Tr1), and focus-driven context with weight for alpha blending
of 0.05 (Tr2). In the third task, users were asked to drill
starting from a small white cube positioned on the dataset
surface until they clearly see a larger white cube at random
depth from the surface. An opaque drill (OD) was compared
to a transparent drill (TD) implemented using the magic lens
visualization.

Analysis of the Executed Study

As shown in Fig. 12, during the first repetition of task 1, FCP
resulted in faster response times than FBCP (35.6 s vs. 37.0 s)
but was less accurate than FBCP (86 vs. 90 %). During the
second repetition, the average time of FCP reduced to =26.5 s
with accuracy of 86 %. FBCP resulted in an average response
time =28.7 s with increased accuracy of 95.8%. Compared to
the first repetition, the second repetition was trending towards
significant difference in accuracy. A performed paired-sample
t test resulted in p value of 0.069. This hints at an accuracy
improvement of FBCP the longer a user interacts with the
technique.

The second task compared the four methods within each
repetition separately as shown in Fig. 13. During the first try,
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Fig. 12 Time and accuracy
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the fastest method was LL (#=19.6s), followed by Trl
(=20.1s), Tr2 (=22.3s) and SL (+=22.7s). The most accurate
method was LL (92 %), followed by Trl (88 %), SL (86 %),
and Tr2 (83 %). During the second try, improvements of time
and accuracy were observed. LL remained the fastest method
(z=12.9s), followed by Trl (=14.5s), Tr2 (+=16.5s), and SL
(t=17.3s). The accuracy improved with LL and Trl having an
accuracy of 93.6 %, while Tr2 and SL resulted in an accuracy
of 91 %. In the first repetition, significant differences in
response time were observed between SL and LL, where a
paired-sample ¢ test resulted in #17)=2.162, p=0.045. One-
way repeated measures analysis of variance (ANOVA) was
applied to the data from the second try. Mauchly’s test resulted
in a violation in the assumption of sphericity (x*(5)=13.9, p=
0.016). The degrees of freedom were corrected using
Greenhouse-Geisser estimates of sphericity (e= 0.68). One-
way ANOVA resulted in significant time difference between
the four techniques (#(2.03,34.4)=6.18, p=0.005). Pairwise
post-hoc comparisons (two-tailed ¢ tests) showed that this
result was due to significant differences in response time
between SL and LL (#17)=3.6, p=0.003), between SL and
Tr1(#(17)=2.51, p=0.023), and between LL and Tr2 ((17)=
—2.88, p=0.010).

For the drilling task, both repetitions were analyzed simul-
taneously since the average time was dependent on the depth
position of the target object. On average, OD was slower
(favg=24.0 s) than TD (#,,,=19.3s). To compute accuracy, we
calculated the distance between the target position and the end
position of the drill. The target cube was 20 voxels deep. The
results are shown graphically on Fig. 14. On average, TD gave

Fig. 13 Time and accuracy
comparison with standard error
between SL, LL, Trl, and Tr2 for

Time comparison
Try 1

FCP FBCP FCP FBCP

an error of 1.4 voxels, while OD gave an error of 6.21 voxels.
Paired-sample 7 test analysis resulted in identifying TD to be
significantly faster (17)=3.352, p=0.004) and more accurate
(#(17)=2.576, p=0.02) than OD.

Discussion

The analysis of the user study showed that in general, the new
visualization techniques demonstrate time and accuracy im-
provements over other already existing techniques for dataset
exploration and surgical planning. Furthermore, using the
generalized framework to implement all compared visualiza-
tion, we were able to create a system that can support and
easily compare any combination of visualizations.

More specifically, having the flexibility to control two
clipping planes (a front and a back one), users obtained a
better understanding of the structure of volumetric objects.
Even though the adjustment of two planes resulted in slightly
longer interaction times, the higher observed accuracy shows
that users should be given the possibility to explore arbitrarily
positioned sub-volumes within a focus region. We believe that
there will also be a significant accuracy improvement if this
technique is applied to medical datasets, where displaying the
back-most slice will add additional information regarding the
anatomical structures. Therefore, it is important to note that
some medical dataset exploration tasks would further benefit
from a sub-volume visualization—for example, studying the
inner structure of small anatomical objects or understanding
depth relationship between structures.

Accuracy comparison

Try 2 Try 1 Try 2

25
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Fig. 14 Time and accuracy
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Another important new observation is that having a focus-
driven context visualization gives a faster and more accurate
spatial relationship perception when compared to a small
focus region. In medical exploratory tasks where the focus
region is expected to be small so that enough context is
visible, having a focus-driven context can augment the spatial
cognition of target regions. Furthermore, response time and
accuracy of focus-driven context improves with time, so that
users accustomed to this visualization will perform more
accurately and faster compared to other techniques when
performing complex tasks. Another conclusion is that fo-
cus+context visualizations should provide adjustable size
lenses since every exploratory task might require a different
focus size in order to achieve an optimal spatial relationship
understanding.

Surgical planning often involves multiple planning ses-
sions until the most accurate resection path is identified. By
using a focus+context visualization and having the focus
region selected as the drill, users can see different modality
renderings of the region to be removed. This will ensure faster
and more accurate path planning, which is important for many
surgeons who need to plan multiple surgeries every day.

Conclusions

The familiarization and extensive practice of radiologists and
surgeons to read 2D slices and implicitly infer the volume
surrounding the target object has been the driving concept in
the introduced visualization techniques. This paper describes a
new approach that extends the focus+context paradigm to a
generalized temporal visualization framework that supports
the comparison of existing techniques and the identification of
new techniques that can be used for improved medical dataset
exploration and for surgical planning. The two main goals of
the new visualizations are to combine the different visualiza-
tion needs of medical specialists, and to improve the spatial
perception, accuracy, and time performance of different
groups of users by extending existing techniques. Using the
proposed framework, we can address the differentiation of
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preferred visualization techniques that radiologists and sur-
geons use, so that we can unify these requirements within a
novel single system that supports their simultaneous usage.

The five newly described visualization techniques rely on
the time-dependent user interaction with the focus region. 2D
slice, 3D sub-volume, or focus-driven context techniques can
provide additional cognitive information in dataset explora-
tion tasks. Users can interact with the volume by scrolling
through the slices within the focus region, which are also
augmented with a sub-volume rendering. The most recent
and the oldest saved slice positions are used to define a sub-
volume that reveals additional details of the internal structure
of'the target objects. Therefore, visual obstruction of the inner
structures by the surface of the target volume can be avoided
by allowing smaller sections of the volume to be displayed.
The time-driven approach of this work helps users not only to
interact with the volume in real-time, but also to explore the
anatomical structures in an animation-like way. Less cognitive
effort is required at intermediate steps, and more attention can
be directed towards a better spatial and shape understanding of
internal structures and multiple focus areas. Furthermore,
these interactive visualizations can be enabled at the same
time, providing explicit information and reducing the need
for switching between techniques.

Visualizations defined by the framework can also address
surgical planning simulations that can benefit from accuracy
and time improvements. Using the focus region as a drill or a
modified virtual endoscope, we can visualize more structures
of interest while reducing the time needed to plan a procedure.
As shown by the conducted user study, drilling simulators can
significantly benefit by using focus+context approaches so
that surgeons can plan the incision path with more accuracy,
thus improving the success rate of the performed procedure.

This framework can thus lead to a more precise view of the
abnormalities involved, augment multidisciplinary communi-
cation, and help to further define the nature and extent of
pathology or the results of therapy. This may also be useful
for the surgical planning and postoperative localization of
medical implants and devices. In addition, this approach
may have valuable applications beyond the clinical realm,
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including improved visualizations for scientists in more dis-
tant fields, medico-legal illustration modes, and teaching anat-
omy and pathology.

The next step of this work involves the design and execu-
tion of a second user study aimed at clinicians. Tasks involv-
ing dataset exploration and surgical planning using medical
datasets (MRI and CT) will be provided in order to evaluate
the execution time and accuracy when using the described
framework techniques.
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