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Abstract
Conceptual modeling plays a central role in planning, designing, developing andmaintaining software-intensive systems. One
of the goals of conceptualmodeling is to enable clear communication among stakeholders involved in said activities. To achieve
effective communication, conceptual models must be understood by different people in the same way. To support such shared
understanding, conceptual modeling languages are defined, which introduce rules and constraints on how individual models
can be built and how they are to be understood. A key component of a modeling language is an ontology, i.e., a set of concepts
that modelers must use to describe world phenomena. Once the concepts are chosen, a visual and/or textual vocabulary is
adopted for representing the concepts. However, the choices both of the concepts and of the vocabulary used to represent
them may affect the quality of the language under consideration: some choices may promote shared understanding better
than other choices. To allow evaluation and comparison of alternative choices, we present Peira, a framework for empirically
measuring the domain and comprehensibility appropriateness of conceptual modeling language ontologies. Given a language
ontology to be evaluated, the framework is based on observing how prospective language users classify domain content under
the concepts put forth by said ontology. A set of metrics is then used to analyze the observations and identify and characterize
possible issues that the choice of concepts or the way they are represented may have. The metrics are abstract in that they
can be operationalized into concrete implementations tailored to specific data collection instruments or study objectives.
We evaluate the framework by applying it to compare an existing language against an artificial one that is manufactured
to exhibit specific issues. We then test if the metrics indeed detect these issues. We find that the framework does offer the
expected indications, but that it also requires good understanding of the metrics prior to committing to interpretations of the
observations.
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1 Introduction

Developing conceptual models is an essential activity for
the effective planning, development and maintenance of
software-intensive systems [1–5]. Conceptual models
(henceforth simply:models) facilitate communication among
stakeholders, allow transformations from system require-
ments to architecture, design, and code, and, through for-
malization and automated reasoning, support validation and
decision making.
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A fundamental requirement for a useful model is that its
stakeholders have a shared understanding of what the model
means. Towards this end, (conceptual) modeling languages
have been proposed, which offer guidelines to modelers
on how to build models, and on stakeholders on how to
read and interpret these models [6]. At the core of every
modeling language lies an ontology that captures a shared
conceptualization that language users (modelers and model
readers) have of a given domain [7]. Thus, languages for dis-
crete processes, adopt ontologies containing concepts such as
state, transition, and guard condition (e.g., UML [8]) while
languages for representing stakeholder intentions for require-
ments engineering use concepts such as goal, task and actor
(e.g., iStar [9]). When designing a language, designers must
decide what ontology the language should offer and with
what natural language terms (e.g., “state”, “goal”, etc.) or
other symbols (e.g., shapes, lines, etc.) these concepts should
be referred to. Such choices are fundamental for a shared
understanding of models.

Given a domain, one ontology may be a better choice
than another with respect to bringing about a shared under-
standing. Moreover, for any concept in a chosen ontology,
one choice of a term may describe the concept better than
another. Traditionally, such choices seem to have largely
been the prerogative of language designers based on their
experience in the domain and in language design. There is,
however, evidence that original decisions of language design-
ers can be suboptimal and warrant future updates based on
user feedback. For example, since its inception, a language
for enterprise architecture (EA) modeling, Archimate [10],
underwent a series of updates from version 1.0 (2009) to
versions 2.0 (2012), 3.0 (2016) and 3.2 (2023). At each
stage, its ontology was revised and enriched based on con-
siderations that included, reportedly, user feedback [11–13].
As another example, a language for modeling stakeholder
intentions, i*, originally introduced in the mid-nineties and
intensively studied for two decades thereafter also evolved
into a new version, iStar 2.0 [9]. The latter was the outcome
of a systematic consultation process involving feedback from
researchers/users of the language and involved updates in the
original ontology—such as, for example, replacement of the
soft-goal concept with the quality concept, citing inconsis-
tent use of the former in the community.While these changes
can in part be the result of evolution of the target domains
(EA, for example) or the community’s thinking about how
these domains should be modeled, a large part appears to
simply be correction of a misalignment between the original
ideas of the designers of the language and the needs of the
audience of the language.

In light of such potential misalignments, language design-
ers could benefit from integrating in the design process the
collection of empirical evidence on how the intended lan-
guage users understand and use a proposed set of concepts

when performing modeling tasks. Such an evidence-based
approach becomes more accessible, reliable, reproducible,
and cost-effective when systematic ways are available for
supporting it, while also offering ways to analyze observa-
tions into metrics that are directly interpretable to specific
language design issues and recommendations.

This paper proposes and evaluates Peira1, a framework for
the experimental evaluation of modeling language ontolo-
gies. The framework is based on the adoption and extension
of a system of ontology qualities and the introduction of a
set of metrics for measuring these qualities. The metrics are
applied on data collected from experiments where prospec-
tive language users classify natural language descriptions of
the domain under the concepts of the ontology in question.
Moreover, themetricsmeasure in-between agreement among
experiment participants as well as agreement with a gold
standard representing the designers’ authoritative classifica-
tions.Dependingon the results of the evaluation, the ontology
may be improved with respect to either or both the choice of
its concepts and/or the choice of terms or other visual signi-
fiers to refer to these concepts.

To evaluate the proposed framework,we conduct an exper-
iment where we consider the ontologies of two languages:
the first one is adopted from iStar [9] and the second is a
revised version of the first where specific alignment issues
are deliberately introduced. The main goal of the experiment
is to observe if the issues embedded in the second language
can be detected by the proposed metrics. In addition, we aim
at exploring if attitudinal data collected from the participants,
in which they themselves grade the appropriateness of each
of the ontologies under evaluation, correlate with the obser-
vations on how the participants actually decided to associate
descriptions to concepts.

This paper extends our earlier work [14] by offering
refined abstract metric definitions, a new experimental eval-
uation that is based on real rather than simulated data, an
alternative typeof instrument, experimental treatment of rela-
tionships, and instrument reliability testing.

The rest of the paper is organized as follows. In Sect. 2,
we present the key ideas and concepts pertaining tomodeling
language ontologies and their empirical evaluation. Building
on these ideas, in Sect. 3, we present our system of met-
rics. Then, in Sect. 4, we present our experimental design,
including the research questions, metrics, and hypotheses
we investigate. In Sect. 5, we present the results of the study,
followed by a discussion on validity threats and study con-
clusions in Sect. 6. Finally, in Sect. 7, we present relatedwork
andwe offer concluding remarks and opportunities for future
work in Sect. 8.

1 pe…ra (/‘pi.ra/), the Greek word for experience, trial, experiment.
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2 Background

2.1 Languages, conceptualizations, and
vocabularies

One of the primary properties of an effective model is that
everyone understands it in the same way. To support the
development of models that evoke a common understanding
among those who develop and use them,modeling languages
have been proposed since the very early days of Software
Engineering (SE) [15].

At the core of a modeling language lies an ontology, i.e.,
a specification of a conceptualization in the domain of inter-
est. To more concretely develop the notion of an ontology,
a concept, and a conceptualization we follow the Guarino et
al. formulation of such in the context of a set of distinguished
elements D, a.k.a. the Universe of Discourse (UoD), from a
system S [7].

Firstly, an extensional relation (or simply extension) is
a set of ordered n-tuples constructed with elements from
D. Concepts represent the identification of such extensional
relations under different states of the system S, i.e., under
different worlds w ∈ W . Specifically an n-ary concept is a
total function ρn : W �→ 2Dn

from worlds to all possible
n-ary relations on D. Further, a conceptualization is a set of
concepts R on the domain space < D, W >.

For example, consider the system S to be a printer and D
the set of aspects about the printer that we wish to talk about,
such as, e.g., D = {(isOn), (isOff), (powerButtonPressed),
. . .}. The concept trigger maps possible, e.g., versions of
the system to possible extensions over D. Hence in a world
w1, ρ1

trigger(w1) = {(powerButtonPressed), (cancelButton-
Pressed), . . . }; the right-hand side being the extension of
trigger under w1. In a world w2, say, after the printer’s
firmware is updated, a different extension is mapped to the
concept trigger that, e.g., includes (jamDetected). A concep-
tualization is a set of such concepts adopted by the modeling
language. For example, in a language for state transitions
a conceptualization includes {state, trigger, state transition,
guard condition, …}.

Concepts and conceptualizations need to somehow be
represented to allow for communication among humans. A
vocabulary V is hence constructed consisting of signifiers,
each representing a concept of interest. In the simplest case,
the signifiers are terms, i.e., words or phrases in a natural
language. In the printer example, we might be interested in a
vocabulary that contains terms such as “state”, “trigger” and
“state transition” to represent the concepts state, trigger and
state transition. Indeed this is part of the vocabulary used by
UML for StateMachine diagrams [8]. Different terms from
potentially different natural languages could have been used
to represent the same concepts. Likewise, languages may
employ methods of visual signification of concepts instead

of or in addition to having an explicit natural language con-
struct. For example a box inside a larger box indicates a
containment relationship which may or may not have a name
in the language definition. Although we have evaluated the
proposed framework with linguistic terms only, the ideas and
constructions we propose are generalizable to any kind of
concept signification. For simplicity, we will henceforth use
term and signifier interchangeably.

2.2 Ontological commitments and their sharedness

Once the vocabulary V is defined, it is important to ensure
that themodeling language L inwhich it is embedded accepts
models in accordance to the conceptualization. Firstly, a
model for L , given D and a set R of n-tuples thereof is a
total function I : V �→ D ∪ R, mapping each vocabulary
symbol v ∈ V to an extension, i.e., a set elements or n-tuples
from D. Obviously, we want the language to allow for each
term v ∈ V to map only to elements that are meaningful
with respect to the concept that the term has been chosen to
represent.

An ontological commitment represents exactly that. For-
mally, an ontological commitment is a mapping I : V �→
D ∪ R, where R is a set of concepts, as defined above,
which we wish to represent using the vocabulary V . In other
words, an ontological commitment assigns meaning to signi-
fiers/terms, thereby restricting the kinds of phenomena these
signifiers/terms can represent.

Consider the part of UML used for the production of
state diagrams. UML introduces the concepts state and event,
and represents them with the vocabulary terms “state” and
“event” and the corresponding visual signifiers; ovals and
annotations on top of transition links. For a domain D =
{(isOn), (isOff), (powerButtonPressed)}, only the first two
elements can be in the extension of term “state” if we are
to abide by the ontological commitment of the term to the
concept state. Likewise for the same domain, only the last
element (powerButtonPressed) is allowed to be in the exten-
sion of “trigger” if we are again to remain faithful to the
ontological commitment of said term to the concept trigger.

The language designers’ goal is that the ontological com-
mitment of a language is shared, meaning that all or most
users of the language associate signifiers to concepts—and
consequently to extensions—in the exact way that the lan-
guage designers intended them to. This relies on the signifiers
evoking the right concept based on the user’s previous under-
standing of the signifier (e.g., through use in natural language
and daily life) and, potentially, but not necessarily, the user’s
prior study of the accompanying definitions and examples.
In our example, UML designers interested in representing
the concept state for English-speaking users of the language
sensibly used the term “state” rather than the terms “class”,
“structure” or “cat£stash”
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Oneway to promote the sharedness of an ontological com-
mitment is through introducing axioms in the language, such
as meaning postulates [7], that restrict the models of the lan-
guage to subsets that reflect the intended meaning of the
terms. However, depending on the language and domain at
hand, such axiomatizations may not always be available or
easy to produce. As such, the choice of appropriate signifiers
is often the key in evoking a consistent ontological commit-
ment among users; assuming also that the conceptualization
itself is well chosen.

2.3 Conceptual modeling as classification of domain
phenomena

Language designers may draw confidence from their expe-
rience or analytical arguments that the choice of concepts
to include in the language and the terms or other signifiers
used to represent the chosen concepts is optimal for a specific
user audience, e.g., requirements analysts, software design-
ers, business process analysts, etc. However, the ultimate
judge of this are the users of the language themselves, i.e.,
producers (modelers) and consumers (readers) of models,
who are meant to use the language to successfully commu-
nicate among themselves.

Focusing on modelers and looking deeper into how they
describe reality through constructing models, we find that at
the heart of the process lies the task of classifying real world
phenomena under the concepts represented by the offered
signifiers. In a requirements modeling context, for instance,
modelers are likely analysts who read large amount of infor-
mation, such as documentation, interview transcriptions,
policy books, etc., and classify chunks of that information
under the terms and/or visual signifiers that are available in
the language.

Two examples are depicted in Fig. 1. The upper part of the
diagram depicts the translation of a chunk of domain infor-
mation to part of a diagram drawn in iStar 2.0 [9] The lower
part shows the same process for a UML StateMachine Dia-
gram [8]. Thus, in iStar “role” instances are represented using
a distinctive circular shape. When a modeler places such a
circular shape in a goal diagram and writes “Student” in it, as
is the case in the figure, she essentially classifies the domain
element “Student” under the iStar language concept repre-
sentedwith the term “role”. Likewise, theUMLstate diagram
modeler classifies “powerButtonPressed” under “trigger” by
placing it appropriately on the transition label. By further
drawing and labeling the entire transition arrow she signifies
that a quadruple formed by the four associated elements, i.e.,
the two states, the guard condition and the trigger, is clas-
sified under an unnamed signifier which would stand for a
hypothetical StateMachine complete transition concept; i.e.,
a transition combined with a guard and a trigger.

Fig. 1 Model development as an extension formation process for an
iStar 2.0 diagram [9] and a UML StateMachine diagram [8]

Conversely, for the model reader, that a domain element
has been classified under a specific term or signifier signals
the desire of the modeler that the element is understood as
an instance of the concept represented by the term, and that
readers subsequently act (e.g., perform inferences, imple-
ment, validate, etc.) according to this information – a process
that has been referred to as activation [16]. Hence, the
model development practice is based on classifying chunks
of domain information (representations of elements), while
the act or reading a model is one that involves recognizing
such classifications.
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2.4 Ontology-vocabulary alignment and inter-rater
agreement

Aswe saw, language designers desire that all users of the lan-
guage understand it in the sameway—preferably, theway the
designers think is right. Thus, if we asked a number of differ-
ent modelers to model the domain information “the student
needs to apply for a degree audit” using iStar 2.0, a sig-
nificant majority, including the designers, would hopefully
perform the same classifications and produce the same or
a very similar model. Reversely, by reading the model one
would ideally be able to reproduce the same understanding
of the domain as that of the modelers. Further, the designers
would want to ideally agree with the way their terms are used
by users. It follows that detection of disagreements in theway
classifications are performed, firstly among the users of the
language and then between users and designers constitutes a
problem, as it defeats the purpose of clear communication.

We use the term ontology-vocabulary alignment to refer
to the extent to which the signifiers in the vocabulary
evoke understanding among users and between users and
designers that is indicative of such a shared ontological
commitment. Detection of disagreement is an indication of
misalignment—each user understands and adopts a different,
if any, ontological commitment—which is, in turn, indicative
of an issue with the choice of signifier or term to represent
a concept, the way it is explained and/or exemplified, or, at
a deeper level, with the choice of the concept it is meant to
represent.

Agreement or disagreement among agents with respect to
how they classify content to categories has been extensively
studied in the context on qualitative content analysis [17]. In
content analysis, units of content (e.g., text, images, audiovi-
sual segments) taken from a domain are classified by raters
under distinct categories (codes), so that the latter can then
be used for the development of theories that are grounded
on the domain information that was coded. Such grounding,
however, can be considered reliable only if raters agree on
how the content must be classified. Towards this end, vari-
ous quantitative measures of inter-rater agreement have been
proposed [18]. Absent or low observed inter-rater agreement
may be due to, among other things, a suboptimal choice of
codes.

The coding practices—and measurement of reliability
thereof—employed in qualitative content analysis offer a
model for us to follow for the measurement of vocabu-
lary qualities. Thus, as with qualitative analysis, agreement
among users on how signifiers are used to classify domain
content is an indication of successful sharedness of the onto-
logical commitment of the language.

2.5 Wand andWeber’s misalignment
characterization framework

While the wealth of inter-rater agreement metrics that have
been introduced [18] can potentially be utilized as a first
measure of ontology-vocabulary alignment, such general-
purposemeasureswould not offermuch detail with regards to
the source and nature of possiblemisalignments.We can look
for amore refinedwayof characterizing ontology-vocabulary
misalignment in Wand and Weber’s framework for compar-
ing ontological with grammatical constructs [19]. In that
framework the set of real-world constructs we want to rep-
resent (in our case: concepts) is distinguished from the set
of grammatical constructs we use to represent the former (in
our case: terms or other signifiers).

Two kinds ofmappings between the two sets are proposed.
The representation mapping is concerned with whether and
how the concepts enjoy adequate and complete represen-
tation by the signifiers of the language. Conversely, the
interpretation mapping is concerned with whether and how
the signifiers that are put forth by the designers appropriately
and completely correspond to concepts.

Ideally, both mappings are total and 1–1. From the repre-
sentation mapping standpoint, every concept must somehow
be represented by a signifier. If that is the case, we have onto-
logical completeness, otherwise we have construct deficit.
When we have construct deficit, there is at least one concept
in the conceptualization that is not represented by any of the
vocabulary terms. In addition, the representation mapping
needs to be 1–1, meaning that each concept must be repre-
sented by exactly one signifier (ontological clarity). This is
not satisfied when a signifier in the vocabulary represents
more than one concept—so it is unclear which concept it
represents each time it is used. Such phenomenon is called
construct overload in the framework.

Focusing on the interpretationmappingwe again are inter-
ested in the same properties. The mapping must be total in
that every signifier must stand for a concept. Should there be
one or more signifiers that do not clearly associate with any
of the concepts included in the language, we have construct
excess, i.e., the signifier may not be needed. Likewise, the
mapping may not be 1–1, meaning that two or more different
signifiers may be representations of the same concept. In that
case we have construct redundancy.

The four categories of issues in the ontology-vocabulary
alignment, can be useful for identifying, characterizing,
and fixing issues with candidate language vocabularies. For
example, if language designers are told that the language suf-
fers from construct excess, they would know that the course
of action for fixing the problem—if it is indeed a problem
and not a deliberate property of the language—is to iden-
tify the superfluous term and consider removing it from the
language.
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To analyze the representation and interpretationmappings
so as to detect such issues, presumes a way to observe how
language users associate vocabulary terms,which are directly
observable representations,with concepts,which are unavail-
able to direct observation. However, observing how users
classify domain elements under vocabulary terms (effec-
tively, recall, constructing models I of the vocabulary) offers
us a window into the ontological commitment I that the
users are operating under, and, hence, implicitly, the concept
they have associated the term with. Hence, by appropri-
ately analyzing various ways by which users disagree about
their classifications we can detect possible issues with the
representation and interpretation mappings—excess, deficit,
etc.—while also comparing the users’ apparent ontological
commitment with the one expected by the designers.

Peira offers a set ofmetrics that are designed to detect each
of these classes of issues from sets of classification data. In
the next section we describe these metrics in detail, along
with all the other constituents of the Peira framework.

3 The framework

3.1 Overview

The Peira framework consists of a set of measurement
concepts that describe the logic and process of data collec-
tion as well as set of abstract metrics to be used for analyzing
the corresponding data collected. These two components and
their constituent concepts can be viewed in Fig. 2. Applica-
tion of the framework aims at systematically developing a
Data Set of research participant Ratings and then utilizing a
system of Metrics for translating the data into Indications of
quality issues of the language under investigation. The met-
rics are distinguished in two categories. Rater-authoritative
metrics compare the ratings of a sample of participants with
normative ratings that represent the intent of the language
designers, whileWithin-rater metrics do not assume the pres-
ence of such normative ratings but are based on different
ways by which the participant ratings agree or disagree with
each other. Below we discuss the measurement concepts, the
within-rater, and the rater-authoritative metrics in sequence.

3.2 Measurement concepts

The proposed measurement framework requires the follow-
ing components.

• A set of signifiers V , i.e., a vocabulary that needs to be
evaluated.

• A set of human raters P who perform a number of rating
tasks.

• A set of descriptions E taken from sample application
domains.

• A set D of distinguished elements from the domain and
a set R of n-tuples constructed using D. Let D = D ∪ R
for convenience.

All sets are defined by the designers of the vocabulary
or its evaluators. The vocabulary V is the set of signifiers
that a modeling language under evaluation uses to refer to its
ontology. The raters p ∈ P are samples taken from the popu-
lation of the intended users of the language. The descriptions
e ∈ E , offer natural language presentations and contextu-
alizations of possible worlds, i.e., states of a system. The
discourse elements and n-tuples thereof d ∈ D are extracted
from the descriptions as items that the language designers
or evaluators believe should be modeled by the user of the
language using items from V . It is further assumed that D
contains a sufficient number of representative instances of
all concepts of interest and includes no elements that are not
understood by the designers/evaluators to be instances of any
concept of interest. The same discourse element may or may
not be relevant in one or more descriptions from E . We use
the term subject to refer to a domain element under a specific
description. Hence, the set S of all subjects (d, e) is drawn
from D × E .

As an example, consider a hypothetical goal-based enter-
prise modeling language that includes the terms “agent”,
“assessment”, “goal”, “intention”, “believes”, “plays-
role”, “motivates”; the example vocabulary is inspired by
iStar 2.0 [9] and Archimate [10]. These seven terms consti-
tute the vocabulary V to be evaluated. Seen as predicates, the
first four are unary and the last three binary, i.e., represent
entities and relationships, respectively. The designers of the
language wish to evaluate V in its use for enterprise model-
ing. For the purpose, they produce descriptions of states of
a real or fictional enterprise that contain facts and phenom-
ena the language is supposed to capture. The specific facts
and phenomena are then identified as discourse elements that
need to be modeled.

An example can be seen in Fig. 3. From the description
e (top of the figure), the evaluators have identified a set D
of distinguished n-tuples of discourse elements (left side of
the figure). The evaluators assume that this sample com-
pletely exemplifies the concepts that need to be included
in the language, in a sense that every concept of interest
is represented by a number of instances in the set. In the
examples, the elements are unary, e.g., “CIO”, “Expedite
hardware renewal program”, tuples, such as “(BD, Inflation
will continue to rise)” or triples, such as “(BD, CIO, Expedite
hardware renewal program)”.

A sample of enterprise architects, who have just been
introduced to the language, are then shown V , e andD and are
asked to form the extension of each of the terms in V under
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Fig. 2 Peira’s conceptual framework

Fig. 3 Rating example

e. In effect the raters are asked to classify each subject, i.e.,
each discourse element under the description, to one or more
of the given terms, based on their understanding of what the
terms mean.

In the figure, the result from two of the raters is shown.
Thus, given e, both rater 1 and rater 2 have included the set
{(Board of Directors), (CIO)} in the extension of “agent”.
Likewise they both agree that the extension of term “moti-
vates” is {(Inflation will continue to rise, Expedite hardware
renewal program)}. However, we also observe that they do
not completely agree on the extension of term “believes”, or,
reversely, to which term’s extension the corresponding ele-
ments should belong to. Further, there is an element that has
not been part of any extension (the triplet {(Board of Direc-
tors, CIO, Expedite hardware renewal program)}), and a term
that has empty extensions for both raters (“plays-role”).Note
that if the description e were different, the classifications of
the same domain elements could be different; hence the clas-

sifications target subjects (pairs of elements and descriptions)
rather than just elements.

By observing the classifications and counting the differ-
ent kinds of agreement and disagreement incidences as well
as the level to which different terms/signifiers and elements
participate in ratings we are able to calculate statistics that
reveal what kinds of issues the candidate vocabulary has.
Following [14], let:

• Ip(v, e) ⊂ Dbe the extension that rater p gave to signifier
v under description e.

• X p(v) = ⋃
e∈E (Ip(v, e), e) be all the subjects that rater

p classified under v.
• B = {s ∈ S | ∃p ∈ P, ∃v ∈ V , s.t . s ∈ X p(v)} be all

subjects such that there is a rater that classified them to a
signifier.

• N ⊆ P × S × V be the set of all instances of a rating of
a subject to a signifier by a rater.

• Nd = {r ∈ N | d ∈ D, r includes d} be the set of
all rating instances that rate element d ∈ D under some
description, to some signifier, by a participant.

• R(s, v) = {p ∈ P|s ∈ X p(v)}, be the subset of raters
that classified subject s under v.

For example, in Fig. 1: Ip2(“agent”, e) = {(Board of
Directors), (CIO)}, X p1(“believes”) = {((BD, Inflation will
continue to rise), e)}, R((CIO, e), “agent”)= {p1, p2},
R((CIO, e), “goal”) = {}, R((BD, Expedite hardware
renewal program), e), “believes”) = {p2}, and B contains
all subjects except ((BD, CIO, Expedite hardware renewal
program), e). Further, N is the number of all arrows in the
figure (hence, |N | = 14), and N“BD” are all the arrows in the
figure that target element d = “Board of Directors (BD)”,
hence |N“BD”| = 2.
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Given the above, we can go ahead and define the two
types ofmetrics formeasuringwithin-ratermisalignment and
rater-authoritative misalignment.

3.3 Within-rater misalignment

We first describe the metrics for within-rater misalignment.
All these metrics have two dimensions along which they
describe the issue. The intensity aspect refers to the depth
of the issue, i.e. how much a single observation, focusing,
e.g., on one subject or element, is indicative of the issue. The
prevalence aspect refers to how common the issue is in the
data, i.e. how common observations that pass the intensity
threshold are, e.g., across subjects. Thus, the metrics firstly
assume a minimum intensity threshold, at or above which
observations are considered relevant evidence of an issue.
Subsequently, they measure whether the frequency of such
observations exceeds a minimum prevalence threshold.

Construct deficit. Recall that designers include elements
in D if they believe that they are instances of a concept that
should be part of the language. It follows that if we observe
that a number of elements remain unrated or underrated, the
concepts that are expected to classify those elements likely do
not have appropriate terms in V that represent them. Hence
we have construct deficit.

More formally, let DNA = {d ∈ D | |Nd | ≤ t, t =
0 or small} be the set of elements in D that receive a number
of ratings that is smaller or equal to an intensity threshold t .
We have evidence of construct deficit when the size of this
set exceeds a prevalence threshold l, i.e., |DNA| ≥ l, for a
small l. By lowering t , the metric becomes less sensitive, as
it considers only clear high-intensity cases (e.g., for t = 0,
only d’s with no ratings whatsoever are included in the set).
By lowering l themetric instead becomesmore sensitive, as it
signals deficit even if a smaller set of high-intensity examples
(i.e., a smaller number of d’s that are underrated) is found.

In our example of Fig. 3, for d1 = (BD, CIO, Expedite
hardware renewal program), |Nd1 | = 0 while for d2 = (BD,
Expedite hardware renewal program), |Nd2 | = 1. If our inten-
sity and prevalence thresholds are t = 0 (the least sensitive)
and l = 0 (the most sensitive), the metric signals deficit on
the basis of d1. The designers may hypothesize that a term
representing a concept such as delegate or order appears to
be missing from the vocabulary. If we set t = 1 (more sensi-
tive) and l = 3 (less sensitive), although both d1 and d2 are
now deemed underrated, they are not many enough to signal
the problem.

Construct excess. Recall first that, by its construction, D
must contain a sufficient number of representative instances
of each concept that should be included in the language.
Hence, each concept should have a non-empty extension over
D for one or more of the descriptions. It follows that if a term
is found to be associated with an empty extension, we can

infer that it represents none of the concepts of interest and it
is hence excessive.

To formalize this, let v ∈ V a signifier which we wish to
investigate if it is excessive. Let B∅

v = {s ∈ B| |R(s, v)| ≤
t, small t} be the set of subjects that were generally classified
to terms, but the number of raters that classify them under
term v specifically is below an intensity threshold t . When
almost all subjects are like this, i.e., |B\B∅

v | ≤ l for some
small prevalence threshold l ≥ 0, i.e., no or very few of the
rated subjects were rated under v, this is evidence of con-
struct excess, with v being the excessive signifier. As above,
by lowering threshold t we decrease the sensitivity of the
metric, as we restrict it to the clear high-intensity cases. By
lowering l the metric also becomes less sensitive, requiring
higher prevalence (i.e., an even smaller proportion of subjects
classified under v) before it signals excess.

In our example, there is no subject that has been classified
under termv = “plays role”, i.e.,∀s ∈ B, R(s, “plays role′′)-
= {}. Hence, B∅

v = B, i.e., |B \ B∅
v | = 0. This is a symptom

of “plays role” being a superfluous term: i.e., a term that
does not represent any concept that is of relevance to this
language assuming a representative D. In addition, for t = 1
(so: slightly higher intensity threshold, which increases sen-
sitivity), the term “intention” would be deemed excessive,
too: the term is used by only one (intensity) rater (p1) to
classify only one (prevalence) subject: (Expedite hardware
renewal program).

Overlap.Before we discuss construct redundancywe first
need to describe the notion of a conceptual overlap [14].
Assume that for several pairs of raters pi , p j , distinct or
otherwise, both s ∈ X pi (v1) and s ∈ X p j (v2) for a given
subject s ∈ S, i.e., the subject is consistently classified under
two different terms by different or the same rater.We then say
that there is a conceptual overlap between v1 and v2 subject
to s.

In our example, considering subject (Expedite hardware
renewal program, e), we observe that terms “goal” and
“intention” overlap two times: between the two raters and
within rater 1 who classifies the subject under both terms.

Construct redundancy. The definition of the redundancy
construct is based on the observation that terms for which
participants tend to form the same extension can be assumed
to represent the same concept. One of the terms is hence
redundant.

To formalize this, let first o(s, v1, v2) be a concrete met-
ric for measuring overlap intensity between v1 and v2 with
respect to subject s that operationalizes the above principle of
conceptual overlap—we will offer a concrete proposal in our
study below. The higher o(s, v1, v2) the higher the overlap.
Let subject s ∈ S be relevant to a signifier v if a minimum
number m of raters have included s in their extension of v,
i.e., |R(s, v)| ≥ m. Let Lv be the relevant subjects for v.
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Table 1 The effect of lowering t and l to metric sensitivity. Compared
to a less sensitive metric, a more sensitive metric requires less evidence
before signaling the issue

Lower t Lower l
Deficit − +
Excess − −
Redundancy + −

Further, let Lvv′ = Lv ∪ Lv′ be the subjects that are relevant
to either v or another given concept v′ �= v.

Subsequently, define Lo
vv′ = {s ∈ Lvv′ | o(s, v, v′) ≥ t}

to be the set of subjects relevant to either term v or v′ that also
exhibit an overlap with respect to those terms that exceeds a
given intensity threshold t . If ∃v′ �= v, s.t. |Lvv′ \ Lo

vv′ | ≤ l,
for a small l, i.e., there exists a term v′ such that the set of
relevant subjects in which v and v′ do not overlap is below
a prevalence threshold t , this is an indication of construct
redundancy for either v or v′.

By lowering the intensity threshold t , we increase themet-
ric’s sensitivity, aswe consider lower intensity cases (cases of
lower overlap) as signals of redundancy. By lowering preva-
lence threshold l, themetric becomes less sensitive, requiring
more evidence of prevalence (i.e., an even smaller proportion
of subjects for which v does not overlap with other terms)
before it signals redundancy.

In Fig. 3, for v = “intention”, and assuming relevance
threshold m = 1, s = (“Expedite h/w renewal program”,
e) is the only relevant subject, hence, Lv = {s}. The only v′
such that Lvv′ �= {} is “goal” and Lv = L ′

v = Lvv′ . Assume,
further, that o(s, v, v′) = 0.66. For t ≤ 0.5, it follows that
|Lvv′ \ Lo

vv′ | = 0, which means that, for l = 0 already, v is
redundant. The same result emerges from the point of view
of v′.

Given that changing the intensity and prevalence thresh-
olds has a different effect to the sensitivity of each metric, it
is useful to summarize these effects in Table 1.

The abovewithin-ratermisalignment detectionmetrics are
abstract in that they are meant to express the principles for
measuring each misalignment class in accordance to the def-
inition of the latter. Applications are expected to produce
concrete operationalizations of such metrics, depending on
the data collection approach and the needs of the study. For
example, instruments may or may not allow raters to apply
multiple ratings to a subject. Further, they may ask raters
to explicitly mark lack of options (“None of the above”)
or may infer this decision from their silence. In addition,
different studies may have different needs in terms of how
they want to present and visualize the metrics and what kind
of statistical inference they require. Thus, the metrics allow
for flexibility in how they are translated into precise calcula-

tions.We propose an example set of such operationalizations
in Sect. 4.3.

3.4 Rater-authoritative misalignment

In addition to constructs that interpret the Wand and Weber
misalignment characterization framework, a different set of
metrics is also defined for measuring the alignment between
users and designers of the language. For the purpose, we
assume that the ratings of one of the raters pa is the authori-
tative one, i.e., the one that the designers consider to perfectly
align with the assumed ontological commitment. Rater-
authoritative misalignment is then measured based on the
distance between user and authoritative ratings.

Specifically between the authoritative ratings of rater pa

and the ratings of an arbitrary rater pi we may have with
regards to a term v:
Perfect alignment when X pi (v) = X pa (v).
Term fineness when X pi (v) ⊂ X pa (v). In other words, there
is one or more subjects which pi does not think should be
classified under v, but designer pa thinks they should. As
such, signifier v is understood to evoke a more specialized
concept than the one the designers intended it to.
Term coarseness when X pi (v) ⊃ X pa (v). Thus, there is
one or more subjects which pi thinks should be classified
under v, but the designers pa think it should not. As such,
the signifier v is understood to evoke a more general concept
than the one the designers intended it to.
Unspecified misalignment when both X pi (v)\X pa (v) �= {}
and X pa (v)\X pi (v) �= {}; so neither set of ratings is a subset
of the other.

Total misalignment when X pi (v) ∩ X pa (v) = {}, i.e. the
two rating sets are disjoint.

When inspecting any case of rater-authoritative misalign-
ment we can measure how broad or narrow the perceived
meaning of the signifier is in comparison to its intended
meaning. Specifically we have:
Scope deficiency defined as the difference X pa (v) \ X pi (v).
It includes examples of domain phenomena that a revised
(broader) term v′ should describe in addition to the ones it
currently describes.
Scope excess (not to be confused with construct excess)
defined as the difference X pi (v)\ X pa (v). It offers examples
of domain phenomena that the current term inadvertently
describes and which a revised (narrower) term v′ should not
be perceived to be describing.

Returning to our example, assume that the first rater is
the authoritative one pa = p1. Then, compared to rater
p2, there is perfect alignment for terms such as “agent”,
“assessment”, and “goal”. However, there is possible term
fineness in “intention” with ((Expedite hardware renewal
program), e) being the term’s scope deficiency: designers
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think this is an intentionbut the rater thinks it is not. Theoppo-
site, term coarseness, seems to be exhibited with “believes”
where ((BD, Expedite hardware renewal program), e) is the
one subject in the term’s scope excess. Designers think that
“believes” should not evoke a meaning that would allow one
to classify the specific subject under the term. However, rater
p2 has done so, assuming probably that the term is adequate
for describing the association of an agent (BD) with a goal
(Expedite hardware renewal program)—perhaps due to the
absence of a more fitting term (e.g., “wants”).

Note, finally, that the above metrics compare the author-
itative ratings with the ratings of one arbitrary rater, for the
purpose of establishing the metrics’ meaning. It is up to con-
crete operationalizations of the metrics to express the exact
quantitative formula for multiple raters.

4 Experimental design

4.1 Overview, research questions andmethodology

We have so far presented a set of metrics that we claim
can measure, after being properly operationalized, language
vocabulary design issues. To empirically test our claims we
conducted an experimental study with human participants.
The research questions thatwewish to answerwith our exper-
iment are as follows:

RQ1: Can the abstractly defined metrics be appropriately
operationalized into a reliable data collection instru-
ment?

RQ2: Do the operationalizations successfully detect all
known issues with the languages under comparison?

RQ3: Do the operationalizations indicate issues that are
known not to exist?

RQ4: Do self-reportedmeasures of deficit, excess, and over-
lap/redundancy correlate with observational rating-
based measures? Further, do self-reported measures
independently confirm the expected issues? Finally,
is acquisition of self-reporting data reliable?

To answer the above, our experimental design is based
on the application of the proposed metrics in two languages.
Both languages claim to have vocabularies that are appro-
priate for modeling human intentions, in the context of, e.g.,
requirements engineering. However, while the first language
is indeed based on an existing language for modeling actor
intentions, the second language is an altered version of the
first, where specific alignment issues have been purposefully
constructed. We then apply the framework on the two lan-
guages and address our research questions as follows.

RQ1 is assessed qualitatively on the basis of whether pro-
ducing an operationalization and data collection instrument

was at all possible and indirectly based on whether it led to
successful outcomes; i.e., useful observations about the lan-
guages. In addition, we perform a reliability test by asking
some participants retake the test after a period, and mea-
sure the similarity of their two responses. To answer the next
two questions, we observe whether application of the metrics
will reveal the deliberate/manufactured alignment issues in
the second language (RQ2), while not offering false indi-
cations of issues that were not manufactured or known to
exist (RQ3). Finally, RQ4 is assessed through comparison
of observational data with attitudinal data and analysis of the
latter with respect to the two languages as well as through,
again, test-retest reliability analysis.

We continue by presenting the experimental design and
related artifacts, the proposed metric implementation, and,
finally, the hypotheses to be tested.

4.2 Experimental artifacts

The experimental artifactswe adopt or develop for this exper-
iment are the two (2) languages under comparison, two (2)
world descriptions, and a set of domain elements to be clas-
sified under each description.

4.2.1 Languages

The two languages consist of three (3) entities (unary con-
cepts) and four (4) relationships each. The first language,
goal models, has entity concepts actor, goal, and belief
and relationships wants-to, believes-that, motivates and is-a-
means-to. The language is a subset of iStar 2.0 [9] extended
with concepts belief, believes-that, and motivates.

The second language, called intention models is the result
of changing the first language in a way that some obvious
issues are introduced. Firstly, the actor concept is replaced
with the concept organization. The latter is a specialization of
the former, and, as such, implies a more restricted extension
that excludes, e.g., individual roles and persons. The belief
concept is also replaced with the quite unrelated objective
concept. The latter concept has ameaning very similar to that
of goal, which remains in the second language. The relation-
ship concepts change as follows: believes-that is replaced by
intends-to, which has a similar meaning as wants-to. Fur-
ther, motivates is replaced by prevents. The corresponding
English words are used as terms to describe the concepts—
e.g. “goal”, “belief” etc.

While serving the purpose of this introductory study, the
vocabularies can be argued to be relatively small in numbers
of concepts, which adds a caveat to generalizing the results
to larger languages—we discuss this in Sect. 6 where we ana-
lyze validity threats.
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Table 2 Number of elements (#) by case and authoritative designation

Heather’s case Kim’s case

Concept # Concept # Total

Actor 1 Actor 4 5

Goal 6 Goal 5 11

Belief 5 Belief 3 8

wants-to 3 wants-to 4 7

believes-that 2 believes-that 2 4

motivates 2 motivates 3 5

is-a-means-to 2 is-a-means-to 3 5

4.2.2 Descriptions and domain elements

For the experiment, two world descriptions are presented
to experimental participants. The first, e1, is about Heather,
an organic products store owner and her various business
concerns, goals, and decisions. The second, e2, is about Kim,
a sales representative and his various concerns in arranging
for his business trips. Both cases are created by the authors.
The latter, Kim’s case, is inspired in part by an example found
in the iStar 2.0 guide [9].

A set of distinguished elements that require to be modeled
are identified in each description. The elements identified are
ones suited for application of the goal modeling language,
according to the authors’ opinion. Thus, we expect that the
first language will not exhibit any of the issues introduced
earlier. Of the elements, 24 (twenty-four, 12 in each case) cor-
respond to entities and 21 (twenty-one, 9 fromHeather’s case
and 12 from Kim’s case) correspond to binary relationships
(i.e., they are tuples). The elements are distinct across cases,
so the set of all subjects maps 1–1 to D. The authors also
define the authoritative way by which the elements are sup-
posed to be classified/modeled. Their distribution can be seen
in Table 2. The authoritative responses are the same between
the two languages. For example, the authoritative responses
for “organization” in intention models are the same as those
of the term from goal models it replaces (“actor”). In other
words,we assume that the designers of the language for inten-
tion models believe that “organization” is a good term for
representing concept actor (Tables 3, 4 and 5).

4.2.3 Instruments and process

Given the languages, the two world descriptions and the ele-
ments, the experimental instruments for acquiring participant
ratings and attitudinal data are developed. The instruments
are survey-like on-line sequences of screens, and in each
screen the participants are presented with information and/or
asked for their input. Psytoolkit is used to develop and host
the instruments [20, 21]. Two such instruments are devel-

Table 3 Accuracy measures for entities (%) for goal models Vgm and
intention models Vim . In brackets the 2.5th and 97.5th percentiles of the
bootstrapping distribution

Concept Recall Precision

Goal Models (Vgm):

Actor 100 [100,100] 91.55 [82.08,96.05]

Goal 90.21 [84.74,93.85] 92.81 [87.7,95.86]

Belief 91.35 [85.76,96.04] 82.61 [76.12,88.15]

Intention Models (Vi m):

Organization 71.43 [60.81,80] 70.42 [60,79.87]

Goal 40.26 [33.25,46.96] 79.49 [68.63,87.85]

Objective 22.32 [15.12,31.17] 17.73 [12.26,25.12]

Table 4 Accuracy measures for relationships (%). In brackets the 2.5th
and 97.5th percentiles of the bootstrapping distribution

Concept Recall Precision

Goal Models (Vgm):

wants-to 93.41 [88.54,96.95] 93.41 [88.54,96.95]

believes-that 96.15 [92.67,99.90] 75.76 [65,82.96]

motivates 84.62 [73.83,91.57] 71.43 [62.33,80.14]

is-a-means-to 90.77 [80.36,95.88] 80.82 [72.28,87.28]

Intention Models (Vi m):

wants-to 77.55 [68.79,85.09] 73.79 [65.64,81.18]

intends-to 8.93 [3.16,19] 5.43 [2.02,11.13]

prevents 8.57 [3.9,14.93] 46.15 [17.84,73.22]

is-a-means-to 92.86 [85.61,97.38] 69.89 [61.69,77.99]

Table 5 Participants counts and ages by condition and sex

Condition Sex Average age Count

Goal models Female 29 4

Male 27 9

Intention models Female 26 2

Male 26 12

oped, one for each language. Participants are assigned to each
language/instrument randomly and in a between-subjects
manner. The following are the main contents of the instru-
ments in this sequence:
Video presentation. Participants first watch a video pre-
sentation of the corresponding language (4:46min for goal
models, 4:40min for intention models). Concepts are pre-
sented with a definition and examples. We discuss the choice
of training time and administration method from the view-
point of internal and external validity in Sect. 6.
Comprehension test. Subsequently, participants respond to
a set of questions assessing attendance and comprehension of
the videos. They are asked tomatch definitions and examples
offered in the videos of the preceding screen with the corre-
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sponding concepts. More than three (3) erroneous responses
out of the six (6) plus eight (8) questions about entities and
relationships forwhich an authoritative correct exists, respec-
tively, disqualifies the participant.
Main rating exercises. In two subsequent screens, Heather’s
and Kim’s cases are presented on top of each page. Below
the description, the elements that require rating are listed.
For simplicity, the ones that require an entity rating are sep-
arated from the ones that require a relationship rating; so the
authors designate what element should be classified under
a unary term and what under a binary one. Below each
element the inventory of entities or relationships of the lan-
guage in question is offered, augmented with the “None of
the above” (henceforth “None” for brevity) option and
using square select-all-that-apply type check-box widgets.
For example ‘‘Heather” is presented as a concept element
below which the inventory {Actor, Goal, Belief, None} is
added in the goal model instrument and the inventory {Orga-
nization, Goal, Objective, None} in the intention model
one. Thus, other than the inventories, for each description
(Heather’s case vs. Kim’s case), the two rating pages (the
one presented to the goal models group and the one shown to
the intention models group) are identical in terms of descrip-
tions and elements to be classified. However, the elements in
each category (unary concepts and binary relationships) are
provided in a random order.
Self reporting. After the video presentations and both before
and after the rating exercises are completed, participants are
asked to evaluate the language in various ways. In three (3)
separate screens participants are asked to: (a) rate from0 to 10
(default 5) the “relevance” of each concept in the language
they worked with, (b) rate from 0 to 10 completeness of the
entities and, separately, the relationships of the language (i.e.,
whether they thought that “the set of concepts included in
the language [...] were sufficient for characterizing relevant
parts in the described cases” and that “No more [concepts]
need to be added to the set to make it more complete”, (c)
for each pair of entities and each pair of relationships, rate
from 0 to 10 the conceptual overlap between the members
of the pair, i.e., the extent to which they “refer to the same
thing”.Wenote that the overlap questions screen (c) precedes
the classification exercises, whereas the other two questions
succeed the exercises in the task ordering.
Demographics In the last screen participants offer demo-
graphic information.

Participation is solicited from the on-line participant pool
Prolific [22, 23]. Participants are required to be based in an
English speaking country (UK, US, Canada, Australia, New
Zealand) and have an undergraduate degree in Computer
Science or Computing (IT), according to self-reported infor-
mation. The input from a total of 30 participants is solicited,
15 for each condition/language. The rationale for the targeted

sample size is purely pragmatic: we want to investigate if a
language designer with a relatively modest budget for par-
ticipant inducements (our main cost, excluding re-test fees,
was about £200, in 2022 prices) has enough statistical power
to identify at least some statistically significant results.

4.3 Metric implementations

Let us now discuss metric implementations that are suitable
for the particular instruments and the data they offer. Let us
first observe that the two languages, goal models (gm) and
intention models (im) have vocabularies (arities in parenthe-
ses) Vgm = {“actor”(1), “goal”(1), “belief”(1), “wants-
to”(2), “believes-that”(2),“motivates”(2),“is-a-means-to”-
(2)} and Vim = {“organization”(1), “goal”(1), “objective”-
(1),“wants-to”(2),“intends-to”(2),“prevents”(2),
“is-a-means-to”(2)}. There is a set of two descriptions E =
{e1, e2}, corresponding to Heather’s and Kim’s cases, and a
total of 45 domain elements and tuples thereof are defined
D = {(Kim), ((Heather), (introduce a loyalty program)), . . .}.
Given that each element ofD appears in only one description,
a total of 45 subjects are rated by two groups Pgm and Pim

of participant raters assigned to each language.
Let function n : P × S × V �→ {0, 1}, be n(p, s, v) = 1

if rater p ∈ P has classified s = (d, e) under v ∈ V , and
n(p, s, v) = 0 otherwise. Consider also an additional special
term vNA representing the “None” rating.

Denote the marginal sums:

n(·, s, v) =
∑

p∈P

n(p, s, v)

n(p, ·, v) =
∑

s∈(D×E)

n(p, s, v)

n(p, s, ·) =
∑

v∈V

n(p, s, v)

Such sums over more than one variable, or over con-
stituents of subjects (elements or descriptions), are under-
stood normally. For example n(p, (d, ·), ·) = ∑

e∈E

(∑
v∈V

n(p, (d, e), v)), representing the set of ratings in which
participant p classifies element d under some term and
n(·, (d, ·), ·) = ∑

p∈P n(p, (d, ·), ·) is the set of all ratings
on subjects that mention element d. Notice that the above
summations over V do not include vNA as vNA /∈ V .

Then we can implement the metrics we discussed earlier
as described in the following subsections. All implementa-
tions are based on a common idea. Firstly, a numerical value
for representing per-observation intensity is defined, allow-
ing for the construction of a set of intensity values for all
observations. Then, quantiles are used for the measurement
of prevalence allowing us to identify the lowest or highest
occurred intensity of the issue after the exclusion of outliers.
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4.3.1 Construct deficit

Recall, first, that, by metric definition, we have evidence of
construct deficit when |DNA| ≥ l, for a small threshold l,
where DNA is the set of elements whose number of ratings
is below a threshold, DNA = {d ∈ D | |Nd | ≤ t, t =
0 or small}. In the instrument used in this experiment, partici-
pants explicitly rate subjects as unclassifiable through ratings
to the special term vNA. Hence, let NNA

d be the set of classi-
fication instances in which d is classified in vNA. For clarity,
Nd represents non-NA classifications of d, and the two sets
Nd and NNA

d are, hence, disjoint.
To construct our operationalization we need a measure

of |Nd | being small and, subsequently, a measure of |DNA|
being large. For the former, rather than using |Nd | in absolute
terms, we compare |Nd | to |Nd | + |NNA

d | by forming the
ratio of the two. The result, which lies in the interval [0,1],
is subtracted from 1 so that the greater the value the more
the evidence of deficit. Hence: 1 − |Nd |/ (|Nd | + |NNA

d |) =
|NNA

d |/ (|Nd | + |NNA
d |). Given the form of our instrument,

|Nd | = n(·, (d, ·), ·) and |NNA
d | = n(·, (d, ·), vNA).

The above handles intensity. To measure prevalence we
consider the set of intensity values for all d ∈ D and examine
the maximum, if one deficit-intense d suffices as evidence
(i.e., l = 1), or a large quantile, if we demand more than one
such d’s to exist beforewe conclude deficit of the vocabulary.
Hence the final metric is:

defV = Qc
({

n(·, (d, ·), vNA)
n(·, (d, ·), ·) + n(·, (d, ·), vNA) | d ∈ D

})

where Qc(X) is the c-th percentile of the set X , e.g., c = 100
(so: max) or c = 90 (90th percentile). We also define the per
participant deficit using the same ratio:

defpp
V (p) = Qc

({
n(p, (d, ·), vNA)

n(p, (d, ·), ·) + n(p, (d, ·), vNA)
| d ∈ D

})

Per-participant deficit allows for statistical analyses. In
our case, we compare two independent samples, def pp

Vgm
=

{defpp
Vgm

(p) | p ∈ Pgm} and def pp
Vim

= {defpp
Vim

(p) | p ∈ Pim}
of, we assume, independent and identically distributed (i.i.d.)
values.

4.3.2 Construct excess

Recall that we defined B to be the set of all subjects that
have been classified to some signifier and B∅

v the subset of
B containing subjects that no or few participants classified
specifically under v: B∅

v = {s ∈ B| |R(s, v)| ≤ t, small t}.
We, then, observed that if it is actually all or most of the
subjects in B that enjoy few or no classifications under v,
i.e., |B\B∅

v | ≤ l for some small l ≥ 0, this is evidence of v’s
construct excess: v is not used for classifications.

As above, let us first construct the intensity aspect.
Observe that in our case |R(s, v)| = n(·, s, v) (number
of raters that classified s under v) and is bounded by |P|
(total number or raters). Set then t ′ = t/|P|. If the quantity
U (s, v) = n(·, s, v)/|P| ≤ t ′ for some s, this is evidence
of v being excessive with respect to s. Hence, U (s, v) is our
intensity metric (the lower it is, the more the excess intensity
with respect to s, v).

Prevalence is then measured by the extent to which the
number of subjects in S for which U (s, v) is small (i.e., B∅

v )
approaches the total number of subjects rated (i.e., B). We
again use a percentile to see if this is observed in few, most
or all subjects. Hence, the comprehensive metric:

excV (v) = 1 − Qc({U (s, v) | s ∈ S})

... is close to 1when v is excessive. Qc is the c-th percentile as
above—likely c = 100 in practice, or lower for less tolerance
with respect to prevalence.

A similar construct can also be defined on a per-participant
basis. Recall that n(p, ·, v) is the total number of subjects that
participant p rated under term v—bounded now by the total
number of subjects |S|. Then:

excpp
V (p, v) = 1 − n(p, ·, v)

|S|
Finally, for a per-participant measure of the excess of an

entire vocabulary v ∈ V we can simply calculate some statis-
tic over the set of excess values of individual constituent
concepts. Using the mean as an example:

excpp
V (p) = mean

({
excpp

V (p, v) | v ∈ V
})

As above, in our example, samples excpp
Vgm

=
{
excpp

Vgm
(p) | p ∈ P

}
and excpp

Vim
=

{
excpp

Vim
(p) | p ∈ P

}

can be used for statistically comparing the construct excess of
twovocabularies in their entirety,while samples excpp

Vgm
(v) =

{
excpp

Vgm
(p, v) | p ∈ P

}
and excpp

Vim
(v′) =

{
excpp

Vim
(p, v′) |

p ∈ P}, allow comparison of term v with, e.g., a candidate
replacement v′.

4.3.3 Construct redundancy

Let us first calculate overlap between signifiers v1 and v2
on the basis of pairwise disagreements involving the two
concepts over themaximumsuch disagreements can possibly
be. The following can be shown to be an adequate measure
of that:

oV (s, v1, v2) = n(·, s, v1) × n(·, s, v2)

�n(·, s, ·)/2� × �n(·, s, ·)/2�
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Let Lvv′ = Lv ∪ Lv′ = {s ∈ S|((n(·, s, v) ≥ α ×
n(·, s, ·)) ∨ (n(·, s, v′) ≥ α × n(·, s, ·)))}, α ∈ [0, 1], be
the set of subjects in S for which at least a fraction α of the
total classifications they received was under v or v′; i.e. the
set of subjects that are relevant with respect to either v or v′.

Let then ovV (v, v′) = {oV (s, v, v′) | s ∈ Lvv′ } be the
set of overlap measures between v and v′ over all relevant
subjects. Recall that redundancy is measured by the preva-
lence of high overlaps, specifically the extent to which there
are elements of ovV (v, v′) that are small, for some v′ �= v.
Hence, as above, construct redundancy for v can bemeasured
by:

rdnV (v) = max
v′∈V\{v}

{Qc[ovV (v, v′)]}

i.e., the maximum overlap exhibited in comparison to every
other construct,measured as theminimum(c=0) or other low
percentile of the elementary overlaps that occurred between
v and the other construct. In other words, we develop a set of
overlap values of v with every other signifier v′; the values
represent the intensity aspect. Then, through the quantile, we
assess prevalence by examining if most or all of those values
are actually high.

Note that the mean (or other statistic) over the elements
of ovV (v, v′) offers a quick descriptive indicator of overlap
ovV (v, v′).

As above, we can define overlap per participant, if the
instrument allows multiple ratings per subject, as is our case
here. Firstly the elementary overlap in the ratings of a par-
ticipant on a subject is again defined as:

oV (p, s, v1, v2) = n(p, s, v1) × n(p, s, v2)

�n(p, s, ·)/2� × �n(p, s, ·)/2�

and likewise the overlap between v and v′ according to par-
ticipant p can be the average or other statistic of the observed
overlaps over subjects, such as:

opp
V

(
p, v, v′) = mean({o (

p, s, v, v′) | s ∈ S})

Note that here we consider all subjects, not just the rel-
evant ones. Given this construct we can compare, e.g.,
term v′ in language gm versus its alternative v′′ in lan-
guage im with respect to its overlap to v by comparing the

samples ovpp
Vgm

(
v, v′) =

{
opp

Vgm

(
p, v, v′) |p ∈ Pgm

}
with

ovpp
Vim

(
v, v′′) =

{
opp

Vim

(
p, v, v′′) |p ∈ Pim

}
, assuming that

the two competing languages are rated by distinct groups of
raters Pgm and Pim to be able to assume independence.

4.3.4 Accuracy

Given the set of authoritative ratings, we can also define three
functions:

acc(p, s, v) =
{
1, if n(pa, s, v) = 1 and n(p, s, v) = 1
0, otherwise

def (p, s, v) =
{
1, if n(pa, s, v) = 1 and n(p, s, v) = 0
0, otherwise

exc(p, s, v) =
{
1, if n(pa, s, v) = 0 and n(p, s, v) = 1
0, otherwise

The marginal totals as per the above notation acc(·, ·, v),
def (·, ·, v), and exc(·, ·, v) offer a raw measure of the accu-
racy, deficiency and scope excess of a given term. For
example exc(·, ·, v) = ∑

p∈P
∑

s∈S exc(p, s, v) measures
the total number of ratings that involved concept v, when
the authoritative rating was v′ �= v. Further, acc(p, ·, v),
def (p, ·, v), and exc(p, ·, v) count the corresponding raw
occurrences for a single participant p while for the whole
vocabulary we have the marginals acc(·, ·, ·), def (·, ·, ·), and
exc(·, ·, ·). For descriptive analysis, the raw numbers can be
used to develop Euler diagrams for visualizing the quality
and level of misalignment. We show examples below.

Additional indicators of the accuracy of the language that
can be derived from the above are precision and recall. Pre-
cision (prec) measures the proportion of rater classifications
that are in agreement with the authoritative, while recall (rec)
measures the proportion of authoritative classifications that
are also performed by raters. Hence, focusing on term v,
while precision is the number of “true positives” acc(·, ·, v)

over the total number of “positives” acc(·, ·, v)+exc(·, ·, v),
recall is the number of “true positives” over the total number
of “true” elements acc(·, ·, v) + de f (·, ·, v):

precV (v) = acc(·, ·, v)/(acc(·, ·, v) + exc(·, ·, v))

recV (v) = acc(·, ·, v)/(acc(·, ·, v) + de f (·, ·, v))

The per-participant metrics, amenable to statistical compar-
isons are:

precpp
V (p, v) = acc(p, ·, v)/(acc(p, ·, v) + exc(p, ·, v))

recpp
V (p, v) = acc(p, ·, v)/(acc(p, ·, v) + de f (p, ·, v))

And similarly we can define metrics for the entire vocab-
ulary on a per-participant basis:

precpp
V (p) = acc(p, ·, ·)/(acc(p, ·, ·) + exc(p, ·, ·))

recpp
V (p) = acc(p, ·, ·)/(acc(p, ·, ·) + de f (p, ·, ·))
In our example, sets such as:

recpp
Vgm

(“goal′′) = {precpp
Vgm

(p, “goal′′) | p ∈ P}, or
precpp

Vim
= {precpp

Vim
(p) | p ∈ P}

can be used for statistical inferences about the recall or
precision of a term or of an entire vocabulary, respectively.
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4.4 Hypotheses

Having defined the operationalizations we are now in the
position to express our experimental hypotheses. Based on
how we engineered the two languages, we devised a number
of such hypotheses about the metrics’ results that have to
be true if the metrics indeed detect the manufactured issues
and only those issues. A summary of the hypotheses can
be viewed in Tables 6, 9 and 11. Each of the identified
hypotheses is evaluated qualitatively and, whenever avail-
able, through inferential statistics.

Let us first offer a high-level description ofwhatwe expect
to observe given the manipulations we performed to the goal
modeling language in order to produce the intention model-
ing one, and how these expectations can be translated into
the testable hypotheses.

General indicators. In general, the manufactured inten-
tion models are expected to have an overall lower accuracy
(A.1 and A.2 in Table 6), higher deficit (D.1., D.2. in Table
9), due to the absence of the “belief” and “believes-that”
concepts, as well as higher excess E.1 due to “prevents” and
possibly due to the introduced overlaps with ‘‘objective” and
‘‘intends-to”. We are next looking at metrics concerning the
specific interventions we made in the language.

Turning “actor” to “organization”. With this change we
use a termwith a narrow extension to describe a concept with
a broader one. As such, we expect the construct to exhibit
higher levels of scope deficiency and, likewise, lower levels
of recall than the “actor” counterpart (A.3 in Table 6).

Replacing “belief” with “objective”. With this change
we use a term to describe phenomena that should better be
described by the original term.We expect, thus, the new term
to result to less precision and recall compared to the term it
replaces (A.4). In addition, the new term now overlaps with
“goal”. We, thus, expect such overlap to be observed (O.1
in Table 11) and be higher than the one between “goal” and
“belief” (O.2). The concepts with the overlap are also likely
to exhibit high redundancy (O.3).

Replacing “believes-that” with “intends-to”. As above,
the latter termwill exhibit lower accuracy (A.5), high overlap
with “wants-to” (O.1–O.2) and high redundancy (O.3).

Replacing “motivates” with “prevents”. This is similar
to the previous two replacements with the additional issue
of excess, as there are not examples of a prevents concept
in the elements set and descriptions. Specifically we expect
the element to demonstrate high scope deficiency and low
recall (A.6) compared to the term it replaces (i.e., few will
guess—rightly—that“prevents” is a term that describes con-
cept motivates). It will also present high excess (E.2, E.3).

Keeping “is-a-means-to” as is. We expect that all mea-
sures related to the concept are similar between the two
languages (A.7, E.4). Note that while “goal” and “wants-

to” also stay the same, metrics relating to them may still be
affected by their overlap with “intention” and “intends-to”.

Self reported data. When comparing observational with
self-reported data we should observe that there is a negative
correlation between deficit and reported completeness (S.1),
a negative correlation between excess and reported relevance
for each term (S.2) and a positive correlation between the
observed and reported overlap (S.3). In addition we test if
the self-reported data independently reveal the expected dif-
ferences between the languageswith regards to deficit, excess
and overlaps (S.4).

Test-retest reliability. We finally perform a test-retest
reliability analysis focused on the goal models, whereby the
participants are called back to redo the same test, and the
agreement between the two responses ismeasured.Weexpect
that the level of agreement is substantial for the majority of
participants, supporting the reliability of the instrument and
process (T.1).

Of all the hypotheses (Tables 6, 9 and 11), those in the
groups A, D, E and O attempt to answer RQ2, except for
hypothesesA.7 and E.4which addressRQ3, while hypothe-
ses in S address RQ4. Of all these hypotheses, twenty-three
(23) are tested statistically, and given that they are all based
on the same data, we perform a Bonferroni adjustment to
our Type I error threshold. To allow for equal treatment
of all measured aspects the family-wise threshold, 0.05, is
firstly shared equally to the five (5) groups of hypotheses
where statistical tests are planned (corresponding to letters
A, D, E, O, S). Then in each group, the discounted thresh-
old α = 0.05/5 = 0.01 is further divided by the number
of hypotheses tested for each group. For example, for accu-
racy (A), we conduct ten (10) experiments with an alpha
level of 0.01/10 = 0.001. Independent sample Wilcoxon
rank-sum tests are reported (statistic W , p value, and effect
size r ) unless otherwise noted. Several hypotheses, however,
do not allow for statistical analysis and are hence explored
descriptively. Note also that RQ1, which concerns the over-
all feasibility of the endeavor, is responded to qualitatively at
the end of the analysis, while the reliability aspect embedded
in that research question is addressed through the test-retest
analysis (T.1).

5 Results2

The input from thirty (30) participants is solicited, and fifteen
(15) are assigned to each treatment. Of those who took part,
two (2) and one (1) participants are excluded in each of the
two treatments, goal and intention models, respectively, due
to them failing three (3) ormore simple video comprehension

2 All acquired data as well as analysis scripts in R can be found in the
accompanying reproducibility package [24].
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questions. The gender and age characteristics of participants
can be found in Table 5.

In the rest of the sectionwe present the results on accuracy,
deficit, excess, redundancy, relationship to self reported data,
and the test-retest analysis in that order.

5.1 Accuracy

The results for accuracy can be found in Tables 3 and 4 for
entities and relationships, respectively. In the tables, the recall
and precision measures for each concept are given. The 95%
confidence interval presented in the brackets is created by
bootstrapping [25] accuracy, excess and deficiency values
1000 times and conservatively calculating accuracy and pre-
cision based on the corresponding quantiles of the collected
values.

Recall that we expect that goal model concepts will evoke
more accurate responses for most concepts and the overall
metric. We find this to be the case for most concepts and
collectively the difference to be qualitatively salient (A.1—
85.1% and 92% vs. 48.9% and 45.9% precision and recall for
goal models and intention models, respectively) and statisti-
cally significant (A.2—Wilcoxon rank sum W = 168, p <

0.001, r = 0.72 (large) and W = 179, p < 0.001, r =
0.82 (large) for precision and recall on the per-participant
metrics, respectively). The only possible exception is the high
precision value for “goal” in intention models: we expected
that many elements authoritatively defined as “goal” will
be in fact classified as “objective”, yielding lower precision
than the one observed. In fact, it appears that of the two
overlapping terms the first one was used the most. Further,
“organization” appears to show a moderately high accuracy
in intention models. We rather expect a relatively low recall
and a precision potentially as high as that of “actor” in goal
models. A look into the data shows that many participants
rate subjects such as “Heather”, “Supervisor” as “orga-
nizations”, hence, the unexpectedly high recall. The lower
precision can be attributed to the facts that there is only one
subject in the set that is truly an “organization” and preci-
sion depends on it alone collecting all accurate responses.
This emerges in excess as well—more below.

Pairwise comparisons between concepts also turn out as
expected. Firstly, term “organization” has lower recall than
the concept it replaces (A.3—W = 143, p < 0.001, r =
0.6 (large)). Further, the hypothesized (A.4) precision and
recall differences between “belief” and “objective” are
found to be statistically significant W = 181, p <

0.001, r = 0.85 (large) and W = 178.5, p < 0.001, r =
0.84 (large) and so are the differences between “believes-
that” and its replacement “intends-to” for both precision
and recall (A.5—W = 181, p < 0.001, r = 0.89 (large)
and W = 182, p < 0.001, r = 0.91 (large)). Lastly, the
“prevents” relationship, which has been deliberately added

Fig. 4 Euler accuracy diagrams for entities

Fig. 5 Euler accuracy diagrams for relationships

to trigger construct excess, is found to have, as expected,
low recall compared to “motivates” (A.6—W = 172, p <

0.001, r = 0.81 (large)).
Finally, the relationship “is-a-means-to” shows some dif-

ferences between the two languages which however, do not
appear to be substantial compared to the other concepts (A.7).
A α = 0.05 equivalence test for a large effect size (1) fails,
which is unsurprising given our small sample size.

A graphical view of the accuracy result can be rendered in
the form of Euler accuracy diagrams such as those of Figs. 4
and 5, where the scope fineness and scope excess of each
term can also be reviewed.

5.2 Construct deficit

We hypothesize that intention models will exhibit higher
deficit than goal models. This is due to the absence terms
“belief” and“believes-that” in intentionmodels. Recall that,
to measure construct deficit, we use the rate by which the
“None” option is selected by participants for each element
and we identify the maximum and/or upper quantiles across
all these rates. The result can be seen in Table 7. The values
in the table clearly indicate the increased deficit in intention
models (D.1), in both intensity (how big the numbers are)
and prevalence (how persistent high numbers are as quan-
tiles lower).
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Table 6 The experimental
hypotheses: accuracy a >m b is
interpreted into a one-tail
Wilcoxon test for independent
samples a and b Outcomes:
observed qualitatively (�), and,
where statistical test is
applicable, passes (�), fails
(�)

H1 Description Tests Outcome

Accuracy

A.1. The vocabulary-wide accuracy
metrics will be higher for goal
models than for intention models.
Pattern exhibited in individual
terms except "is-a-means-to".

precVgm
(v1) > precVim

(v2) and
recVgm (v1) > recVim (v2)except
“is-a-means-to" for
v1 ∈ Vgm , v2 ∈ Vgm except
“is-a-means-to"

precVgm
> precVim

and

�(with comments)

recVgm > recVim �

A.2. Per-participant accuracy precpp
gm >m precpp

im ��

higher for goal models. recpp
gm >m recpp

im ��

A.3. “Organization" has less
per-participant recall and

recpp
gm(“actor") >m

recpp
im (“organization")

��

more deficiency than “actor". “organization" has higher deficiency
than “actor" �

A.4. “Belief" has higher per-participant
precision and recall than
“objective".

precgm(“belief ") >m
precim(“objective") ��

recgm(“belief ") >m
recim(“objective") ��

A.5. As above between “believes-that"
and “intends-to".

precpp
gm(“believes-that") >m

precpp
im (“intends-to")

��

recpp
gm(“believes-that") >m

recpp
im (“intends-to")

��

A.6. In intention models “prevents"
exhibits low recall compared to
“motivates".

recpp
gm(“motivates") >m

recpp
im (“prevents")

��

A.7. All accuracy measures of
“is-a-means-to" remain about the
same across languages.

precVgm
(v) � precVim

(v)

recVgm (v) � recVim (v)
(��)

Table 7 Deficit measures for goal models (Vgm ) and intention models
(Vim ): maximum observed, and 95th, 90th and 75th quantile

Type Max q95 q90 q75

Vgm Entities 0.29 0.14 0.11 0.07

Relationships 0.07 0.07 0.06 0.00

Vim Entities 0.86 0.71 0.67 0.36

Relationships 1.00 0.60 0.50 0.35

We can, further, statistically compare the per-participant
deficit between the two languages (D.2). Indeed, for both
entities (W = 19, p < 0.001, r = 0.69 (large)) and rela-
tionships (W = 0, p < 0.001, r = 0.87 (large)) intention
models exhibit more deficit, with difference between means
0.206 and 0.174, respectively.

5.3 Construct excess

The construct excess calculated for each of the concepts of
the languages can be viewed in Table 8. Recall that here

Table 8 Excess per concept. (*) = comparison between line items (e.g.
Actor vs. Organization) significant at p = 0.0033/7 = 0.00048 after
Bonferroni correction for the 7 comparisons—significance tests over
per-participant measures

Goal models Intention models
Concept Exc Concept Exc p

Goal 0.00 Goal 0.36 0.12

Belief 0.00 Objective 0.07 0*

Actor 0.00 Organization 0.14 0.23

wants-to 0.00 wants-to 0.14 0.82

believes-that 0.00 intends-to 0.14 0.04

motivates 0.08 prevents 0.50 0*

is-a-means-to 0.00 is-a-means-to 0.00 0.18

we expect “prevents” to be clearly excessive and, further,
due to this concept and the introduced overlaps, the entire
intention models language to be more excessive as well. The
indicators are as expected, though the statistical test compar-
ing the two languages does not meet our discounted alpha
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Table 10 Redundancy indexes

Language Concept Min q10 q25 Median

Goal models Actor 0.00 0.00 0.00 0.00

Belief 0.00 0.00 0.21 0.26

Goal 0.00 0.00 0.21 0.26

believes-that 0.00 0.00 0.00 0.05

is-a-means-to 0.00 0.00 0.01 0.29

motivates 0.00 0.00 0.02 0.29

wants-to 0.00 0.00 0.02 0.20

Intention models Goal 0.00 0.15 0.36 0.66

Objective 0.00 0.15 0.36 0.66

Organization 0.00 0.00 0.00 0.05

intends-to 0.00 0.03 0.07 0.27

is-a-means-to 0.00 0.00 0.03 0.11

prevents 0.00 0.00 0.00 0.00

wants-to 0.00 0.03 0.07 0.27

threshold W = 132, p = 0.0246 (E.1). That there is only
one clearly excessive term may be a contributor to this. In
terms of individual excess measures, the highest is for “pre-
vents” in intention models (0.5) while non-zero indications
appear also in concepts “goal”,“objective”, “wants-to” and
“intends-to” due to the overlaps in which some participants
consistently use mostly one of the concepts in the overlap-
ping pair. These are, again, expected (E.2) (Table 9).

We can further preform statistical comparisons of the per-
participant excess for each of the pairs of corresponding
concepts of the languages. The comparison between “moti-
vates” and “prevents”, which is of interest here (E.3) yields
a significant result – W = 0.5, p < 0.001, r = 0.87 (large).
However, so is one more comparison (“goal”, between the
two languages), which can be explained due to its overlaps
with “objective”. In other words, if an overlap is observed,
then the concepts participating in the overlap may naturally
exhibit increased excess.

Wefinally observe that themetric does not seem tobepick-
ing up false positives (E.4) with one exception. All excess
measures of goal models are zero as expected and so is inten-
tion model concept “is-a-means-to”, exactly as expected.
However, “organization” appears to exhibit some excess in
intention models, which is harder to explain than the simi-
lar effects in “goal” or “wants-do”—which are likely due to
the overlapping relationships with “objective” and “intends-
to”, respectively. Looking into the data, we find that this is
due to the fact that there is only one true organization in
the elements (“On-line travel agency”), and, hence, only one
chance for the signifier to attract enough participant ratings
to be deemed non-excessive. This did not happen in our data:
there were some “detractors” with respect to assigning that
subject to“organization” and, of course, less“organization”
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Fig. 6 Overlap Chart (α = 0.1)

ratings in other subjects (e.g. “Heather”)—though still sub-
stantial as we saw in our discussion on accuracy. Hence a
non-zero excess.

5.4 Overlaps and redundancy

To explore redundancy, the first exploratory step is to cal-
culate overlaps for all pairs of concepts. The overlap charts
of Fig. 6 show average overlaps over all relevant items. All
overlaps for goal models appear to be bounded by 0.35,
while in intention models the overlaps between “goal” and
“objective” (0.58) and “wants-to" and “intends-to” (0.47)
stand out as exactly expected (O.1). However, the overlaps
between “goal” and “belief” (0.34) and “motivates” with
“is-a-means-to” (0.3) in goal models, also stand out com-
pared to other pairs.While the latter overlap can be explained
by the ease by which the elements belonging to each concept
can be confused, the former is less easy to explain.

Calculations of overlaps per participant are also pertinent
in this analysis. Of the statistical tests comparing the two
benchmark pairs (O.2), one rejects the null (relationships -
W = 42, p = 0.0049, r = 0.5 (large)) but one fails (entities
- W = 59, p = 0.056). The latter appears to be due to the
high overlap we observed between goal and belief.

Finally, as per the operationalizations, to specifically study
redundancy of a concept we need to collect a low-quantile
(over subjects) of the relevant overlaps that the concept

exhibits in relation to each other concept. For the analysis,
we set a relevance threshold to α = 0.1, i.e. an element is
relevant for the calculation of an overlap involving two con-
cepts if at least 10% of the total ratings the element receives
are for either one of the concepts involved in the pair.

Results for intention models can be found in Table 10.
Thus, although the minima are all zero, based on 10th
percentiles, for “goal” and “objective” the corresponding
redundancy indices are 0.15 and for the “wants-to” and
“intends-to”0.03.Thismeans that ifwe take away10%of the
subjects with the lowest overlap, the next lowest overlap that
is observed between the terms of those two pairs is non-zero.
As we increase the quantile, other pairs emerge, for which,
however, we are less confident that they overlap, in that, in
higher quantiles sensitivity increases, i.e., a larger number
of non-overlapping subjects needs to be ignored. Thus, the
aforementioned strong overlap between “goal” and “belief”
is observed at the 25th percentile in the form of redundancy
for both concepts. Notice that, despite this overlap, when
confronted with a decision to include in the language either
“objective” or “belief”, designers will not choose the for-
mer, as its overlap with “goal” is greater—Fig. 6. They will
likely investigate the specific examples or seek to obtain data
from a larger sample.

The above seem to confirm expectations (O.3), with the
caveat that exploration of various quantiles is needed (Table
10) instead of blindly relying on, e.g. the minimum overlap
(Table 11).
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Table 11 The experimental
hypotheses: overlap, redundancy
and relationship to self-reported
data
a >m b is interpreted into a
one-tail Wilcoxon test for
independent samples a and b
Outcomes: observed
qualitatively (�), not observed
qualitatively (�), and, where
statistical test is applicable,
passes (�), fails (�)

H1 Description Tests Outcome

Overlap

O.1. Overlaps between “goal"
and “objective" and
between “wants-to" and
“intends-to" are
substantially higher than
all other pairs.

�
(with comments)

ovVim (“goal", “objective")
and

ovVim (“wants − to", “intends − to")

are higher than all other
overlaps

O.2. The above pairs overlap
(per participant) more in
intention models than in
goal models after
replacing the original
concepts.

ovpp
Vim

(“goal", “objective") >m

��
ovpp

Vgm
(“goal", “belie f ")

ovpp
Vim

(“wants − to", “intends − to") >m

��
ovpp

Vgm
(“wants − to", “believes − that")

O.3. Redundancy is higher in the
above four concepts
compared to all other
concepts.

rdnVim (v) for

�

r ∈
{“goal",“objective",“wants-
to",“intends-to"}

vs. other v’s in Vgm and Vim

Self-Reported

S.1. There is negative correlation
between self-reported
completeness and
per-participant observed
deficit def pp

V (both
languages)

Kendall’s τ between the two samples ��

S.2. There is a negative
correlation between the
self-reported relevance
and per-participant excess
excpp

V (v) (all concepts)

Kendall’s τ between the two samples ��

S.3. There is a positive
correlation between the
self-reported and the
per-participant observed
overlap ovpp

V (v, v′)

Kendall’s τ between the two samples ��

S.4. Self-reported values for
deficit (all concepts),
excess (targeted data) and
overlap (targeted pairs)
differ between the two
languages.

Deficit (all concepts) ��

Excess (“motivates" vs.
“prevents") ��

Overlaps (all self-reported
data on O.2 pairs) ��

Retest

T.1. There is substantial
agreement between the
two consecutive responses
(main test and retest) for
most participants.

Observational data
(Cohen’s kappa) �

Self-reported Data
(Krippendorff’s alpha) �

5.5 Self-reported data

Let us now turn our focus to the self-reported data and their
correlation to the observed data, as well as their ability to
detect the differences between the two languages.

Deficit. Participants are asked to rate the degree to which
they found the vocabulary to be complete. The higher the

grade the more complete they found the vocabulary to be.
Naturally we expect a negative correlation between the
observed deficit and the reported completeness (S.1). Con-
sidering all data, a negative correlation is indeed observed
τ = −0.25, p = 0.0054 which however does not pass
our discounted alpha threshold in terms of statistical sig-
nificance. Comparing the self-reported deficit between the
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two languages, however (S.4), turns out to be significant,
W = 539.5, p = 0.0012, r = 0.41 (moderate).

Excess. Participants are asked to rate each term with
respect to its relevance. It is expected, therefore, that there
would be a negative correlation between the self-reported rel-
evance and the observed excess (S.2). This indeed turns out
to be the case—considering, again all data, the correlation
test is significant, Kendall τ = −0.27, p < 0.001. Com-
paring the self-reported excess between “motivates” and its
unfortunate replacement, “prevents” (S.4), also turns out to
be significant: W = 31.5, p = 0.0019, r = 0.56 (large).

Overlap. Participants are also asked to rate the overlap
between pairs of entities and relationships. We again expect
these ratings to correlate positively with the measured over-
laps. Indeed, the analysis for all data yields a statistically
significant positive correlation: τ = 0.37, p < 0.001 (S.3).
In addition, when restricting self-reported data to the pairs
of interest (“goal” and “belief” vs. “goal” and “objective”,
as well as, “wants-to” and “believes-that” vs. “wants-to”
and “intends-to”) the overlap ratings of the pairs belonging
to goal models are lower than those belonging to intention
models (S.4)—W = 74.5, p < 0.001, r = 0.65 (large).

5.6 Test–retest reliability

A final concern is that of instrument reliability, which is part
of our question whether devising an instrument operational-
izing the proposed metrics is at all possible (RQ1). We are
specifically testing whether the same participants in different
points in time offer responses that are the same or similar.
This is known as test-retest reliability [26]. To measure it we
invite participants to redo the exact same instrument activi-
ties some time after they performed them for the first time.
We set that time to be two (2) weeks. From the two sets of
data points we calculate Cohen’s kappa coefficient [18].

Through test-retest reliability we are interested in mea-
suring the way we elicit responses (e.g. the exact lan-
guage we use to ask the questions, the intuitiveness and
understandability of the on-line instrument, other prag-
matic/implementation aspects that may affect reliable mea-
surement) rather than the language itself. Hence, in choosing
which participants to invite for a retest, we need to con-
sider that the issues that have been manufactured in intention
models are expected to evoke inconsistent responses, con-
founding our effort to measure reliability of the instrument
per se. We, hence, restrict our focus to participants originally
assigned to goal models, inviting those who offered quali-
fied responses, and ignore participants assigned to intention
models.

Of those invited, all thirteen (13) qualify again. The equal
number of kappa values that result from the analysis are
indeed high: the median value is 0.85 and twelve (12) out
of the thirteen (13) values are 0.61 or more, while eight (8)

are 0.81 and more. According to Landis and Koch’s charac-
terisations [27], 0.61 or higher and 0.81 or higher indicate
substantial and almost perfect agreement, respectively. We
consider these to be strong evidence of test–retest reliability.
The distribution of values can be viewed in Fig. 7.

A different picture emerges from the parts of the instru-
ment used for eliciting participant opinions on concept
overlaps, excess, and vocabulary incompleteness. Given that
these are acquired using interval scales, we use Krippen-
dorff’s alpha for measuring agreement [17]. The correspond-
ing medians are now 0.64, 0.57, and 0.05 for the questions
asking about overlaps for each concept, relevance of each
concept (the reverse of excess) and vocabulary incomplete-
ness (measuring deficit), respectively. Accordingly, seven
(7), five (5), and one (1) retest participants, respectively,
agree with their previous input by an alpha of 0.61 or
more. Thus, with the possible exception of self-reported
overlaps, the questions eliciting participant opinion cannot
be deemed to offer sufficient reliability for direct precise
measurement—versus, e.g., a rough preliminary comparison
between designs (S.4).

6 Study conclusions and validity threats

6.1 Key findings

Let us now summarize the findings of our experimental study,
comment on how they informour research questions, and dis-
cuss the main threats to validity that it faces. which has no
obvious design issues, and another, intention models, which
has obvious issues deliberatelymanufactured in it. The exper-
iment aimed at exploring whether the proposed framework
can be applied in practice (RQ1), whether it detects issues
that are expected (RQ2) without detecting also issues that
do not exist (RQ3), and how its results compare with ratings
generated by the participants themselves (RQ4).

The results show that the constructs we devise indeed
discover almost all issues that are expected (RQ2), either
descriptively, i.e., through inspection of the sample data,
or statistically/inferentially, i.e., allowing generalization to
the entire participant population. For example, the deficit of
intention models emerged in the results (hypothesesD.1. and
D.2.), the excessiveness of “prevents” was observed (E.2.
and E.3.), and the overlaps introduced in intention models
emerged as well (O.1. - O.3., though one test fails).

There is further limited evidence of false positives (RQ3).
The term “is-a-means-to” evoked low excess and accurate
responses in both languages (e.g.,E.4 andA.7) and, with one
potential exception (“goal” vs. “belief”), there are no over-
laps other than the ones expected (O.3). Equivalence tests,
however,would require amuch larger sample size.Moreover,
more research can be done to investigate whether measures
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of well-designed concepts and terms are otherwise affected
by design flaws in other concepts of the same language.
For example, the precision measures of “is-a-means-to” are
slightly lower in intention models than in goal models – see
Table 4. In other words, a healthy term such as “is-a-means-
to” can be erroneously employed to classify elements for
which there is deficit (e.g., “motivates”) hurting its own
quality measures. More generally, reviewers of the results of
an analysis must carefully reason about the indications and
their context (descriptions and elements), rather than auto-
matically drawing conclusions, such as assuming that a term
such as “is-a-means-to” is coarse just because precisionmay
appear to be somewhat lower.

With regards to self-reported data they are found to be
consistent with the observational ones (RQ4). Firstly, the
two sets of data are correlated in the expected way, which
constitutes additional validation evidence for the observa-
tional measures. At the same time, self-reported data alone
can pick up the quality differences between the two languages
(S.4). It needs to be emphasized, however, that both deficit
and excess questions are asked after the classification tasks
are performed and strongly rely on the participants experi-
ence with that task. As such, (a) there is no evidence that they
can be used in place of (rather than in addition to) the obser-
vational component, in order to make rough evaluations of
the language, and (b) like the observational measures, they
depend on the choice of descriptions and elements. This is,
nevertheless, not the case with self-reported overlaps, which
are asked before participants are exposed to any descriptions
or elements. Hence, the overlap self-reporting questions can
potentially replace the more expensive observational com-
ponent, though more investigation is needed to confirm this
possibility. Finally, while the self-reported data can offer a
rough comparison between two languages, the exact numeric
value they provide may not be reliable enough to be used as
an absolute measure, as the test-retest analysis reveals. This
does not seem to be the case with the observational compo-
nent, which exhibited good test-retest quality (T.1).

Finally, we can conclude that generatingmeaningful oper-
ationalizations of the metrics is possible (RQ1) in that it
allows the development of instruments that both yield mean-
ingful data, as observed above, and show high-levels of
reliability (T.1).

6.2 Validity threats and limitations

Like any empirical study, ours is also exposed to validity
threats. These validity threats concern not only the present
study but any practical application of the proposed frame-
work. Hence, we discuss the most important ones—external,
internal and construct validity—aiming at commenting both
on our study and on possible limitations and pitfalls of the
proposed framework.

Fig. 7 Distribution of values for Cohen’s kappa measuring agreement
between 2 repeated administrations with the goal model group—two
weeks apart

In terms of external validity, our conclusions are influ-
enced by the choice of three kinds of samples: the par-
ticipants, the languages, and the descriptions and domain
elements. With regards to participants, the framework sug-
gests samples from the population of people who will
produce or consume models using the language in ques-
tion. For the specific experiment, the languages in question
are primarily meant to be used for requirements analysis.
We, hence, assume that the intended population is business
and requirements analysts. We, further, make the assumption
that these roles require an undergraduate degree in informa-
tion technology (IT). In opposition to this decision, it can
be argued that business analysts or other classes of stake-
holders who would use languages with concepts relating to
the ones we investigated may not need to have a technical
background. Nevertheless, we could not find any empiri-
cal evidence confirming or rejecting this assertion, despite
its intuitiveness. Regardless, restricting the sampled popula-
tion, at worst restricts the generalization class to people with
IT background. This does not interfere with our basic study
objectives which are to offer a demonstration of the valid-
ity of the proposed framework, assuming a language and
some audience for it. Future work could investigate the role
of individual differences in, e.g., the sensitivity or reliabil-
ity of instruments derived from the framework for different
vocabularies.

investigation (goals, beliefs, etc.), we have assumed that
participants with a Computer Science or Computing bache-
lor’s degree serve as a good enough proxy for a sample of
practicing requirements analysts.

Furthermore, the results are affected by the choice of
the languages under comparison. Firstly, we clarify that,
by design of the framework, findings of a study using one
language are specific to that language and not amenable
to systematic generalization to other languages. Consider-
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ing the languages used in the experiment, intention models
have issues that are unusual in their obviousness, leaving
one wondering if a more realistic comparison, between, e.g.,
two existing languages, would offer results of similar clarity.
However, the goal of this study is to establish the possibility
of detection of issues via comparison with an external crite-
rion, which, in our case, is the assumed obviousness of the
issues with one of the two languages. This criterion would
not have been reliable if the quality differences were not
intuitively clear, but, rather, a subject of debate or relative
viewpoint. For example, if we compared two existing and
actively supported languages, for which, hence, there is no
consensus as to which one is better designed, there would
be no commonly accepted criterion to compare our results
with. Nevertheless, while this design choice serves the pur-
pose of this introductory study, it makes our results difficult
to generalize to cases in which the differences between the
languages under comparison are more nuanced. It is possi-
ble, for example, that the metrics become too sensitive to
extraneous variables (e.g., expression and rater sampling)
when the language issues aremore subtle, casting themetrics
“noisy” and unreliable for comparisons. Hence, the question
of accuracy and precision of the proposedmetrics when qual-
ity differences are less conspicuous seems to be a matter to
be explored through follow-up applications and experiments.

Moreover, the choice of elements to be classified and the
descriptions fromwhich they are taken, may affect generaliz-
ability. A different set of elements or domains could arguably
offer us a different view of how goal models and intention
models differ. For instance, simply using, e.g., the bank-
ing or aviation domains instead of retail and travel that we
used, could have an effect on the result. Characteristics of the
description texts including, e.g., their format and structure,
their formality and specialization level, or their length may
affect the rating process. As we mentioned earlier, appli-
cation of the framework relies on the evaluators properly
identifying descriptions and elements that are representative
of the domains of interest and also complete with regards to
the concerns they wish to model. The exact methodology for
identifying, developing, and evaluating suchmaterial, aswell
as the ways by which bias can be inserted in it requires fur-
ther investigation, likely focused on methodological aspects.
One approach, for example, is to complement the forma-
tive evaluations performed by the designers with summative
ones performed by independent evaluators, each group cre-
ating their own evaluation set (descriptions and elements). If
the suspicion of biased sampling is stronger, such evaluation
could even be double-blind: as designers are not aware of the
evaluation set when they design their language, independent
evaluators are not aware of the language concepts as they
sample the test set, either.

An additional concern is that of scalability of the met-
rics to languages with more concepts, from both an external

validity and a practicality viewpoint. Factors that are affected
by larger languages include substantially heavier training
requirements, longer and more cumbersome instruments
(e.g., inventory questionnaires with long lists of choices),
and larger samples of required expressions and elements to
offer adequate coverage. Strategies for addressing these chal-
lenges seem to depend on the application at hand. A possible
approach is to perform targeted investigations to subsets of
the language. For example, a language like Archimate [10]
includes a total of several tens of elements and relation-
ships for modeling enterprise architecture (EA). Rather than
evaluating them all at once, one can observe that they are
thematically organized with respect to the exact EA layer
they are supposed to model (strategy, business, technology,
application, motivation, etc.). Experimenters may start by
tackling each layer separately, by, e.g., collecting expressions
and elements relating to a layer (e.g., strategy) and restrict-
ing data collection instruments to concepts included in that
layer (the strategy concepts). In other cases, evaluators may
want to study an arbitrary subset of concepts against a sus-
pected indication, such as measuring the construct excess or
precision of a specific term. Such a practice requires careful
explication of assumptions and validity threats. For exam-
ple, when arbitrarily focusing on a subset of terms, construct
deficit indications can be due to exclusion of relevant terms.

As a last comment on external validity, it is worth noting
that Peira can be seen as a platform suitable for systematically
performing replication studies. For example, the experiment
we conducted in this paper is easily replicable [24]. Replica-
tion researchersmay perform the exact same procedures with
a different participant sample, or, for a more indirect replica-
tion,may choose to e.g. use different descriptions and domain
elements. Peira facilitates replication through the explication
of recommended rating procedures andmetrics,whichmakes
them unambiguously reproducible.

Turning, further, to internal validity, a possible concern
is the grammatical properties of the elements vis-à-vis their
classification. Consider the elements “Heather”, “Introduce
more products”, and“Inflation is rising”under the goalmod-
eling language we discussed. Participants may classify these
elements under actor, goal, and belief, respectively, to the
satisfaction of the designers. However, it can be the case that
participants, informed by any amount of training, respond to
the grammatical format of the element rather than its mean-
ing: if it is a noun then it is an actor, if it is in imperativemood
it is a goal, and if it is in indicative mood it is a belief. This
way, a conceptualization that performs well in our measure-
ments, may fail in the real world where concept instances
may have not been extracted and articulated in the way the
participants were trained to. Again, here, the onus is on the
evaluators to foresee and rule out such effects. Thismay come
in a form of test elements and alternate grammatical formats.
For instance, elements “Storefront” and “The desired state
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of having introduced more products” could be introduced to
test if participants assign under “actor” just any noun or are
confused by presentations of “goal” that are more unusual
in daily discourse.

Moreover, training quality and duration is expected to
affect the results. A perfectly designed language may score
low because its guiding and training material is poor, or
because it simply takes a lot of exposure and practice to
learn. We have found training to be a recurring internal
validity issue in the empirical evaluation and comparison of
languages and models [28–30] and obvious solutions may
be expensive and complicated. For example, an approach to
address biases emerging in cases in which evaluators are pro-
ponents of one of the languages under comparison, is to allow
for a third disinterested party to develop the training material
and/or conduct the training. The effect of training can other-
wise be evaluated by holding all other factors constant and
varying training variables, either as separate experiments or
in the context of complex factorial designs, where training is
treated as a covariate.

Further, the choice of domain descriptions and domain
elements is a likely source of internal validity concerns. For
example, construct excess may be the result of omission of
key domain elements rather than a problem with the lan-
guage, while incomprehensible or ambiguous descriptions
may be the source of misclassifications not warranted by the
language design per se. As discussed, different strategies for
systematically developing descriptions need to be explored
in the future. An additional question is whether the descrip-
tions should be manufactured by the evaluators or sampled
from the domain and presented verbatim to participants. The
latter practice appears to lift the risk of insertion of bias by
the evaluators. However valid deficit measures rely on the
presence of descriptions that cover all relevant aspects the
language is meant to model. Thus, unless the study excludes
construct deficit investigation, evaluators need to consciously
sample descriptions to ensure such completeness.

An additional comment can be made with regards to
construct validity, that is, what is really measured in our
experiment and the framework in general. In practice, the
framework evaluates a package that consists of (a) a choice
of concepts, (b) a set of signifiers for representing those con-
cepts and, importantly, (c) a set of materials and/or training
activities for learning the language and its use. Low qual-
ity measures can be, hence, attributed to issues in any of
the three components. For example, lack of accuracy for a
concept may be because of the wrong choice of term to rep-
resent it, because the concept itself is too vague or foreign to
the daily experience of domain actors, or because the train-
ing guides and lessons did not explain it properly or used
bad examples. As above, replications may allow discerning
the exact issue. For example, if the accuracy issue remains
despite attempting different terms or definitions and training

examples, we may tend to believe that the choice of concept
is sub-optimal.

The key conclusion relating to the majority of the above
concerns seems to be thatwhile a single experimentmayoffer
us a preliminary idea of the quality of a language, thorough
evaluation may require a family of such experiments.

As a final comment, it is worth discussing how construct
overload, one of the four quality issues ofWand andWeber’s
framework [19], can be empirically measured. Recall that
construct overload refers to cases in which one term is used
to represent more than one concept. The proposed frame-
work does not introduce a concrete metric for it, in that the
construct is not available for direct observation through a
single round of user classifications. Rather, we propose that
overload is assessed through repeated studies in which the
language is altered and re-evaluated.

Consider the extreme example of a language with one and
only concept, termed “concept”. The language is bound to
produce very good qualities in terms of accuracy, deficit,
excess, or redundancy, as most raters will agree that most
subjects can be trivially classified under “concept”. We may
however suspect that it has high degrees of overload: the
term “concept” is probably used to refer to a variety of more
specialized concepts that we would be interested in refer-
ring to with different terms, increasing the expressiveness
of the language. We subsequently increase the granularity
[31] of the language via replacing this high-level term with
more specialized ones. If we subsequently observe that none
of the metrics of interest are substantially worsening, we
implicitly show that the original language suffered from con-
struct overload. It follows that overload can then be detected
methodologically: if we refine a language into one that per-
forms well in all other quality aspects, we implicitly indicate
the presence of remediable construct overload in the original
language.

7 Related work

Evaluation of modeling language quality has been an active
area of researchwithin the field of conceptual modeling. Sev-
eral efforts for organizing the dimensions along which such
quality can be characterized have been introduced, including
SEQUAL [16], as well as the Conceptual Modeling Qual-
ity Framework (CMQF) [32] which aims at combining ideas
from two earlier such frameworks by Wand and Weber [33]
and by Lindland et al. [34]. The central empirical constructs
we introduced here reflect SEQUAL’s quality dimensions
domain appropriateness and comprehensibility appropriate-
ness. In his own framework concerned primarily with visual
representation, Moody [35] uses the notions of semantic
transparency and semiotic clarity to describe whether visual
signifiers evoke the intended concepts. These frameworks
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offer a comprehensive view of aspects of language quality
that are important, and are often used for analytical evaluation
of modeling notations (e.g., [36]). However, development
of empirical (e.g., experimental) constructs and procedures,
such as the oneswe attempt in this paper, is important both for
systematically and reliably measuring such quality aspects
and for attaining a shared understanding of what such qual-
ity dimensions really mean. Work with a similar emphasis
on the measurement aspect, but with a stronger focus on
the organization of the overall empirical procedure has been
reported by Bork et al. [37, 38]

In the area of empirical conceptual modeling, substantial
effort has been dedicated towards assessing model under-
standability of various notations. An extensive survey of
relevant studies as a means to an introduction to the prob-
lematic of measuring understandability is offered by Houy
et al. [39]. Many such comprehensibility or other quality
assessment studies have been conducted in the area of goal
modeling from where our example languages have been
adopted [40–44]. The notion of intuitive comprehensibil-
ity, for example, has been intensively applied by Liaskos
et al. in various studies [28–30, 45], aimed at measuring the
level to which visual signifiers naturally (e.g., without spe-
cific training) evoke the meaning of the signified concept,
through observing inferences participants perform with the
models. Compared to these works, in the work we presented,
rather than merely detecting such misalignments, we attempt
a more refined characterization of the nature and quality of
misalignment between concept and its visual/verbal signi-
fier, and offer a toolset for systematically performing such
analyses.

Procedures similar to qualitative coding, such as annota-
tion of text, have been introduced in the area of ontology
engineering as well [46, 47], where application of notions of
inter-rater agreement [17, 18] have also been proposed [48].
Our work is also relevant to ontology learning techniques
whereby processes such as term extraction are utilized [49]
for identifying concept-describing terms from domain text.
Our approach shares with these efforts the principle of term
choices being grounded on domain information, albeit it pre-
sumes a design stage in which a set of candidate terms has
already been defined.

The use of formal ontology specifications has been under-
stood to be an additional way by which the sharedness
of ontological commitments is promoted [7]. This is done
through, e.g, formulation of properties of language terms that
follow from their intended meaning, i.e., are consequences
of the commitment. In addition, upper-level ontologies have
been proposed as one of the ways to analytically identify
issues with a language meta-model [50]. Empirical analysis,
such as the one we promote with the proposed framework,
is not meant to substitute but to complement other tools that

language evaluators have at their disposal for ensuring opti-
mal language design.

Finally, it is worth looking at the relationship of our
framework with representational measurement theory [51–
53]. The main concern in that context is the interpretation
of empirically observed qualitative relations into numerical
scales. Thus, construction of a scale requires the development
of a qualitative relational structure and its axioms (e.g., is it
transitive? is it reflexive? etc.), a mapping of that structure to
an appropriate axiom-satisfying numerical relational struc-
ture, and the identificationof allowable transformations of the
latter. On one hand, our core framework (the set of abstract
metrics) deliberately avoids proposing concrete scales. It
rather describes the principles under which such scales can
be constructed in terms of counting participant rating events.
Thus, it is up to instantiations of the framework to attempt
such analyses when warranted and meaningful. On the other
hand, however, proposing general axiomatizations to be part
or Peira’s key metrics can prove to be a useful future addition
to the framework, in that it offers a foundation for systemat-
ically developing concrete metrics.

8 Summary and future work

We presented Peira, a framework for empirically evaluating
modeling language ontology and vocabulary qualities. Peira
achieves this through first observing how samples of raters
from the intended language user population use the concept
representations to model relevant domain phenomena and
then using such data for calculating statistical measures indi-
cating a variety of types of issues. The framework defines
such types of issues in an abstract sense allowing adopters to
define concrete metrics that fit their specific interests, anal-
ysis plans, and data collection instruments. An experimental
study comparing two languages, one that is established and
widely studied against another where specific issues have
been introduced, reveals that the development of appropri-
ate instruments and operationalizations is possible and that
it allows for detecting the most important issues even with
few and conveniently sampled participants.

There are different directions towards which this work can
be extended. One is the conduct of more studies in order to
better understand themeasurement accuracy and the distribu-
tion ofmetric valueswhen evaluating different languages, the
role of participant and description/element sampling, or the
role of training methods, modes and durations. Such studies
can involve both artificial languages, so that a reliable exter-
nal criterion can be used for validating the metric results,
and real languages, so that the behavior of the metrics in the
presence of subtle issues is explored. Moreover, the more
studies of the latter kind are conducted and published using
the same constructs, the more it will be possible to estab-

123



1050 S. Liaskos et al.

lish publicly available populations of measures (test norms)
such that individual values can be characterized with respect
to their ranking in such populations. Development of such
norms are beneficial in the long term, as they will allow eval-
uations of designswithout the need for comparative analyses.

Alternative data collection instruments can alsobe attempt-
ed, such as constructive term-centered ones in which partici-
pants build extensions for each term in the language—versus
the subject-centered approach we applied in our study in
which each subject is classified to a term—or ones that allow
classification into visual signifiers in addition to just terms. In
parallel, work can be dedicated towards the development of
more reliable self-reporting instruments that can be used as a
companion or a cost-effective alternative to the observational
metrics that we presented. Establishing reliability is the first
step towards standardization of such instruments, which, in
turn, brings the benefit of systematic data acquisition, as well
as comparability with similar studies and, again, test norms.
Finally, a measurement-theoretic analysis of the proposed
metrics—both observational and self-reporting—appears to
be an important step to both paving the way for system-
atic definition of operationalizations and, through developing
appropriate axiomatizations within such work, better defin-
ing the corresponding quality notions (overload, semantic
overlap, etc.).

We believe that progress in these fronts would greatly
assist the design of intuitive and comprehensibility and
domain appropriate conceptual modeling languages, which
are, in turn, crucial to the analysis, design, and development
of software-intensive systems.

References

1. Fettke, P.: How conceptual modeling is used. Commun. Assoc. Inf.
Syst. 25, 43 (2009). https://doi.org/10.17705/1CAIS.02543

2. Davies, I., Green, P., Rosemann, M., Indulska, M., Gallo, S.: How
do practitioners use conceptual modeling in practice? Data Knowl.
Eng. 58(3), 358–380 (2006). https://doi.org/10.1016/j.datak.2005.
07.007

3. Olivé, A.: Conceptual Modeling of Information Systems. Springer,
Berlin, Heidelberg (2007)

4. Borgida, A.T., Chaudhri, V.K., Giorgini, P., Yu, E.S. (eds.): Con-
ceptualModeling: Foundations and Applications. Springer, Berlin,
Heidelberg (2009)

5. Mylopoulos, J., Borgida, A., Jarke, M., Koubarakis, M.: Telos:
representing knowledge about information systems. ACM Trans.
Inf. Syst. 8(4), 325–362 (1990). https://doi.org/10.1145/102675.
102676

6. Karagiannis, D., Khun, H.: Metamodelling platforms. In: Proceed-
ings of the Third International Conference on E-commerce and
Web Technology (EC-Web 2002), pp. 182–197 (2002)

7. Guarino, N., Oberle, D., Staab, S.: What is an ontology? In: Staab,
S., Studer, R. (eds.) Handbook on Ontologies, pp. 1–17. Springer,
Berlin (2009). https://doi.org/10.1007/978-3-540-92673-3_0

8. Object Management Group: OMG Unified Modeling Language
(OMGUML)—Version 2.5.1. (2017). Object Management Group.
https://www.omg.org/spec/UML/2.5.1/PDF

9. Dalpiaz, F., Franch, X., Horkoff, J.: iStar 2.0 language guide.
The computing research repository (CoRR) abs/1605.0 (2016)
arXiv:1605.07767

10. The Open Group: ArchiMate® 3.1 specification. Technical report
(2019)

11. What’s New in ArchiMate 2.0? https://blog.opengroup.org/2012/
01/31/whats-new-in-archimate-2-0/ (2012)

12. What’s new in the ArchiMate 3.0 modeling language? https://blog.
opengroup.org/2016/06/14/whats-new-in-archimate-3-0/ (2016)

13. ArchiMate ® 3.1 Specification: The new version of the
standard. https://blog.opengroup.org/2012/01/31/whats-new-in-
archimate-2-0/ (2019)

14. Liaskos, S., Mylopoulos, J., Khan, S.M.: Empirically evaluating
the semantic qualities of language vocabularies. In: Ghose, A.K.,
Horkoff, J., Souza, V.E.S., Parsons, J., Evermann, J. (eds.) Proceed-
ings of the 40th International Conference on Conceptual Modeling
(ER 2021). Lecture Notes in Computer Science, vol. 13011, pp.
330–344. Springer, Berlin, Heidelberg (2021). https://doi.org/10.
1007/978-3-030-89022-3_26

15. Dickover, M.E., McGowan, C.L., Ross, D.T.: Software design
using: SADT. In: Proceedings of the 1977AnnualConferenceof the
ACM.ACM’77, pp. 125–133.Association forComputingMachin-
ery, New York, NY, USA (1977). https://doi.org/10.1145/800179.
810192

16. Krogstie, J.: Model-Based Development and Evolution of Infor-
mation Systems. Springer, Berlin, Heidelberg (2012)

17. Krippendorff, K.: Content Analysis: An Introduction to It Method-
ology. SAGE, Thousand Oaks, London, New Delhi (2004)

18. Gwet, K.L.: Handbook of Inter-rater Reliability: The Definitive
Guide to Measuring the Extent of Agreement Among Raters.
Advanced Analytics, LLC, Gaithersburg (2014)

19. Wand, Y., Weber, R.: On the ontological expressiveness of infor-
mation systems analysis and design grammars. Inf. Syst. J. 3(4),
217–237 (1993)

20. Stoet, G.: PsyToolkit: a software package for programming psy-
chological experiments using Linux. Behav. Res. Methods 42(4),
1096–1104 (2010). https://doi.org/10.3758/BRM.42.4.1096

21. Stoet, G.: PsyToolkit: a novelweb-basedmethod for running online
questionnaires and reaction-time experiments. Teach. Psychol.
44(1), 24–31 (2017). https://doi.org/10.1177/0098628316677643

22. Prolific. https://www.prolific.co/ (2022)
23. Peer, E., Rothschild, D., Gordon, A., Evernden, Z., Damer, E.:

Data quality of platforms and panels for online behavioral research.
Behav. Res. Methods 54(4), 1643–1662 (2022). https://doi.org/10.
3758/s13428-021-01694-3

24. Liaskos, S., Zarbaf, S.: Replication data for: empirically evaluating
modeling language ontologies: the Peira Framework. https://doi.
org/10.5683/SP3/O1E4PL .

25. Dikta, G., Scheer, M.: Bootstrap Methods With Applications in
R, 1st edn. Springer, Berlin, Heidelberg (2021). https://doi.org/10.
1007/978-3-030-73480-0

26. Rosnow, R.L., Rosenthal, R.: Beginning Behavioral Research: A
Conceptual Primer, 6th edn. Pearson Prentice Hall, NJ (2008)

27. Landis, J.R., Koch, G.G.: The measurement of observer agreement
for categorical data. Biometrics 33(1), 159–174 (1977). https://doi.
org/10.2307/2529310

28. Alothman, N., Zhian, M., Liaskos, S.: User perception of numeric
contribution semantics for goalmodels: an exploratory experiment.
In: Proceedings of the 36th InternationalConference onConceptual
Modeling (ER 2017), Xi’an, China, pp. 451–465 (2017). http://
www.yorku.ca/liaskos/Docs/ER17.pdf

29. Liaskos, S., Ronse, A., Zhian, M.: Assessing the intuitive-
ness of qualitative contribution relationships in goal models: an

123

https://doi.org/10.17705/1CAIS.02543
https://doi.org/10.1016/j.datak.2005.07.007
https://doi.org/10.1016/j.datak.2005.07.007
https://doi.org/10.1145/102675.102676
https://doi.org/10.1145/102675.102676
https://doi.org/10.1007/978-3-540-92673-3_0
https://www.omg.org/spec/UML/2.5.1/PDF
http://arxiv.org/abs/1605.07767
https://blog.opengroup.org/2012/01/31/whats-new-in-archimate-2-0/
https://blog.opengroup.org/2012/01/31/whats-new-in-archimate-2-0/
https://blog.opengroup.org/2016/06/14/whats-new-in-archimate-3-0/
https://blog.opengroup.org/2016/06/14/whats-new-in-archimate-3-0/
https://blog.opengroup.org/2012/01/31/whats-new-in-archimate-2-0/
https://blog.opengroup.org/2012/01/31/whats-new-in-archimate-2-0/
https://doi.org/10.1007/978-3-030-89022-3_26
https://doi.org/10.1007/978-3-030-89022-3_26
https://doi.org/10.1145/800179.810192
https://doi.org/10.1145/800179.810192
https://doi.org/10.3758/BRM.42.4.1096
https://doi.org/10.1177/0098628316677643
https://www.prolific.co/
https://doi.org/10.3758/s13428-021-01694-3
https://doi.org/10.3758/s13428-021-01694-3
https://doi.org/10.5683/SP3/O1E4PL
https://doi.org/10.5683/SP3/O1E4PL
https://doi.org/10.1007/978-3-030-73480-0
https://doi.org/10.1007/978-3-030-73480-0
https://doi.org/10.2307/2529310
https://doi.org/10.2307/2529310
http://www.yorku.ca/liaskos/Docs/ER17.pdf
http://www.yorku.ca/liaskos/Docs/ER17.pdf


Empirically evaluating modeling language ontologies: the Peira framework 1051

exploratory experiment. In: Proceedings of the 11th ACM/IEEE
International Symposium on Empirical Software Engineering and
Measurement (ESEM’17), Toronto, Canada, pp. 466–471 (2017).
http://www.yorku.ca/liaskos/Docs/ESEM17.pdf

30. Liaskos, S., Dundjerovic, T., Gabriel, G.: Comparing alter-
native goal model visualizations for decision making: an
exploratory experiment. In: Proceedings of the 33rd Annual
ACM Symposium on Applied Computing (SAC’18), Pau,
France, pp. 1272–1281 (2018). http://www.yorku.ca/liaskos/
Papers/SAC2018/Visualizations/SAC2018.pdf

31. Henderson-Sellers, B., Gonzalez-Perez, C.: Granularity in concep-
tual modelling: application to metamodels. In: Proceedings of the
29th International Conference onConceptualModeling (ER 2010),
Vancouver, BC, Canada, pp. 219–232 (2010)

32. Nelson, H.J., Poels, G., Genero, M., Piattini, M.: A conceptual
modeling quality framework. Softw. Qual. J. 20, 201–228 (2012)

33. Wand, Y.,Weber, R.: Toward a theory of the deep structure of infor-
mation systems. In: Proceedings of the Conference on Information
Systems (ICIS 1990), pp. 61–71 (1990)

34. Lindland, O.I., Sindre, G., Solvberg, A.: Understanding quality in
conceptual modeling. IEEE Softw. 11(2), 42–49 (1994)

35. Moody, D.L.: The “physics" of notations: toward a scientific basis
for constructing visual notations in software engineering. IEEE
Trans. Softw. Eng. 35(6), 756–779 (2009). https://doi.org/10.1109/
TSE.2009.67

36. Moody, D.L., Heymans, P., Matulevičius, R.: Visual syntax does
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