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Abstract
Lately, the model-driven engineering community has been payingmore attention to the techniques offered by the search-based
software engineering community. However, even though the conformance ofmodels andmetamodels is a topic of great interest
for the modeling community, the works that address model-related problems through the use of search metaheuristics are not
taking full advantage of the strategies for handling nonconforming individuals. The search space can be huge when searching
in model artifacts (magnitudes of around 10150 for models of 500 elements). By handling the nonconforming individuals, the
search space can be drastically reduced. In this work, we present a set of nine generic strategies for handling nonconforming
individuals that are ready to be applied to model artifacts. The strategies are independent from the application domain and
only include constraints derived from the meta-object facility. In addition, we evaluate the strategies with two industrial case
studies using an evolutionary algorithm to locate features in models. The results show that the use of the strategies presented
can reduce the number of generations needed to reach the solution by 90% of the original value. Generic strategies such as
the ones presented in this work could lead to the emergence of more complex fitness functions for searches in models or even
new applications for the search metaheuristics in model-related problems.

Keywords Model-driven engineering (MDE) · Search-based software engineering (SBSE) · Feature location (FL) ·
Evolutionary algorithm (EA)

1 Introduction

Since the term search-based software engineering (SBSE)
was coined [46] in 2001, it has attractedmany research efforts
from many different research fields such as testing [3,6],
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maintenance [47], requirements [47] and Software Product
Lines [45]. Part of the success of SBSE resides in the fact
that many of the problems present in the field of software
engineering can be expressed in a way that can be success-
fully addressed by existing metaheuristic algorithms, such
as evolutionary algorithms. In fact, only three key ingredi-
ents are needed to begin: (1) a representation (encoding) of
the problem, (2) the definition of a fitness function and (3)
the definition of a set of operators. Then, candidate solutions
(which are encoded following the representation chosen) are
evolved (by applying the operators) and are evaluated (by the
fitness function) in an iterative process until optimal solutions
to the problem are found.

Similarly, model-driven engineering (MDE) [52] aims
to facilitate the development of complex systems by using
models as themain artifacts of the software development pro-
cess. However, with the widespread application of MDE to
larger and more complex systems, new software engineering
issues are emerging to support the development, evolution
and maintenance of large models. SBSE techniques are best
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applied in situations where a large search space is present
with a set of conflicting constraints.

This has led to the combination of MDE and SBSE tech-
niques into a new field of study known as search-based
model-driven engineering (SBMDE) [14,53], where search-
based techniques are applied for MDE-related tasks, such as
discovering or optimizing models, automatically generating
test procedures, and maintaining consistency between mod-
els and metamodels.

However, when applying SBSE to model artifacts, the
search space can grow too large (amodel of 500 elements can
yield a search space of around 10150 individuals [35]), mak-
ing the search impractical if the search space is not reduced.
Another problem that has originated when SBSE techniques
are applied to MDE is the generation of models that do not
conform to the metamodel. Conformance between the model
and its metamodel has been widely studied [39,72] and is
required by existing tools [62,80,81].

One solution for reducing the search space while manag-
ing the conformance between the metamodel and the models
generated by the search metaheuristic is the use of strate-
gies to handle nonconforming individuals. In other words,
the conformance between a model and its metamodel can be
formulated as a constraint that needs to be guaranteed by the
metaheuristic algorithm being applied. Therefore, we will
refer to conforming or nonconforming individuals, depend-
ing on whether or not the model encoded by the individual
conforms to its metamodel. There are several methods pro-
posed in the literature [19,60] to handle these constraints,
which belong to different categories:

Penalty functions The application of penalty functions to
the nonconforming individuals that hinders their spread
during the evolution. [10,51,75,89]
Strong encoding The use of a representation for the
problem that guarantees (by construction) that all the
individuals are conforming individuals [12].
Closed operators The use of operators that return con-
forming individuals as output when provided with con-
forming individuals as input [61].
Repair operators The use of repair operators that trans-
form nonconforming individuals into conforming ones.
[18,65,66]

The application of these strategies will result in a reduction
of the search space and fine-grained control over the con-
formance between the models and the metamodel. However,
most of the works in the literature do not apply these strate-
gies to MDE problems [19,60], or they do not encode model
artifacts as individuals. This results in a lack of strategies
to handle nonconforming individuals when working directly
with model artifacts as individuals.

The meta-object facility (MOF) [64] is a specification
from the Object Management Group to define a universal
metamodel for describing modeling languages. In this paper,
we present and compare nine different generic strategies
for coping with nonconforming individuals when applying
SBSE techniques that encode model artifacts built within
the MOF modeling space. Specifically, we present and com-
pare: (1) a set of five different penalty functions; (2) a strong
encoding and its associated operations; (3) a set of closed
operations; and (4) a set of two repair operators. All of these
strategies have been designed to work with MOF models as
individuals, and, therefore, are generic in the sense that they
do not contain any particularities of the application domain;
they only include constraints derived from the definition of
MOF models.

In our previous works [37,38] we have successfully
applied SBSE techniques to perform Feature Location in
Models (FLiM). Feature Location (FL) is one of the most
common activities performed by developers during software
maintenance and evolution [26] and is known as the process
of finding the set of software artifacts that realize a specific
feature. We use the FLiM problem as a running example
throughout the paper.

We evaluate the different strategies for coping with non-
conforming individuals by applying them to perform FLiM
on the product models from two industrial domains: BSH,
the leading manufacturer of home appliances in Europe; and
CAF, a leading company that manufactures railway solutions
all over the world. The evaluation is performed using two fit-
ness functions, an optimal fitness based on an oracle and a
state-of-the-art fitness based on textual similarity. The results
show that these strategies for handling nonconforming indi-
viduals can reduce the number of generations needed to reach
the solution to 90% of the original value. This can result in
gains in performance of more than 20% for some of the met-
rics analyzed. In addition, we provide a statistical analysis to
ensure the significance of the results obtained.

The community that is currently applying SBSE solutions
toMDEproblems is not taking full advantage of the improve-
ments that the use of strategies such as the one presented in
this paper can provide. Therefore, we want to provide evi-
dence of their benefits and contribute to the community with
a set of domain-independent strategies that have been evalu-
ated on two industrial case studies of FLiMandcanbe applied
by other researcherswhen applying SBSE toMDEproblems.
The strategies can be applied without modification to other
FLiM problems whose models are created with any MOF
domain-specific language expecting similar results. In addi-
tion, the encoding presented has been used in other SBMDE
problems as Bug Location [7] and Traceability Link Recov-
ery [70] and we expect similar results when applying the
strategies. For SBMDEproblems requiring a different encod-
ing (with expressiveness to generatemodel fragments that are
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not part of the parent model), modifications of the strategies
may be required, and further experimentation is needed to
evaluate if the results are similar.

The rest of the paper is structured as follows. Section 2
discusses related work. Section 3 establishes the foundations
for the rest of the paper, including the problem of FLiM and
the Evolutionary Algorithm that we use to address it, the
model and metamodel conformance, and the search space.
Section 4 presents the nine generic strategies for handling
the nonconforming individuals introduced in this work. Sec-
tion 5 presents the evaluation performed with two industrial
case studies. Section 6 provides a discussion of the results
obtained. Section 7 discusses the threats to validity, and
Sect. 8 concludes the paper.

2 Related work

This section presentsworks from the literature that are related
to the approach presented here. There are some works that
apply SBSE strategies to address MDE problems. However,
not all of them use models as the individuals; some apply the
searches to model transformation rules, while others focus
on the improvement of the metamodel through the use of
Object Constraint Language (OCL) rules. We also present
works about feature location in models. Finally, we discuss
works that are related to models in the context of a Software
Product Line.

2.1 Model transformation rules

Some works that apply EAs to models use model trans-
formation rules to encode the individuals. Nonconforming
individuals are mainly handled through repair operators or
death penalties:

The work from [2] applies a Non-dominated Sorting
Genetic Algorithm (NSGA) to the problem of rule-based,
design-space exploration. The aim is to find the candi-
dates that are reachable from an initial model by applying
a sequence of exploration rules. In that work, the authors
make use of a custom repair operator that fixes nonconform-
ing individuals. However, their individuals are encoded as
sequences of exploration rules, not models themselves, and,
therefore, their repair operator is specific to their particu-
lar domain. In our work individuals are encoded as model
fragments and the repair operators that we propose in this
paper can be applied to individuals encoding models from
any domain.

In [25], the authors apply search directly tomodel transfor-
mations, without the need for an intermediate representation.
The approach proposes the creation of model transformation
rules that are capable of performing the tasks associated with
an Evolutionary Algorithm (EA), such as the creation of the

initial population. The approach is applied to a problem of
resource allocation,where the nonconforming individuals are
pruned out through the use of one of these model transforma-
tion rules. Similarly to our work, the authors apply a death
penalty to prune out nonconforming individuals. However,
the rule that is used to identify those individuals is specific
to their particular domain, and cannot be applied to identify
nonconforming model fragments from other domains.

In [32], the authors present MOMoT, a tool that applies
SBSE strategies to optimize the set of model transforma-
tion rules needed to maximize the requested quality goals
of a given model. The approach is further refined in [31] to
include support formanyobjectives and an exhaustive perfor-
mance comparison of different search strategies is presented
in [13]. The toolmakes use of three different strategies to han-
dle duplicated or non-executable sets of transformations that
could arisewhen performing genetic operations. The first one
is the use of a death penalty, removing those transformations
sets. The second one is the replacement of the malformed
transformation by a random transformation (or a placeholder
transformation) so the set of transformations can be executed.
The third strategy is the use of a dedicated re-combination
operator (such as the partially matched crossover [42]) that
is able to consider some constraints avoiding the creation
of non-executable transformation sets. However, the strate-
gies used in those works are designed to work on individuals
encoding the order of the transformations, and cannot be
applied to repair nonconforming individuals that encode
model fragments. Furthermore, the impact of the use of those
strategies on the performance of the approach is not evalu-
ated.

In [15], the authors describe strategies for generating
closed operators. They use graph transformation rules to
encode the mutation operators that are then automatically
generated in the form of transformations. These operators
guarantee the consistency of the mutated models with the
metamodel multiplicity constraints. The resulting operators
are similar to the closed operators proposed in this work, but
their operators are generated taking into account the mul-
tiplicities from the metamodel. In this work, we obtain the
constraints for the closed operators from the inherent con-
straints of the metalanguage used to build the metamodels,
instead of using the multiplicities of the metamodel. In addi-
tion, our operations are designed to work over EA encoding
model fragments.

2.2 Metamodel enhancement

Other works try to enhance the metamodel to avoid the gen-
eration of models that should not be part of the modeling
space for that metamodel. This is usually done through the
use of the Object Constraint Language (OCL) rules defined
throughout the metamodel.
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In [43], the authors propose an approach that helps the
modeler find the boundaries of the modeling space of a meta-
model. To do this, the approach generates samples of all of
the models that can be built with a given metamodel and iter-
ates those samples (through a simulated annealing algorithm)
to maximize the coverage of the sample. Then, the sample is
presented to experts so that they can fix the metamodel if any
of the presentedmodels should not be allowed. By doing this,
the gap between the modeling space (all of the models that
are reachable from a metamodel) and the intended modeling
space (the models that the experts want to be built with the
metamodel) can be reduced, and the accuracy of the meta-
model can be increased. Similar to our work, their work deals
with nonconforming individuals. However, in [43], the unde-
sired individuals are identified by experts and then turned
into nonconforming by modifications of the metamodel that
was used to create the individuals. In its current form, their
approach cannot be applied to handle nonconforming indi-
viduals of a running EA.

In [29], the authors take two sets of models (one that
includes valid models and another one that includes invalid
models) and use an EA to automatically generate well-
formedness rules that are derived from the two sets of models
provided. As a result, they provide a set of OCL rules that
can be used to improve the metamodel into a more precise
metamodel + well-formedness rules.

Other works, such as [4], take into account the OCL con-
straints that are embedded throughout the metamodel and
try to generate sets of parameters that fulfill the OCL con-
straints with the aim of using them as test data. The approach
is further refined in [5] to include more types from OCL
and heuristics to guide the search. They compare themselves
with the most widely used OCL constraint solver, achiev-
ing better results. Similarly, the graph solver presented in
[78,79] generates consistent models of a designated size
from a specification defined by a metamodel and a set of
well-formedness constraints. However, these approaches do
not solve the problem of handling nonconforming individu-
als when using search strategies. They do take into account
constraints that models should fulfill and use EAs or other
generators to help in this task. In contrast, the strategies that
we present in this paper are designed to be applied to existing
searches inmodels that are not benefiting from the advantages
associated with the proper management of nonconforming
individuals.

In [86,87], the authors propose Crepe, a domain-specific
language (DSL) that can be used to specify individuals that
represent any model conforming to a specific metamodel.
Thus, they are able to encode individuals in the form of a
model (or model fragments) as we do in our work. In [88],
the authors report the generation of nonconforming individ-
uals when applying their encoding for models as individuals,
which allowed them to improve the DSL being used. In [56],

the authors identify the generation of nonconforming indi-
viduals in Crepe, and propose a repair operator to address this
issue. After an individual is modified, they use a re-coding
operation to repair the individual, preserving the semantics
of the model in those aspects not directly affected by the
crossover and mutation operations. However, individuals are
only partially repaired as the expressiveness of the operators
and encoding being used allows for the generation of individ-
uals that cannot be automatically repaired. We believe that
approaches such as [56,88] could be improved through the
use of the strategies to handle nonconforming individuals
presented in this paper.

2.3 Feature location inmodels

Some works from the literature focus only on capturing
guidelines and techniques for manual transformations of a
set of existing products into assets of a Software Product
Line. Those works are interesting because they are based on
industrial experiences; however, there is almost no automa-
tion in the process.

Other works [35,40,49,58,85,90,91] focus on the location
of features in models through comparisons with each other.
As a result, the variability is expressed in the form of a model
expressing the differences (which is eventually turned into a
Software Product Line). These include the following:

– The authors in [90] present a generic approach that is able
to perform comparisons of MOF models, resulting in the
features being located in the form of a CommonVariabil-
ity Model [82]. The approach in [90] was further refined
in [91] to allow the extension of the model capturing the
features, when new models are added to the comparison.
This reduces the complexity of the process, avoiding the
need for executing all of the comparisons from scratch
and allowing them to be performed incrementally.

– Wille et al. [85] present an approach based on an
exchangeable metric that is used to measure the sim-
ilarity between different attributes of the models. The
approach in [85] was further refined in [49] to minimize
the number of comparisons needed to obtain the model
representing the similarities and differences among the
different models.

– Martinez et al. [58] propose an extensible approach based
onmodels’ comparisons that can obtain the features from
a family of relatedmodels. The approach can be extended
through a system of templates, allowing the identification
of differences of any type ofmodel-based content (as long
as the comparison method is provided)

However, all of these approaches are based on mechani-
cal comparisons among the models, classifying the elements
based on their similarity, identifying the dissimilar elements
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and formalizing them as the feature realizations. In contrast,
in our work the feature location is applied to a single model,
so it does not rely on model comparisons to locate the fea-
tures; instead it relies on searches across the modeling space
performed by an EA.

Some of our previous works focus on the topic of fea-
ture location in models, ranging from approaches based on
comparisons [40] to human-in-the-loop approaches [35] or
searches based on metaheuristics [16,36–38]. One of them
focuses on the influence of genetic operations on the quality
of the results [71]. Some of them focus on the possibility of
sharing the information scattered among different engineers
in order to empower them to produce better queries that guide
the EA [68,69], while other works explore the use of Multi-
Objective Evolutionary Algorithms [16,70]. However, none
of those works has ever investigated the possibility of han-
dling nonconforming individuals to boost the search process,
as is the case in this work.

2.4 Software product lines

Finally, some works report problems when nonconform-
ing individuals are automatically generated by their genetic
operations in the context of a software product line. In
[20], the authors propose a representation of a software
product line architecture that can be used by search-based
techniques. This allows the optimization of the architecture
model through the use of different search operations. The
authors report the generation of some solutions that are non-
consistentwith their definitionof the product line architecture
that are repaired by a domain-dependant repair operator.

In [77], the authors present ETHOM, anEA that is capable
of generating computationally hard feature models in order
to use them to feed analysis tools for feature models. To
this end, the EA encodes feature models as a combination
of a tree and the related cross-tree constraints. Since the use
of this encoding leads to the generation of nonconforming
individuals, the authors use a repair operator or discard the
individual (death penalty), depending on the complexity of
repairing the individual. However, since the encoding used
by the authors is particular to their specific domain (their rep-
resentation of feature models), the repair operator proposed
is also particular to their domain and captures inconsistencies
that only occur in their representation of feature models. In
contrast, the strategies presented in our work are designed to
workwithmodels createdwith any domain-specific language
created using the meta-object facility [64] metalanguage,
improving its re-usability by different practitioners whose
domain-specific languages are created using MOF.

3 Overview of the problem

This section provides the foundation for the rest of the paper.
It describes the following: (1) what Feature Location in
Models is; (2) how it is achieved through an evolutionary
algorithm; (3) what model and metamodel conformance is
and what makes an individual nonconforming; (4) what the
search space iswhen searching formodel fragments andwhat
it looks like.

3.1 Feature location inmodels (FLiM)

Feature Location [26,74] is the process of identifying the set
of software artifacts that realize a specific feature. That is,
Feature Location requires to find and indicate all the soft-
ware artifacts that are used for the design, development and
further maintenance of a specific feature (such as require-
ments, source code, documentation, or tests). Depending on
the nature of the software artifacts and the features being
located, a different granularity may be applied; for instance,
when features are located across source code, a feature could
correspond to a single class, a set of methods from different
classes, some conditions inside a switch statement, or even a
whole package.

We define the Feature Location in Models (FLiM) as the
process of identifying the set of model elements that realize
a specific feature. The results of the FLiM process are model
fragments that represent a specific feature. At this point, it
is important to define what a model fragment [36–38] is: A
model fragment is always defined in reference to a parent
model. A model fragment is a subset of the elements of the
parentmodel. Therefore, all of themodel fragments of a given
parent model are subsets of the parent model.

Similarly to other software artifacts, the granularity can
vary depending on the nature of the models and the features
being located. Taking into account the MOF specification
from the Object Management Group (OMG) and our experi-
encewithmodels from industrial domains [37–39],we divide
the relevant elements of amodel into a set of atomic elements
(meta-class, meta-reference and meta-property), and we do
not consider further subdivisions of those units in this work.

To illustrate the elements, Fig. 1 (top-left) shows the
induction hob domain-specific language (IHDSL) meta-
model, which is a simplification1 of the DSL used by one
of our industrial partners. The DSL is used to model the
firmware of the Induction Hobs in the context of a model-
based software product line, where some of the features are
reused by different products. In the following, we explain the
concepts of meta-class, meta-reference and meta-property.

1 We use a simplification as running example in order to increase legi-
bility and due to intellectual property rights.
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IHDSL Metamodel

Induction
Hob

Inverter
pow:String
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Manager InductorProvider 

Channel
Consumer
Channel
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0..*

from fromto to

150
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G1 G2 G3 G4 G5 G6 G7 G8 G9G0
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G1 G2 G3 G4 G5 G6 G7 G8 G9G0
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1 1 1 1 1 0 0 0 10
G1 G2 G3 G4 G5 G6 G7 G8 G9G0

Model Fragment 2
(nonconforming individual)

inductors 0..*

pManagers
0..*

pChannels
0..*

inverters
0..*

1..1 1..1 1..1 1..1

Fig. 1 Running example including the induction hob domain-specific language (IHDSL) metamodel (top-left), the encoding of a parent model and
its mapping to the metamodel (bottom-left), and two model fragments encoded as individuals, one that is conforming and one that is nonconforming
(right)

Meta-class is the core element, holds a set of meta-
properties and meta-references, e.g., the Inductor meta-
class element from the metamodel in Fig. 1 (top-left).
Meta-reference relates two meta-class elements and
includes a source and a target meta-class element, a mul-
tiplicity for the target and the source meta-classes, and
a name. Meta-references can also be distinguished by
whether or not they are containment meta-references.
For instance, the inductorsmeta-reference from themeta-
model in Fig. 1 (top-left) is a containmentmeta-reference
whose source is the Induction Hob meta-class (multi-
plicity 1) and whose target is the Inductor meta-class
(multiplicity any), while the from meta-reference is a
meta-reference (non-containment) whose source is the
Provider Channel meta-class (multiplicity 1) and whose
target is the Inverter meta-class (multiplicity 1).
Meta-property gives information about a meta-class,
including themeta-property name, the type and the value.
For instance, the Inverter meta-class element from the
metamodel in Fig. 1 (top-left) contains a meta-property
named pow whose type is a String.

Based on this division, a model fragment is a subset of the
model elements that are present in the parent model, with
the granularity of the elements being meta-classes, meta-
references, or meta-properties.

3.2 Feature location inmodels by an evolutionary
algorithm (FLiMEA)

Figure 2 depicts an activity diagram for a generic EA.
First, a set of individuals is obtained (following a previously
designed specific representation) to be the initial population
of solution candidates for the EA. Then, a fitness function
is designed to assess the quality of individuals as solutions
to the problem. If the stop condition is met, the execution
ends; otherwise, a set of operators that is compatible with
the representation and capable of evolving the individuals is
executed to evolve the population. The following subsections
present each of the EA parts in detail.

3.2.1 Representation of the individuals

Traditionally, the representation used in EAs comes in the
form of binary strings [73]. For this EA, the individuals
encode model fragments that are defined in the context of a
parent model. Therefore, the representation needs to be able
to capture any model fragment that can be generated from a
given parent model. We use a binary string where each bit
in the sequence represents the presence or absence of one
specific element of the candidate solution.

In our case, the different elements that may or may not
be part of an individual are the ones defined in the previous
subsection (class, reference and property). Each of the ele-
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Population Assessed
Population

[stop]

[not stop]
Initialization Fitness

stop 
condition?

parent
selection parents

offspring crossovermutationoffspringreplacement

Fig. 2 Activity diagram for the evolutionary algorithm

ments present in the parent model will be ‘tagged’ with a
position in the binary string, and then the binary string will
be filled with either 0 (to indicate the absence of that element
in the model fragment) or 1 (to indicate the presence of that
element in the model fragment).

Figure 1 (bottom-left) shows a parent model of an exam-
ple Induction Hob that contains one of each of the elements
defined by the metamodel and the encoding associated with
it. All of the individuals encoded in reference to this parent
model will use a string of the same length, one gene for each
of the elements2 present in the parent model (G0 toG9, up to
a total of ten elements that may or may not be part of model
fragments of this parentmodel). It is important to note that all
of the elements (classes, references and properties) that are
present in the parent model need to be present in the encoded
binary string so that we are able to represent any possible
model fragment using it.

Figure 1 (right) shows two individuals that are encoded
in reference to this parent model (Model Fragment 1 and
Model Fragment 2). Below each individual, a string with ten
genes where the presence or absence of each element can
be indicated is depicted. For instance, Model Fragment 1
is composed of an Inverter class element (G0), a Provider
Channel class element (G3), aPowerManager class element
(G5), a from reference element (G2), a to reference element
(G4) and a pow property element (G1).

The function value(mf, i) is used to retrieve the value of a
gene of a given model fragment (mf) and a given gene index
i . For instance, the value(MF1, 2) is 1 while value(MF2, 0)
is 0 (Fig. 1).

It is important to note that the presented encoding can
be applied without changes to any MOF-compliant meta-
model since it is expressed at the level of the building blocks
of MOF metamodels. No domain-dependant information is
embedded into the encoding (although it is presented in the
context of a specific Induction Hob metamodel).

2 In this figure, the containment references and the root node are omitted
for simplicity.

3.2.2 Fitness function

The fitness function is used to evaluate how good each of
the individuals is as a solution to the problem. In the past
[33,37,38], we have successfully applied fitness functions
based on textual similarity between a feature definition and
a model fragment. However, we identified some issues that
influenced negatively the value of the fitness when using tex-
tual similarity as the fitness for FLiM [16]: (i) some feature
descriptions may be incomplete (guiding the search to an
incomplete model fragment), (ii) there may be vocabulary
mismatch (the specific concepts defining the feature are dif-
ferent from those present in the feature, even though both
represent the same concept), and (iii) theremay be some con-
cepts related to the domain that are not present in the model
fragments but that are present in the model transformation
rules applied afterward.

Therefore, in this work we perform the evaluation apply-
ing two different fitness functions. First, to isolate the effect
of the strategies used to handle nonconforming individuals
from the fitness function chosen, we make use of an optimal
fitness function. Secondly, to study the effect of the strate-
gies on a realistic scenario we apply a state-of-the-art fitness
function based on textual similarity.

TheOptimal Fitness function is used only for evaluation
purposes; it relies on an oracle to guide the search (and the
existence of an oracle is not always the case on real scenar-
ios). An oracle (or golden set) is a set of problems and the
solutions to those problems. In the case of FLiM,we have two
oracles that were extracted from industry that include a set
of problems of Feature Location in industrial models. Each
of them includes a parent model where the feature should
be located and a model fragment that realizes the feature.
By using this oracle as the fitness function, we can remove
the noise that is produced by fitness functions based on tex-
tual similarity, and focus only on the different strategies for
handling nonconforming individuals and their impact on the
search.
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Fig. 3 Example of the fitness calculation

fitness(m) =
n∑

i=0

g(i)

n

g(i) =
{
1 if value(m, i) = value(o, i)

−1 otherwise
.

(1)

wherem any given model fragment, n size of the model frag-
ment, o model fragment from the oracle.

Equation (1) shows how to compute the fitness of a model
fragment (m). The fitness is the result of adding the g(i)
values for all of the genes present in the model fragment
(from0 to n) and dividing the sumby the size of the fragment.
The g(i) is 1 if the gene value is the same in the model
fragment and in the oracle (value(m, i) = value(o, i)) or
−1, otherwise.

Figure 3 shows an example of the fitness calculation for
Model Fragment 1 (left). First, the binary string of the indi-
vidual is compared with the solution that was extracted from
the oracle (right). If the value of the gene is the same in both
model fragments, 1

10 (it is divided by ten as there are ten
genes) is added to the result. If the value of the gene is not
the same in both model fragments, 1

10 is subtracted from the
result. Finally, the resulting fitness(mf1) is equal to 6

10 .
The resulting fitness value of the model fragment ranges

from theworst value,−1 (if all of the genes are the opposite of
the oracle), to the best value, 1 (if all of the genes are the same
as the oracle). In the case of a randomly generated individual,
the fitness value should be close to 0 since the probability of
correctly guessing a gene is the same as incorrectly guessing
it.

TheTextual Similarity Fitness that we apply in this work
relies on Latent Semantic Indexing (LSI) [48] to determine
how similar is each of the individuals of the population com-
pared to a textual query that describes the feature being
located. Before comparing the textual query and the texts
obtained from the individuals of the population, texts need
to be homogenized through the use of Natural Language Pro-
cessing techniques [54].

First, the text is tokenized into words, different tokenizers
can be applied based on the type of text being processed (i.e.,
white space for regular text, camelCase or underscore for
source code). Secondly, the Parts-Of-Speech (POS) tagging
technique can be applied to identify the grammatical role of
each word, allowing to filter out some categories that do not
contain relevant information and may introduce noise in the
search process (i.e., prepositions). Thirdly, some words may
not contain semantic information when used in particular
domains (given their widespread), so they can be automat-
ically removed if a list of stop words or domain terms is
provided (e.g., in the induction hob domain, the word ‘hob’
will appear too many times, being no useful at all). Fourthly,
stemming or lemmatization techniques can be applied to
reduce the words to its root or lemma, enabling grouping and
comparison of terms from the same family (e.g., ‘induction’
and ‘inductors’ would be reduced to ‘induct’).

LSI builds a vector representation of the query and a set
of text documents, arranging them as a term-by document
co-occurrence matrix. The rows of the matrix include all the
terms present across the documents, the columns represent
each of the individuals of the population and the query as
last column, each cell indicates the number of occurrences
of a particular term in an individual (or the query). Then, the
matrix is decomposed applying the Singular Value Decom-
position [54], resulting in a set of vectors that represents the
latent semantic (one vector for each individual of the popu-
lation and one vector for the query). Then, to compare the
vectors we apply the cosine similarity between each of the
vectors representing an individual and the vector of the query,
resulting in the fitness value of each individual. The values
range from −1 (no similarity at all) to 1 (both vectors are the
same).

3.2.3 Genetic operators

There are four basic operators that are generally applied in
EAs (as depicted in Fig. 2):

Parent selection This operator selects the parents that
will be used as the basis for the new individuals of the
population. In this case,we use theRouletteWheel Selec-
tion operator. This selection strategy assigns a probability
of being selected to each individual in the population
proportional to their fitness score. As a result, the fittest
individuals are selected more often than individuals that
are unfitted.
Crossover The aim of the crossover operator is to com-
bine the genetic material from some individuals into new
ones. In our case, we use a crossover operation that is
based on a mask [37] that combines two parent individ-
uals into two new offspring individuals.
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Mutation The aim of the mutation operator is to emu-
late the spontaneous mutations that occur in nature. In
this case, we use an evenly distributed mutation where
each gene of each individual has the same probability of
undergoing a mutation.
Replacement The aim of the replacement operator is to
modify the population, adding the new offspring gen-
erated by the evolution and replacing some of the old
individuals of the population. In this case, we apply
widespread replacement of the least fit individuals by
the new offspring.

3.3 Model andmetamodel conformance

A model conforms to a metamodel if it is expressed by the
terms that are encoded in the metamodel. In other words,
the metamodel specifies all of the concepts used by the
model, and themodel uses those concepts following the rules
specified by the metamodel. Conformance between a model
and the metamodel can be described as a set of constraints
between the two [67,72]. For example, one of the constraints
could be that all multiplicities specified in references must
be fulfilled.

In addition, as presented in [30], current metamodel tech-
niques tend to define the metamodel as having two parts:
a domain structure that captures the context and relation-
ships used to build the models (typically expressed as class
diagrams), and well-formedness rules that impose further
constraints that must be satisfied by the models (typically
expressed as logical formulas). In this work, we focus on
the constraints imposed by the domain structure. The addi-
tional constraints imposed by the well-formedness rules are
out of the scope of this work, and some works on the topic
are available elsewhere [4,5].

MDE is built around the concept of modeling, and several
tasks can be automated through the use ofmodels and specific
tools (e.g., the generation of graphical editors and tools [62,
80] or model-to-text transformation [22]). However, those
tools implicitly require that models conform to a metamodel
in order to be used. Model and metamodel conformance is a
topic that is widely studied in the field of software evolution
[39,72].

Model and metamodel conformance is a desired property
of models, which is implicitly required by the MDE tools
and approaches. However, when working with model frag-
ments, the constraints that ensure conformance are not so
clear (as we are not dealing with whole models, but only with
model fragments). In this work, we explore nine strategies
that are built around the conformance of model fragments
andmetamodels in order to boost the search process ofmodel
fragments that realize a specific feature (subsets of a parent
model that conforms to a metamodel).

In what follows, we will work with a conformance
between a model fragment and the metamodel where some
constraints should be preserved:

Valid reference A reference is considered to be valid if
both the source and target model classes pointed by the
reference are present in themodel fragment. For instance,
Fig. 1 shows Model Fragment 1, where the reference
encoded by G2 is valid (the source of G2 is G3 and the
target isG1, and both are present in the model fragment).
In contrast, in Model Fragment 2, the reference encoded
by G2 is not considered to be valid (the source of the
reference is G0, which is not present in the model frag-
ment).
Valid property A property is considered to be valid if
its parent class is present in the model fragment. For
instance, Fig. 1 shows Model Fragment 1, where the
property encoded by G1 is valid (the parent class, G0,
is present in the model fragment). In contrast, in Model
Fragment 2, the property encoded by G1 is not valid (the
parent class G0 is not present in the model fragment).

With these conformance constraints, model fragments can
be classified into conforming individuals if they fulfill the
constraints for all of the elements present in the model frag-
ment (Model Fragment 1) or into nonconforming individuals,
where any of the constraints are violated by any of the ele-
ments present in the model fragment (Model Fragment 2).

3.4 Search space

The search space is the space where the EA performs the
search, i.e., the set of all possible individuals that an EA is
able to reach by applying the different operations. Depend-
ing on the encoding and operations being used by the EA,
different search spaces will result.

In general, a search space consists of two disjoint subsets
of feasible and unfeasible subspaces (F and U , respectively)
[59]. In this work, we use the term conforming subspace
instead of the term feasible subspace and nonconforming
subspace instead of unfeasible subspace. We make this dis-
tinction in order to focus on the conformance betweenmodels
and metamodels since it is what determines if an individ-
ual resides in one subspace or in the other. The individuals
in the F subspace satisfy the constraints for the problem
(conforming model fragments), while the individuals in the
U subspace do not satisfy the constraints (nonconforming
model fragments).

Figure 4 shows a representation of an example of a search
space. The gray areas correspond to the conforming sub-
space, and white areas correspond to the nonconforming
subspace. Each point corresponds to a specific individual,
while the star corresponds to the solution of the problem,
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F  - conforming space

U - nonconforming space

individual

solution

c

s
a

b

d

Fig. 4 Example of a search space representation that includes the con-
forming and nonconforming spaces

which is the individual that gets the best fitness value. When
applying a Multi-Objective Evolutionary Algorithm such as
NSGA-II [24], the search is guided by a fitness with multi-
ple objectives and the solution is output as non-dominated
set of solutions where all the objectives are optimal. In this
work we apply a single objective fitness function, so we only
depict a solution in Fig. 4, but we plan to study the applica-
tion of these strategies in combination with Multi-Objective
Evolutionary Algorithms in the future.

For instance, the individual tagged with an ‘a’ is a con-
forming individual, such as the one depicted in Model
Fragment 1. The point tagged with a ‘d’ is a nonconforming
individual, such as the one depicted in Model Fragment 2.
The fittest individual that fulfills the constraints is considered
the best-solution to the problem and resides in the conform-
ing subspace. The fittest individual in Fig. 4 is depicted by
the star tagged with an ‘s’.

In the case of SBSE applied to MDE, we want the EA
to produce a conforming individual as a solution to the
problem. Nevertheless, exploring nonconforming individ-
uals could also lead to the solution faster and benefit the
search. Therefore, we will study different methods to cope
with nonconforming individuals. The next section presents
our strategies for handling nonconforming individuals and
how they can be applied to individuals encoding MOF mod-
els.

4 Handling nonconforming individuals in
SBSE encodingmodel artifacts

This section presents the main strategies that are available
in the literature for handling nonconforming individuals and
how they can be applied to work when individuals encode
model fragments. The main strategies studied are penalty
functions, strong representations, closed operators and repair
operators.

4.1 Penalty functions

Penalty functions [10,51,75,89] are functions applied to non-
conforming individuals that are designed to hinder their
spread during the evolution. There are different variants of the
penalty function method, ranging from static penalty func-
tions and dynamic penalty functions, to the death penalty
function, which is the most extreme one.

4.1.1 Static penalty

A static penalty applies a reduction to the fitness value of
nonconforming individuals. In static penalties, the value can
be a static constant or it can be proportional to the degree
of violation of the constraints. To apply a static penalty in
EAs,we need to identify nonconforming individuals and then
modify their fitness value by subtracting the penalty value.
This is done as an extra step after calculating the fitness value
of the individuals.

Equation 2 shows the definition of sta, which is a static
penalty function that applies a constant penalty value (λs)
to the fitness of an individual (I ) if it is a nonconforming
individual. The value of the penalty applied (λs) needs to be
adjusted depending on the domain.

sta(I ) =
{
fitness(I ) if I ∈ F
fitness(I ) − λs if I ∈ U . (2)

Equation 3 shows the definition of staDeg, which is a
static penalty function that applies a penalty value (λsd) to
the fitness of a nonconforming individual proportional to the
degree of violation of the constraints (deg(I )) of the given
individual. The degree of violation of an individual (deg(I ))
is calculated as the sum of the violation degree of each gene
(vio(i)), where all violations of a constraint are weighted the
same. A gene that is not violating any constraint is not taken
into account for the calculations.
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staDeg(I ) =
{
fitness(I ) if I ∈ F
fitness(I ) − λsd ∗ deg(I ) if I ∈ U

deg(I ) =
n∑

i=0

vio(i) where :

vio(i) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if Gi is a property missing parent

1 if Gi is a reference missing source

1 if Gi is a reference missing target

2 if Gi is a reference missing source

and target

0 otherwise

. (3)

Static penalty functions can be easily applied to EAs that
are used to find model fragments, with the trickiest parts
being the adjustment of the constant (λsd) and the selection
of the method used to assess the degree of violation of the
constraints (deg(I )). As part of this work, we try different
values and use the ones that provide the best results.

4.1.2 Dynamic penalty

Dynamic penalty functions are similar to static penalty func-
tions in that they apply a reduction to the fitness value
of nonconforming individuals. The difference with static
penalty functions is that the penalty value applied is propor-
tional to the current generation, making it more difficult for
nonconforming individuals to survive as the evolution goes
on. This penalty is well suited for the problem since we do
not want nonconforming individuals as solutions; however,
nonconforming individuals can lead to better results early in
the process and removing them prematurely can affect the
search negatively.

Depending on the representation used for the problem,
someof the optimal individuals (thosewith the highest fitness
scores) will be close to the boundaries between the U and F
subspaces. Therefore, evolving a nonconforming individual
into a conforming and optimal individual may be less expen-
sive (in computational costs) than reaching the same optimal
conforming individual through the evolution of another con-
forming individual (e.g., in Fig. 4, evolving ‘d’ to ‘s’ may be
less expensive than evolving ‘a’ to ‘s’).

Equation 4 shows the definition of dyn,which is a dynamic
penalty function that applies a penalty value (λd) to thefitness
of a nonconforming individual proportional to the number of
the current generation (g).

dyn(I ) =
{
fitness(I ) if I ∈ F
fitness(I ) − λd ∗ g if I ∈ U . (4)

Similarly, Eq. 5 shows the definition of dynDeg, which is
a dynamic penalty function that applies a penalty value (λdd)
to the fitness of a nonconforming individual proportional to
the degree of violation of the constraints (deg(I )) of the given
individual and the number of the current generation (g).

dynDeg(I ) =
{
fitness(I ) if I ∈ F
fitness(I ) − λdd ∗ deg(I ) ∗ g if I ∈ U .

(5)

4.1.3 Death penalty

The death penalty is the most extreme case of penalty. When
new offspring are created through the combination of the
genetic operators, the individuals are evaluated to check
whether they belong to the conforming or the nonconforming
subspace. If they belong to the nonconforming subspace, they
are removed from the offspring, so they do not end up in the
population of the next generation. If they belong to the con-
forming subspace, the EA continues normally, adding them
to the population through the replace operator. When using
this strategy, the populationwill never contain a nonconform-
ing element, guaranteeing that the solution is a conforming
individual.

4.2 Strong encoding

The second strategy for handling nonconforming individu-
als is the use of a strong representation (or encoding) for the
problem. Changing the encoding may also involve a change
in some of the genetic operators being applied since the oper-
ations are designed to work on a specific representation. The
main idea is to devise a strong encoding that guarantees by
construction that any individual encoded using this repre-
sentation is a conforming individual. Having this type of
encoding makes the search space change reducing the U sub-
space to the empty set, thus simplifying the search space.

This solution has been successfully applied to problems
that can be represented as a permutation of a set of values.
For instance, the Travelling Salesman Problemposes the next
question: Given a set of cities and their distances from each
other, what is the shortest path to visits all of the cities? A
typically strong encoding to solve these problems is a list
that includes all of the cities. Each city appears once in each
individual in the order it is visited, ensuring that all of the
candidates fulfill the constraint (since all of the cities are
visited).

In the case of model fragments, some restrictions must be
introduced in the encoding to guarantee that all individuals
fulfill the constraints (valid references and valid properties)
in order to be considered a conforming individual. Our strong
encoding consists in introducing a hierarchy of requirements
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Strong Encoding

G0 G3 G5 G7 G9

G1 G2 G4 G6 G8

150

Model Fragment 1
(conforming)

G0 G3 G5 G7 G9

G11 1 1 0 0G2 G4 G6 G8

1 1 1 0 0

Model Fragment 2
(nonconforming)

G0 G3 G5 G7 G9

G11 1 1 0 0G2 G4 G6 G8

0 1 1 0 1

150

Fig. 5 Example of the strong encoding

among the genes; that is, some genes require other genes and
can only be set to true if the required genes are also true.

Figure 5 (left) shows an example of our proposed strong
encoding formodels in EAs that usemodel fragments as indi-
viduals. It shows the encoding for a parent model, including
the correspondence between each gene and the model ele-
ments (dashed arrows) and the requirements among the genes
(regular arrows). For instance, the geneG0 indicates the pres-
ence or absence of the inverter class element, while the gene
G1 corresponds to the pow property of the inverter class. The
gene G1 requires the gene G0, so G1 can only be true if G0

is also true.
To ensure the ‘valid reference’ constraint, all of the ref-

erence elements require that their source and target class
element are present in the model fragment. Therefore, a ref-
erence element can only be set to true if both the source and
target class elements are also true. For instance, in Fig. 5
(left) the gene G2 corresponds to the from reference of the
provider channel class element. G2 can only be true if the
source of the reference (G3) and the target of the reference
(G0) are also true in the model fragment.

To ensure the ‘valid property’ constraint, all of the prop-
erty elements require their parent class element. Therefore,
a gene representing a property can only be set to true if the
parent element is also true.

By doing this, the representation ensures that both con-
straints are fulfilled by all of the individuals that are encoded
using this strong encoding. Therefore, all of the individuals
will be conforming individuals and the nonconforming space
is reduced to the empty set.

Figure 5 (center) shows the representation of a conforming
individual, Model Fragment 1, encoded following the strong
encoding instead of the regular encoding (as in Fig. 1). All of
the genes that require other genes (G1,G2,G4,G6,G8) can
only be set to 1 if the required genes ( G0,G3,G5,G7,G9)
are also set to 1.

Figure 5 (right) shows a wrong and invalid representation
of a nonconforming individual, Model Fragment 2 (the same
model fragment as in Fig. 1). This is a nonconforming indi-
vidual and is not allowed by the strong encoding. It is only
depicted for clarification purposes (as the encoding will not
allow it to exist). Gene G1 requires G0 and since G0 is set to

0, G1 cannot be set to 1. Similarly, G2 requires G0 and can-
not be set to 1 either. Model Fragment 2 is nonconforming,
so it cannot be built using the strong encoding.

The new strong encoding just introduced also needs
genetic operations that are designed to work properly for
this representation. The selection and replacement operations
used by the regular encoding can also be applied directly
to the strong encoding. However, the new strong encoding
requires new mutation and crossover operations.

4.2.1 Mutation operation for strong encoding

TheMutation operation that is used with the strong encod-
ing is similar to the operation used with the regular encoding.
Each gene will have a probability of mutation, changing its
value (from 1 to 0 or from 0 to 1). However, the operator will
act differently in some cases due to the dependencies. Fig-
ure 6 shows a summary of how the mutation behaves when
a gene affected by requirements is going to mutate. It also
includes examples of mutations applied to Model Fragment
1.

The first row of Fig. 6 shows the behavior when the gene
that is going to mutate has a value of 0 and is going to mutate
to 1. The second row shows the behavior when the gene
mutates from 1 to 0. The first column shows the behavior
when the gene that is going to mutate requires other genes.
The second column shows the behavior when the gene that
is going to mutate is required by other genes.

For instance, in a mutation of a gene from 0 to 1 when
the mutating gene requires other genes (G6 mutation), the
gene will only mutate if all of the genes required are set to
1 (otherwise, the strong encoding does not allow setting it to
1). Since G7 is set to 0, the mutation will not take place, and
G6 will remain unchanged with a value of 0.

In a mutation of a gene from 1 to 0 when the mutating
gene is required by other genes (G0 mutation), the gene can
mutate from 1 to 0, but then all of the genes that require it
also need to mutate to 0 (as the strong encoding requires).
Since G1 and G2 require G0, they will also mutate to 0 (if
their previous value was already 0, nothing changes).

In a mutation of a gene from 0 to 1 when the mutating
gene is required by others genes (G9 mutation), the mutation
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G6 mutation

G0 G3 G5 G7 G9

G11 1 1 0 0G2 G4 G6 G8

1 1 1 0 0

150

G9 mutation

G0 G3 G5 G7 G9

G11 1 1 0 0G2 G4 G6 G8

1 1 1 0 1

150

G1 mutation

150

G0 G3 G5 G7 G9

G10 1 1 0 0G2 G4 G6 G8

1 1 1 0 0

G0 mutation

G0 G3 G5 G7 G9

G10 0 1 0 0G2 G4 G6 G8

0 1 1 0 0

150

r rs r rs

mutation

the gene
mutates to 
1 only if 

all required 
genes are 1

the gene
mutates 

to 0

the gene
mutates to 1

the gene 
mutates to 0 
and all others 
that depend 

on it also 
mutate to 0

Fig. 6 Example of mutation operator for strong encoding

does not need any special action, so it proceeds as usual (e.g.,
mutating gene G9 from 0 to 1). Similarly, in a mutation of
a gene from 1 to 0 when the mutating gene requires other
genes (G1 mutation), the mutation proceeds without further
action (e.g., mutating gene G1 from 1 to 0).

4.2.2 Crossover operation for strong encoding

The crossover operation that is used with the strong
encoding needs to take into account the hierarchy of the rep-
resentation. To do this, it follows three steps: (1) generate
a random mask; (2) check the validity of the random mask;
(3) generate offspring. Figure 7 shows this three-step process
along with an example.

Generate a random mask The random mask is randomly
generated each time a crossover operation is performed.
The idea is to divide the set of genes that are present in
the representation of an individual into two subsets (GA

and GB) and then use them to determine which elements
come from one parent and which from the other when
performing the crossover. First, a random point in the
encoding is selected (a random number from 0 to the size
of the individual). Then, all of the elements below that
index will be the first subset (GA), while the rest will
be the second subset (GB). Figure 7 (center) shows an
example of a mask. In this case, the randomly selected
index is 3, so genes G0,G1,G2, and G3 are the subset
GA (the encoding is shaded in dark gray); the rest of the
genes are the second subset GB (the encoding is empty
and the elements of the individual are faded out).

Model Fragment 1

G0 G3 G5 G7 G9

G11 1 1 0 0G2 G4 G6 G8

1 1 1 0 0
150

Model Fragment 3

G0 G3 G5 G7 G9

G10 1 0 0 0G2 G4 G6 G8

1 1 0 0 1

150

Random Mask

G0 G3 G5 G7 G9

G1 G2 G4 G6 G8

150

Model Fragment 5

G0 G3 G5 G7 G9

G10 1 1 0 0G2 G4 G6 G8

1 1 1 0 0

150

Model Fragment 4

G0 G3 G5 G7 G9

G11 1 0 0 0G2 G4 G6 G8

1 1 0 0 1

150

Generate Random Mask

is valid?
[not valid]

[valid]

Fig. 7 Example of crossover operator for strong encoding

Check validity The next step is to check the validity of the
mask. Somemasks could lead to nonconforming individ-
uals (which is not possible in the strong encoding), so they
cannot be applied. The purpose of this step is to detect
those situations and generate a new mask when the cur-
rent one is not valid. First, the boundaries between the
two subsets are identified. In other words, any element
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from subset SA that requires or is required by an element
from subset SB is considered a boundary. Each boundary
has two parts, a requiring gene and a required gene each
of which is in a different subset, SA or SB . Then, each
boundary is classified into one of the following categories
depending on the values of the boundary in each of the
parents:

The requiring gene is 0 in both parents In this case,
the value of the required gene does not matter since
the requiring gene is not going to be part of any of the
two combinations generated as offspring. The mask
is not invalidated.
The required gene is 1 in both parents In this case, the
value of the requiring gene does not matter since the
required gene will always be part of the two com-
binations generated as offspring. The mask is not
invalidated.
Otherwise In the rest of the cases, the value of the
requiring and required genes is different in each of
the parents. This leads to a situation where one of the
combinations generated as offspring is nonconform-
ing. The mask is invalidated (making it necessary to
generate a new mask)

Generate offspring Finally, the crossover is applied fol-
lowing the valid mask, and two new individuals are
generated. The first individual obtains the value for the
genes contained in subset SA from the Parent 1 and the
value for the genes contained in subset SB from the Par-
ent 2. The second individual is the opposite and takes
the values for genes in subset SA from Parent 2 and the
values for genes in subset SB from Parent 1.

As a result of the crossover operation, twonewconforming
individuals that inherit genes frombothparents are generated.
By using these two new operations, the resulting individual
will always be in the conforming subspace.

4.3 Closed operators

Another method for coping with nonconforming individuals
in EAs is the development of closed operators. Closed oper-
ators have their roots in mathematics. Specifically, a set has
closure under an operation if the application of that opera-
tion to elements of the set always produces an element of the
set. For instance, the setN of positive numbers (some defini-
tions also include 0) has closure under the addition operation
(+); the addition of any two numbers from N will produce a
number in N. Or more formally:

∀a, b ∈ N | a + b = c ⇒ c ∈ N. (6)

By extending this concept of closure, we can create oper-
ators that guarantee that if the individuals used as input are in
the conforming subspace, the resulting individual produced
by the operator will also be in the conforming space. Closed
operators are similar to the operators used with strong encod-
ing because they also ensure that resulting individuals reside
in the conforming subspace. In addition to the definition of
closed operations, the EAmust be initiated with a set of con-
forming elements. By doing so, the populationwill always be
part of the conforming space, guaranteeing that the solution
will be a conforming individual.

In this work, we use two closed operators, which are
adapted from the ones presented for the strong encoding,
to apply them directly to the regular encoding. In order to
obtain the initial population, we generate two types of seeds:
(1) the empty model fragment (a model fragment where all
of the genes are set to 0), which is a conforming individ-
ual since no constraint is violated; and (2) the whole model
fragment (a model fragment where all of the genes are set
to 1), which is also a conforming individual since all of the
constraints are satisfied. The evolution of those individuals
(through mutations and crossovers) will eventually lead to
the solution model fragment.

4.4 Repair operators

Repair operators [18,65,66] are those capable of turning a
nonconforming individual into a conforming one. The repair
operator is an operator that is applied after the evolution has
taken place (selection, crossover, mutation) but before the
individuals are included in the population (replacement).

Repair operators are usually bound to the domain since
knowledge about how to repair an individual is needed.
However, in this work, we have identified different generic
scenarios where the repair operators can be applied. First,
when taking into account the valid reference constraint, two
scenarios may arise: missing Source and missing Target
(Table 1). Taking into account the valid property constraint,
a new scenario may arise: missing Parent (Table 2):

Missing source This scenario occurs when the individual
includes the reference element and the target element of
the reference but not the source element of the reference
(See Initial situation of the first row in Table 1).
Missing target This scenario occurs when the individual
includes the reference element and the source element of
the reference but not the target element of the reference
(See Initial situation of the second row in Table 1).
Missing parent This scenario occurs when a property ele-
ment is present in the individual, but the parent element
of the property is not present (See Initial situation of the
first row in Table 2).
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Table 1 Repair scenarios and repair operators for the ‘valid reference’ constraint

Initial situation Add repair Remove repair

Source Reference Target Source Reference Target Source Reference Target

Missing source � � � � � �
Missing target � � � � � �

Table 2 Repair scenarios and
repair operators for the ’valid
property’ constraint

Initial situation Add repair Remove repair

Property Parent Property Parent Property Parent

Missing parent � � �

To repair these scenarios, we propose two different repair
operators based on the addition or removal of elements

4.4.1 Add repair

Add Repair will be applied to the repair scenarios described
above and repair them by adding the missing elements:

Missing source The repair operator will add the source
element of the reference to the individual (SeeAddRepair
of the first row in Table 1).
Missing target The repair operator will add the target
element of the reference to the individual (SeeAddRepair
of the second row in Table 1).
Missing parent The repair operator will add the parent
element of the property to the individual (See Add Repair
of the first row in Table 2).

4.4.2 Remove repair

Remove Repair will be applied to the repair scenarios
described above and repair them by removing the elements
causing the individual to be nonconforming:

Missing source The repair operator will remove the ref-
erence element of the reference to the individual (See
Remove Repair of the first row in Table 1).
Missing target The repair operator will remove the ref-
erence element of the reference to the individual (See
Remove Repair of the second row in Table 1).
Missing parent The repair operator will remove the prop-
erty element of the individual (See Remove Repair of the
first row in Table 2).

After applying the operators, the nonconforming individ-
ual will turn into a conforming one (either by adding or
removing elements). One problem that may arise with the
remove operator is that it hinders the evolution of the model

fragment because the operator does not allow new elements
to emerge if they are not valid.

5 Evaluation

This section presents the evaluation performed to address the
following research questions.
RQ1 Can the strategies for handling nonconforming indi-
viduals presented so far (penalty functions, strong encoding,
closed operations or repair operators) improve the results of
SBSEonmodels in terms of the number of generations and/or
wall-clock time needed to reach the solution?
RQ2 If so, which strategies produce better results?
RQ3 Can any of the strategies produce solutions of better
quality, in terms of precision, recall, F-measure and MCC,
than those produced by the baseline when combined with a
state-of-the-art fitness function as the textual similarity fit-
ness presented?

To address these research questions, the following sub-
sections present a description of the experimental setup, the
set of performance metrics used, a description of the two
case studies where the strategies were applied, the results
obtained, and the statistical analysis performed on the results.

5.1 Experimental setup

To evaluate the different strategies, we apply them as part of
the EA explained in Sect. 3.2 following the process depicted
in Fig. 8.

The oracles (left) contain a set of product models and
several features contained in those product models. The ora-
cles were obtained from industry and contain the realization
of each feature in the form of a model fragment. In other
words, the oracle can be considered a set of ‘problems’ and
the ‘answer’ to each one. We use it to evaluate the impact of
each of the strategies proposed in the search process. Each
oracle is organized as a set of test cases where each test case
contains amodel (where the featuremust be located) a feature
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Fig. 8 Overview of the evaluation

that is already located, and a feature description (elaborated
by the engineers of our industrial partners).

Most of the execution time of an EA is spent on the evalu-
ation of the fitness function. Specifically, in the case of FLiM
using a fitness function based on textual similarity [37], we
have reported that around 85% of the execution time is spent
on the fitness function. Therefore, to evaluate the impact of
the search strategies in the search process, we will perform
two experiments, using a different fitness function each time.
First, to avoid the impact of the fitness function on the results,
we use the optimal fitness function (see Sect. 3.2.2), which
indicates how far from or how close to the solution each of
the individuals is. This setup will allow to answer RQ1 and
RQ2, although is not possible to apply it to solve real prob-
lems (as it needs the existence of an oracle containing the
answers to the questions beforehand). Secondly, to answer
RQ3 and test the impact of the strategies on a real scenario,
we repeat the experiment using a state-of-the-art fitness, the
textual similarity fitness function (see Sect. 3.2.2).

For each test case (n) and each of the strategies (s), we exe-
cuted 30 independent runs [8] (to avoid the effect of chance
due to the stochastic nature of EAs) for each of the exper-
iments. The set of strategies tested are the ones presented
in Sect. 4. The EA with no strategy for handling noncon-
forming individuals is used as the baseline. The resulting
data of the first experiment was averaged and is compared in
Table 4 and statistically analyzed to guarantee the validity
of the results obtained (Tables 7, 8, 9, 10 and 11, avail-
able in the Appendix). Similarly, the data obtained from
the second experiment was averaged and used to build the
confusionmatrix of the result of each test case. Then, the per-
formance measures (precision, recall, F-measure and MCC)
were derived from the confusion matrix, compared in Table
5 and statistically analyzed to guarantee the validity of the

results obtained (Tables 7, 12, 13, 14, 15, 16, 17, 18 and 19,
available in the Appendix).

5.2 Performancemetrics

To measure the performance of the strategies on the search
process, we make use of standard metrics from the literature,
so comparisons among different studies can be performed.
In general, there are two types of performance measures that
are relevant for EAs: solution quality and search effort. The
experiment using the optimal fitness is designed to measure
the impact of the strategies on the search effort of the algo-
rithm. To do so, we use the number of generations and the
wall-clock time. The experiment using the textual similar-
ity fitness is designed to measure the solution quality. To do
so, we use a confusion matrix to extract four metrics, preci-
sion, recall, F-measure and Mathew Correlation Coefficient
(MCC).

The performance of each of the strategies is directly
related to the number of times that the fitness function needs
to be executed (i.e., the number of generations). Therefore,
for the experiment using the optimal fitness we measure the
performance of each strategy as the number of generations
needed to find the optimal solution (extracted from the ora-
cle), as suggested in the literature [50]. The fitness function
is executed once for each individual in the population for
each generation. Using the number of generations as metric
allows us to compare the impact of the different strategies
and the baseline (no strategy) fairly.

In addition, we use the wall-clock time as metric to mea-
sure the performance of each strategy. However, the time
spent by the EA to find the solution does not depend only on
the strategy being applied, the computing power of the com-
puter used to run the experiments will influence the results.
Similarly, the differences in performance of the implemen-
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tation of each of the strategies can also introduce noise into
the results. Therefore, the number of generations should be
used to compare the performance of different strategies and
the wall-clock time can be used as an indicator on the time
needed by each strategy but should not be used to compare
performance among strategies.

For the experiment using the textual similarity fitness, the
EAwill run for a fixed amount of time and then the best candi-
date obtained so far will be compared to the optimal solution
from the oracle. To perform that comparison we make use
of a confusion matrix, a table typically used to describe the
performance of a classification model (the EA + strategy) on
a set of test data (each of the test cases) for which the true
values are known (the optimal solution from the oracle). The
confusion matrix distinguishes between the predicted values
(solution of the EA + strategy) and the real values (optimal
solution from oracle) and arranges the elements (each of the
genes of each individual) into four categories:

– True Positive (TP)Values that are true in the real scenario
and have been predicted as true.

– True Negatives (TN) Values that are false in the real sce-
nario and have been predicted as false.

– False Positive (FP) Values that are false in the real sce-
nario but have been predicted as true.

– False Negative (FN) Values that are true in the real sce-
nario but have been predicted as false.

Then, performance metrics can be derived from the con-
fusion matrix, in this experiment we use precision, recall,
F-measure and MCC.

Precision (see Eq. 7) measures the number of elements
from the solution that are correct according to the optimal
solution from the oracle. Precision values can range from 0%
(no single element present in the solution is also present in the
optimal solution from the oracle) to 100% (all the elements
present in the solution are also present in the optimal solution
from the oracle).

Precision = TP

TP + FP
. (7)

Recall (see Eq. 8) measures the number of elements of
the optimal solution that have been correctly retrieved in the
solution. Recall values range from 0% (none of the elements
that are true in the oracle solutions is present in the solution)
to 100% (all the elements that are true in the optimal solution
are also present in the solution).

Recall = TP

TP + FN
. (8)

However, achieving a high value in precision or recall
alone is not enough. The empty model fragment (where all
the genes are set to false) would achieve 100% in precision
(but 0% in recall). Similarly, the complete model fragment
(where all the genes are set to true) would achieve 100%
recall (but 0% in precision). Therefore, there is a need for
overall measures that take into account all the figures present
in the confusion matrix.

F-measure (see Eq. 9) is the harmonic mean between pre-
cision and recall, and provides a good overview of the overall
performance of a strategy. Values can range from 0% (either
precision or recall is 0%) to 100% (both, precision and recall
are 100%).

F-Measure = 2 · precision · recall
precision + recall

. (9)

Finally, MCC (see Eq. 10) has recently proven to be more
informative than F-measure as metric of the overall perfor-
mance [17], as it takes into account all the values from the
confusion matrix (including the TN, which is not used by the
F-measure). The values range from −1 (worst value possi-
ble) to 1 (best value possible).

MCC = TP · TN − FP · FN√
(TP + FP) · (TP + FN) · (TN + FP) · (TN + FN)

. (10)

5.3 Case studies: BSH and CAF

The present work has been evaluated in two industrial case
studies. The first case study used for the evaluation wasBSH,
the leading manufacturer of home appliances in Europe.
Their induction division has been producing induction hobs
(under the brands of Bosch and Siemens among others) for
more than 15 years. The second case study used for the eval-
uation was CAF, a worldwide provider of railway solutions.
They have been developing a family of PLC software to con-
trol their trains for more than 25 years.

The BSH case study has already been used as a run-
ning example throughout the paper. Their newest induction
hobs include full cooking surfaces where dynamic heating
areas are dynamically generated and activated or deactivated
depending on the cookware placed on top of them. In addi-
tion, the new hobs have increased the amount and type of
feedback provided to the user while cooking, providing data
such as the temperature of the food being cooked or real-
time measures of the power consumption of the hob. These
changes have beenmade possible by increasing the complex-
ity of the software that drives the induction hob.

The DSL used by our industrial partner to specify the
induction hobs is composed of 46meta-classes, 74 references
with each other, and more than 180 properties. The running
example presented in 3.2 shows a simplification of their DSL
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(to increase legibility and due to intellectual property rights
concerns).

Their oracle is composed of 46 product models (induction
hob), where each product contains (on average) around 500
model elements. The oracle is composed of 96 features that
may or may not be part of a specific product model. Those
features correspond to products that are currently on themar-
ket or will be released to the market in the near future. Each
of the 96 features can be part of several product models, mak-
ing a total of 608 occurrences of any of the features in any
of the product models. Therefore, there are 608 test cases,
each of which includes the product model where the feature
should be located and the model fragment itself that realizes
the feature (which is used as fitness).

The CAF case study is based on the family of software
products used to manage their trains in different forms (reg-
ular train, subway, light rail,monorail, etc.) all over theworld.
Each train unit is equipped with different pieces of hardware
installed on their vehicles and cabins. Those pieces of equip-
ment are often provided by different companies, and their
aim is to carry out specific tasks for the train such as trac-
tion, compression for the hydraulic brakes and harvesting
of power from the overhead wires. The control software is
responsible for making the cooperation among all the equip-
ment possible in order to achieve the functionality desired for
a specific train and guaranteeing compliancewith the specific
regulations of each country.

The DSL used to specify the products from CAF has
expressiveness to describe the interaction among the equip-
ment pieces. In addition, the DSL also provides expressive-
ness to specify non-functional aspects that are related to
specific regulations (such as the quality of the signals or the
different levels of redundancies needed).

The CAF oracle is composed of 23 product models (train
units), where each product contains (on average) 1200 ele-
ments. The products are built from 121 different features that
may or may not be part of a specific product model. Again,
some features are present in more than one product model,
making a total of 140 occurrences. For each occurrence, there
is a test case that includes the product model and the model
fragment that realizes the feature (which is used as fitness).

For the evaluation with the BSH oracle, we performed 608
(test cases) * 30 (repetitions) * 10 (baseline + strategies) * 2
(fitness functions) = 364,800 independent runs. For the eval-
uation with the CAF oracle, we performed 140 (test cases)
* 30 (repetitions) * 10 (baseline + strategies) * 2 (fitness
functions) = 84,000 independent runs.

To prepare the oracles, our industrial partners provided us
with the product models and the model fragments that were
used to build those product models. Therefore, the informa-
tion about which elements realize each of the features comes
directly from industry. For each test case, we had previously
checked that the model fragment exists in the provided prod-

uct model and that there are no inconsistencies (such as the
empty model fragment or the complete model fragment).

5.4 Implementation details

The presented strategies were implemented within the
Eclipse environment and the source code has been released to
the public [34] as part of this work. We have used the Eclipse
Modeling Framework [81] to manipulate the models from
our industrial partner. The EA is based on the watchmaker
framework [27] for evolutionary computation, creating cus-
tom genetic operators and representations to implement the
strategies. The IR techniques that were used to process the
languagewere implemented usingOpenNLP [1] for the POS-
Tagger and theEnglish (Porter2) [83] as stemming algorithm.
Finally, the LSI fitness was implemented using the Efficient
Java Matrix Library (EJML [28]). We performed the execu-
tion of the EAwith the strategies using an array of computers
with processors ranging from 4 to 8 cores, clock speeds
between 2.2 and 4 GHz, and 4–16 GB of RAM. All of them
were running Windows 10 Pro N 64 bits as the hosting oper-
ative system and the Java SE runtime environment (build
1.8.0_73-b02).

5.5 Parameters and budget

There are some parameters in EAs that need to be config-
ured prior to running them. We use default parameter values
extracted from the literature [9] (and previously tested for this
EA [38])when available.However, the newpenalty functions
proposed in Sect. 4.1 also need values for some parameters.
To give those values we have performed a tuning to deter-
mine which parameters work better for this problem. In other
words, we have tried different combinations of parameters to
determine the ones that result in a faster search. The param-
eters that we use are shown in Table 3.

Regarding the stop condition of the EA for the first experi-
ment (optimal fitness), sincewewant to compare the different
strategies against the baseline, we allocate a budget that is
larger than three times the number of generations needed by
the baseline. If the strategies find the solution in the allocated
number of generations, we obtain the number of generations
needed and compare it against the baseline; if the strategies
do not help the algorithm to find the solution within the allo-
cated number of generations we indicate that in the results
table. Since the baseline results were about 6400 generations
for the BSH case study and 9700 for the CAF case study, we
allocated a budget of 30,000 generations.

Regarding the stop condition of the EA for the second
experiment (textual similarity fitness), sincewewant to deter-
mine if the use of the strategies has an impact on the solution
quality, we allocated a fixed amount of time for each test case
(10 s for BSH and 20 s for CAF), based on the size of the
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Table 3 Parameters for the evolutionary algorithm and for the penalty
strategies

Parameter Description Value

Size Size of population 100

pc Probability of crossover 0.75

Probability of mutation,

pm Where n is the length of 1/n

The individual being mutated

λs Constant for static penalty 2.5 × 10−2

Constant for static penalty

λsd With degree of violation 1.8 × 10−3

λd Constant for dynamic penalty 2 × 10−4

Constant for dynamic penalty

λdd With degree of violation 1.0 × 10−5

model being explored and the times needed in a pilot test.
After that time, we will stop the execution of the EA, get
the best candidate obtained so far and compare it against the
optimal solution obtained from the oracle using the metrics
presented in Sect. 5.2. This will result in measures of pre-
cision, recall, F-measure and MCC for the EA when using
each of the strategies and the baseline.

5.6 Results

Table 4 shows the results of the application of the different
strategies presented (and the baseline) to the two case studies
presented, using the optimal fitness. For each of the strategies
(rows), the table shows the average number of generations
needed to find the solution model fragment (and the standard
deviation±σ ) and the mean time in seconds needed to locate
each test case (and the standard deviation ±σ ). The first two
columns show the averaged results for the 608 test cases from
BSH, and the next two columns show the averaged results for
the 140 test cases from CAF. The first row shows the results
for the baseline, without applying any strategy; the second to
sixth rows show the different penalty functions presented; the
seventh row shows the results for strong encoding; the eighth
row shows the results for closed operations; and the last two
rows show the results for the repair strategies. The strategies
that needed fewer generations or less time than the baseline
to find the solution are shown with italics in the table.

For BSH, the baseline was 6,405 generations and 0.164
s, so the results for strong encoding (456 generations and
0.010 s), closed operations (1011 generations and 0.022 s)
were below the baseline for both metrics. For CAF the base-
line took 9,759 generations and 0.441 s to find the solution,
while the strong encoding (2,448 generations and 0.058 s)
and the closed operations (6,372 generations and 0.225 s)
were able to find the solution in fewer generations and less

time than the baseline. When applying the remove repair,
the number of generations needed to reach the solution in
the BSH case study (4049 generations) was fewer than the
number of generations needed by the baseline, but the mean
time needed by the remove repair (1.304 s) was bigger than
the time needed by the baseline. The same happens when
applying the remove repair operator to the CAF case study.
When applying the death penalty, the EA was unable to find
the solution in the number of generations allocated (30,000),
so it is marked with an asterisk (*). Thus, in answer to RQ1,
there are strategies that are capable of helping the EA to
find the solution in fewer generations and less time than the
baseline.

Table 5 shows the results of the application of the dif-
ferent strategies (and the baseline) to the two case studies
presented,90.8 ± 4.7 using the textual similarity fitness. For
each of the strategies (rows), the table shows the mean pre-
cision values, the mean recall values, the mean F-measure
values and the mean MCC values obtained. All the metrics
are presented alongwith its standard deviation (±σ ). Thefirst
four columns show the averaged results for the 608 test cases
from BSH, and the next four columns show the averaged
results for the 140 test cases from CAF. The first row shows
the results for the baseline, without applying any strategy;
the second to sixth rows show the different penalty func-
tions presented; the seventh row shows the results for strong
encoding; the eighth row shows the results for closed oper-
ations; and the last two rows show the results for the repair
strategies. The strategies that obtained better values than the
baseline on any of the four metrics are shown with italics in
the table.

For BSH, the baseline achieved an average value of 33.6%
in precision, 58.5% in recall, 41.2% inF-measure and 0.38 in
MCC, so the results for strong encoding (48.8% in precision,
93.7% in recall, 61.6% in F-measure and 0.62 in MCC) and
closedoperations (51.1% inprecision, 85.6% in recall, 58.8%
in F-measure and 0.60 in MCC) were above the baseline
for the four metrics. For CAF, the baseline achieved a value
of 36.0% in precision, 58.1% in recall, 39.2 in F-measure
and 0.35 in MCC, while the results for the strong encoding
(53.8% in precision, 84.9% in recall, 61.2% in F-measure
and 0.61 in MCC), and the results for the closed operations
(50.4% in precision, 78.0% in recall, 55.1 in F-measure and
0.53 in MCC) were above the baseline. When applying the
death penalty, the results in recall were 99.9% for BSH and
90.8 for CAF (way beyond the results achieved by the base-
line), but the results in precision (4.3% for BSH and 6.0% in
CAF) were too low when compared to the values obtained
by the baseline, resulting in a worse value of the more gen-
eral metrics (F-measure andMCC). Thus, in answer to RQ3,
there are strategies that are capable of helping the EA to find
the solution when applied in combination to a state-of-the-
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Table 4 Results of the optimal fitness for BSH and CAF, including the number of generations and the wall-clock time for each strategy and the
baseline

EA + optimal fitness + strategy BSH CAF
Generations ± σ Time ± σ (s.) Generations ± σ Time ± σ (s.)

Baseline 6405 ± 2484 0.164 ± 0.063 9759 ± 5248 0.441 ± 0.227

Static penalty 6740 ± 2671 2.726 ± 1.085 12085 ± 7702 8.540 ± 10.759

Static degree penalty 10281 ± 4112 3.893 ± 1.593 11560 ± 6897 10.094 ± 5.397

Dynamic penalty 9452 ± 5021 3.852 ± 2.115 19591 ± 9121 13.231 ± 5.572

Dynamic degree penalty 7945 ± 3651 3.288 ± 1.462 17504 ± 11265 13.393 ± 7.561

Death penalty 30000* ± 0 13.061 ± 1.292 30000* ± 0 14.023 ± 1.237

Strong encoding 456 ± 509 0.010 ± 0.012 2448 ± 1267 0.058 ± 0.033

Closed operations 011 ± 1034 0.022 ± 0.022 6372 ± 4164 0.225 ± 0.180

Add repair 29431 ± 2611 13.802 ± 1.281 23453 ± 9201 16.269 ± 6.054

Remove repair 4049 ± 1936 1.304 ± 0.619 6789 ± 3363 3.620 ± 1.616

The strategies that needed fewer generations or time than the baseline are shown with italics

art fitness function, outperforming the baseline in terms of
precision, recall, F-measure and MCC.

The values for standard deviations achieved by the differ-
ent metrics are due to the differences in size and complexity
of each test case. Bigger test cases require more generations
to be solved, while smaller test cases require less generations
(and thus time). Similarly, the values of precision. Recall, F-
measure and MCC that can be achieved in a fixed time vary
depending on the size of the model being explored and the
size of the solution [11]. When the experiment is performed,
the execution of each combination of strategy and test case
is performed 30 times (as suggested in the literature [8]) to
mitigate the stochastic nature of the EA and ensure that the
result is not due to mere chance. Those 30 values are aver-
aged and the standard deviation in that case was below 1%
for all the test cases, showing the robustness of the search
and ensuring that solutions of similar quality are produced
each time that the search is performed.

5.7 Statistical analysis

To compare the results from the different strategies, all of the
data resulting from the runs of the algorithms were analyzed
following the statistical methods and guidelines described in
[8].

To provide an answer for RQ2, we performed a statisti-
cal analysis to: (1) provide formal and quantitative evidence
(statistical significance) that the different strategies have an
impact on the search (ensuring that the differences in results
are not obtained bymere chance); and (2) show that those dif-
ferences are significant in practice (effect size). The analysis
is performed for each experiment separately.

5.7.1 Statistical significance

First, all of the strategies should be run a large enough num-
ber of times (30 independent runs) to collect information
about the probability distribution for each strategy. Then, a
statistical test is run to assess where there is enough empirical
evidence to claim (with a high enough level of confidence)
that there are differences among the results of the strategies
(and thus be able to claim that one strategy is better than
another). To achieve this, two hypothesis are defined. H0: is
the null hypothesis, stating that there is no difference among
the strategies; H1 is the alternative hypothesis, stating that at
least one strategy differs from another. Finally, a statistical
test is run to determine whether or not the null hypothesis
(H0) can be rejected.

A statistical test returns a probability value (p value) that
ranges between 0 and 1. The lower the p value the higher the
probability of the null hypothesis being false (and, therefore,
there are differences among the strategies). In this field of
study, a p value under 0.05 is considered to be statistically
significant [8], enabling the null hypothesis to be considered
false.

The statistical test used to determine this significance
depends on the properties of the data. The data obtained in
this evaluation does not follow a normal distribution, which
requires the use of nonparametric tests. Of the nonparametric
tests available, we applied the Quade test, which has shown
to be more powerful than the rest when working with real
data [41].

Table 7 (available in the Appendix) shows the results for
the Quade tests applied to the result sets of the experiments.
TheQuade test is applied to the result sets of each experiment,
metric and case study separately. The p value for each metric
and case study is smaller than 0.05, which is considered to
be statistically significant [8]. Therefore, we can conclude
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that there are statistically significant differences among the
results of, at least, a pair of strategies. However, the Quade
test is not able to answer the question: Which strategy gives
the best performance (in terms of themetrics analyzed in each
experiment)? To answer that question, the results from each
strategy should be pairwise compared, determining whether
or not there are statistically significant differences among
the strategies. Therefore, we applied an additional post hoc
analysis after the Quade test that performed these pairwise
comparisons. In this evaluation, we applied the Holm’s post
hoc procedure, as suggested by [41].

Values above the diagonal of Tables 8, 9, 10, 11, 12, 13,
14, 15, 16, 17, 18 and 19 (available in the Appendix) show
the Holm’s post hoc results for each metric and case study.
Each cell shows the p value obtained when comparing the
pair of strategies from the row and the column using the
Holm’s method. Again, values below 0.05 are considered to
be statistically significant. In all tables, the values that are
over 0.05 are shown with italics. For example, in Table 8, the
first column, static penalty, first row, Baseline, shows a value
of 0.066, indicating that the differences between the results
of the two strategies in terms of number of generations do
not differ enough to be considered statistically significant. In
contrast, the differences between the remove repair and all of
the other strategies (the last column) are always below 0.05.

For the optimal fitness (Tables 8, 9, 10 and 11), most of the
results are significant when compared pairwise. The differ-
ences in number of generations between the static penalty and
the baseline are not significant enough. In fact, if we com-
pare the results in Table 4, the difference between the two
is minimal (6,405 generations for the baseline versus 6740
generations for the static penalty). The effect of the static
penalty strategy is not big enough to be noticeable. Similarly,
the difference in number of generations between the death
penalty and the add repair for the BSH case study (Table 8
death penalty row, add repair column) also provides a value
(0.701) over the threshold, indicating that the differences are
minimal (Table 4 shows that the difference is low). For the
CAF case study, we confirm that the differences between the
baseline and the static penalty are not significant (Table 9). In
addition, the static degree penalty does not have significant
differences with the baseline or with the static penalty, either.
In this case, the differences between the closedoperations and
the remove repair are also not significant, which differs from
the BSH case study. When comparing the time needed to
reach the solution, the differences between dynamic penalty
and dynamic degree penalty are not significant enough for
the BSH case study. For the CAF case study, the differences
between both dynamic penalties and the death penalty are not
significant either. This indicates that the strategies behaved
differently in each of the case studies and, therefore, all of
them could be relevant for a specific case study (depending
on the nature of the models).
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For the textual similarity fitness (Tables 12, 13, 14, 15, 16,
17, 18 and 19), we can observe that the differences between
the baseline and the static and dynamic penalties are not
significant for some of the metrics and case studies (such as
the precision in BSH and the recall in both case studies). This
effect is spread also to themore generalmetrics ofF-measure
and MCC. Similarly, the remove strategy does not provide
significant differences when compared to other strategies in
terms of precision, F-measure and MCC for the CAF base
study. This is due to the low differences achieved by those
strategies on the performance metrics (Table 5).

5.7.2 Effect size

After we have determined that there are differences among
the results of the strategies (using theQuade andHolm’s anal-
ysis), we need to determine how big those differences are.
Even after obtaining statistically significant differences, they
can be too small and have no practical value [8] (especially
when dealing with a large enough number of runs). There-
fore, it is important to assess the magnitude of the difference,
using an effect size analysis.

For a nonparametric effect-size measure [44], we used
Vargha and Delaney’s Â12 [84]. Â12 is applied to two groups
of data (e.g., the results of two strategies S1 and S2) and is
related to the probability that an observation in one group
will be greater than an observation in the other group. In
other words, a Â12 = 0.5 indicates that the two strategies are
equivalent and will need a similar number of generations (or
any other metric being compared) in any case. However, Â12

= 0.7 would mean that the number of generations needed by
S1 will be higher than the number of generations needed by s2
70%of the times (similarly, we can state that S2 will need less
generations 30% of the times). When comparing number of
generations or wall-clock time, the lower the value the better.
However, When comparing precision, recall, F-measure or
MCC, the greater the value the better. Therefore, a Â12 =
0.2 applied to the precision values of two strategies indicates
that the first strategy will achieve a greater value of precision
than the second strategy 20% of the times (so first strategy
provides better performance than the second strategy 20% of
the times).

Values below the diagonal of Tables 8, 9, 10, 11, 12, 13,
14, 15, 16, 17, 18 and 19 (available in theAppendix) show the
results of the Â12 for eachmetric and case study.Thevalues of
each cell indicate the number of times (in percentage) that the
strategy in that row will yield a higher value than the strategy
in the column for the metric being analyzed. For example, in
Table 8 the last row (remove repair), second column (static
penalty) shows 19.71%, indicating that remove repair needs
more generations than static penalty around 20%of the times.
Values of the strategies that perform best than the baseline

are shown with italics in the tables, in the tables, so a quick
overview allows to observe the essence of the results.

For the optimal fitness (Tables 8, 9, 10 and 11, a low
value indicates that the strategy from the row will outper-
form the strategy of the column. For instance, the results
for strong encoding and the closed operations are much bet-
ter than the rest of the strategies for both case studies. In
particular, strong encoding outperforms the baseline always
when the number of generations is compared and 99.53%
of the times when wall-clock time is compared for the BSH
case study. A similar behavior is observed for the CAF case
study (strong encoding outperforms the baseline 96.3% of
the times when comparing the number of generations and
95.67% of the times when wall-clock time is compared. The
closed operation performs worse than the strong encoding
but also able to outperform the baseline in terms of number
of generations (99.22% of the times for BSH and 70.27% of
the times for CAF) and time (98.82% of the times for BSH
and 77.5% of the times for CAF) required to find the solu-
tion. The remove repair is also able to outperformmost of the
other strategies in terms of number of generations. However,
when comparing the time needed to reach the solution, the
remove repair will be outperformed by the baseline most of
the times (96.64% of the times for BSH and 97.43% of the
times for the CAF case study).

When comparing the two best strategies for the BSH case
study, it can beobserved that the strong encodingoutperforms
the closed operations 65.64% of the times when number of
generations is compared and 68.79% of the times when the
wall-clock time is compared. Similarly, for the CAF case
study, the strong encoding outperforms the closed opera-
tions most of the times for both metrics (87.21% of the times
when comparing number of generations and 82.32% of the
times when comparing the time needed to reach the solu-
tion). Therefore, as an answer to RQ2, we can conclude that
the best strategy to be applied is strong encoding, followed
by the closed operations, and both are able to outperform the
baseline in terms of number of generations and time required
to find the solution.

For the textual similarity fitness (Tables 12, 13, 14, 15, 16,
17, 18 and 19), a high value indicates that the strategy from
the row outperforms the strategy from the column. Again,
the results of strong encoding are better than the baseline for
all the metrics analyzed, outperforming the baseline in preci-
sion (68.40% of the times for BSH and 70.18% of the times
for CAF), recall (91.55% of the times for BSH and 84.62%
of the times for CAF), F-measure (70.61% of the times for
BSH and 77.94% of the times for CAF) and MCC (77.37%
of the times for BSH and 79.79% of the times for CAF). The
same tendency can be observed for the closed operations,
although the results are worse than the results of the strong
encoding. Some strategies outperform the baseline for one of
the metrics (as we indicated when analyzing the results) but
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they are not able to outperform the baseline for the overall
metrics of F-measure and MCC. As a response to RQ3, we
can conclude that the strong encoding and the closed opera-
tions strategies are able to outperform the baseline in terms
of solution quality when applied in combination with a state-
of-the-art fitness function as the textual similarity fitness.

6 Discussion

This section provides a discussion about the results
obtained in the evaluation, giving some explanations to the
results of each of the strategies. To determine the rationale
behind the results obtained, the EA has been observed at run-
time, checking how the individuals were evolving while each
of the strategieswas applied. To illustrate the findings, we use
the parent model used as running example (see bottom-left of
Fig. 1). Table 6 shows a subset of the models fragments that
can be generated using that parent model. Each row shows
the encoding of one of the possible individuals (randomly
selected out of the 1024 individuals present in the search
space). The first column shows a name to allow the identi-
fication of each model fragment (the name assigned to each
of them corresponds to the binary string of the encoding in
decimal representation). The rows with italics correspond to
conforming individuals; the rows not in italics correspond to
nonconforming individuals. The columns named from G0 to
G9 show the value for each specific gene of the individual.
The last column shows the value obtained by each individual
for the optimal fitness function (see Sect. 3.2.2).

When the baseline EA with no strategies is executed, the
only guide of the search is performed by the fitness function.
The individuals that can be present in the population can
belong to any subspace (conforming or nonconforming), so
any of the individuals present in Table 6 could be part of the
population. Each time a new generation is produced, the indi-
viduals with higher fitness values have better opportunities
to survive an eventually the EA will find the solution.

The results of the penalty strategies when combined with
the optimal fitness are low in general and are not able to
outperform the baseline in any of the versions (static and
dynamic, with or without the violation degree) for either of
the case studies. This is due to the penalty strategies reduce
the fitness value of some individuals (that have good fitness
values) since they belong to the nonconforming subspace.
This reduces the possibilities of the algorithm to improve
the population generation after generation; the genetic opera-
tions need to produce individuals that have high fitness values
and also belong to the conforming space.

For example, consider the selection in a population com-
posed of MF-299, MF-885 and MF-0 (see Table 6), whose
fitness are 0.4, 0 and − 0.2, respectively. If there are no
penalty strategies being applied, the probabilities of MF-299

being selected as parent for the next generation are twice the
probabilities of MF-885 being selected and four times the
probabilities of MF-0 being selected; when the penalties are
applied, the fitness ofMF-299 andMF-885 is reduced as they
belong to the nonconforming subspace and thus their proba-
bilities of being selected as parents for next generation. This
kind of situations slows down the search, as the EA needs
that the offspring generated not be only fitter than current
generation, but also belong to the conforming subspace.

This is not always the case for penalties, and their effect
can be positive in some situations (as we have found when
observing the strategies at runtime). For example, if the pop-
ulation is composed by the individuals from the five last rows
of Table 6, the penalty will penalize individuals whose fitness
value is lower than the only conforming one (MF-0), and thus
will boost the search. In overall, results show that there are
more situations where the penalties are affecting negatively
than those where they are affecting positively.

When the penalty strategies are applied in conjunction
with the textual similarity fitness, the results are similar, not
being able to outperform the baseline in terms of precision,F-
measure or MCC. However, the values obtained in recall are
almost as good as those obtained by the baseline. This is due
to the fact that model fragments with more genes set to true
tend to achieve better fitness values than thosewith less genes
set to true. This results in the EA exploring more solutions
around those conforming model fragments that have more
genes set to true (such asMF-15 inTable 6), that containmore
genes that are also present in the solution and yield greater
recall values. However, those fragments also contain more
genes set to true that are not present in the solution and thus
the precision is reduced and resulting in lower values than
those from the baseline in the overall metrics (F-measure and
MCC).

The case for the death penalty is even more extreme, not
allowing the existence of any individual outside of the con-
forming space.Consider anoffspringobtained in ageneration
composed by the five last rows of Table 6. Four individuals
will be removed from the population and the only survivor
will be MF-0 since it belongs to the conforming space. The
problem is that the removal of the nonconforming elements
can drastically reduce the ability to explore the search space
of the EA [21]. If this situation is repeated across genera-
tions, and no new areas of the search space are reached, the
EA can be unable to find the solution.

In the evaluation of the death penalty using the optimal
fitness, all of the attempts to evolve individuals toward the
solution eventually result in nonconforming individuals that
are removedby the death penalty. This creates an endless loop
that lasts for the allocated generations (30,000), resulting in
the strategy not being able to find the solution. The population
resides on an island of the conforming space (as depicted
in Fig. 4) and reaching the solution is not possible without
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Table 6 Subset of model
fragments yield by the running
example model presented in Fig.
1

Individual G0 G1 G2 G3 G4 G5 G6 G7 G8 G9 Fitness

MF-127 1 1 1 1 1 1 1 0 0 0 0.8

MF-15 1 1 1 1 0 0 0 0 0 0 0.6

MF-38 0 1 1 0 0 1 0 0 0 0 0.4

MF-42 0 1 0 1 0 1 0 0 0 0 0.4

MF-379 1 1 0 1 1 1 1 0 1 0 0.4

MF-14 0 1 1 1 0 0 0 0 0 0 0.4

MF-243 1 1 0 0 1 1 1 1 0 0 0.2

MF-139 1 1 0 1 0 0 0 1 0 0 0.2

MF-885 1 0 1 0 1 1 1 0 1 1 0

MF-329 1 0 0 1 0 0 1 0 1 0 − 0.2

MF-0 0 0 0 0 0 0 0 0 0 0 − 0.2

MF-784 0 0 0 0 1 0 0 0 1 1 − 0.4

MF-578 0 1 0 0 0 0 1 0 0 1 − 0.4

MF-834 0 1 0 0 0 0 1 0 1 1 − 0.6

MF-898 0 1 0 0 0 0 0 1 1 1 − 0.6

Rowswith italics correspond to conforming individuals while rows not in italics correspond to nonconforming
individuals

traversing the nonconforming space. Strategies as the death
penalty will keep the individuals from getting outside of the
conforming island and will therefore not be able to find the
solution.

When the death penalty is applied in conjunction with the
textual similarity fitness, a similar situation can be observed.
However, this time the search gets stuck around a conform-
ing model fragment that has most of its genes set to true.
This results in a value of recall close to 100% for the BSH
case study and 90.8% for the CAF case study. However, as
happened with the other penalty strategies, there is a dras-
tic reduction in the precision metric and low values for the
F-measure and MCC metrics.

The strong encoding strategy uses a different encoding to
solve the problem, and, therefore, the search space is differ-
ent. The search space is a single conforming subspace, which
enables the emergence of faster evolution paths between the
individuals and the solution. This results in a lower number
of generations and time needed to reach the solution, as the
results show. This type of encoding reorders the conforming
search space into a space that is easier to navigate. For exam-
ple, in the case of the running example (Table 6) the search
space (1024 individuals) is reduced to the conforming space
(144 individuals), so the EA has better chances of reaching
the solution.

This effect is also happening when applying the textual
similarity fitness, resulting in performance values higher than
those from the baseline for both case studies. In particular,
the F-measure is 20% points better when using the strong
encoding compared to the baseline for the BSH case study
and around 22% points better for the CAF case study. The
improvement is also noticeable for the MCC metric, obtain-

ingvalues around0.25units (out of 1) higher than the baseline
for both case studies.

The closed operations strategy guarantees that the results
of genetic operations remain in the conforming space. This is
done through a wise combination of the individuals, result-
ing in larger steps each time an operator is applied. Some of
the mutations and crossovers will result in bigger changes
to the individual, and if those changes result in higher fit-
ness values and preservation across generations, there will
be a lower number of generations and less time needed to
reach the solution. When an individual is generated by the
use of closed operations, it will remain in the conforming
subspace. For example, if MF-0 is evolved (through muta-
tions or crossover), it will not produce any nonconforming
individual (like MF-329 or MF-885) but a conforming one
(like MF-139). This results in a smaller search space (as is
the case of the strong encoding) and thus in a lower number
of generations needed to reach the solution.

The same behavior can be observed when the closed oper-
ations are used in combination with the textual similarity
fitness. Again, values in precision, recall, F-measure and
MCC are above the values obtained by the baseline for both
case studies. The performance of the closed operations in
terms of solution quality is slightly below the performance
of the strong encoding.

Finally, the two types of repair show totally opposite
behavior when used in conjunction with the optimal fit-
ness: while the remove repair improves the search process
and results in a lower number of generations, the add repair
hinders the process, resulting in a much higher number of
generations. Both are repairing the individuals to ensure that
they remain in the conforming subspace after applying the
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operator. However, the modifications done by the add repair
are counterproductive since they include elements that are
not part of the solution, while the modifications done by the
remove repair are more productive, making the individual
more similar to the solution. Anyhow, even if the remove
repair needs less generations than the baseline to reach the
solution, the time spent is above the baseline (due to the com-
plexity of the operation performed). This can be illustrated
by model fragments from Table 6. For example, the individ-
ual MF-14 might be repaired into MF-15 (by the add repair)
or repaired into MF-0 (by the remove repair). In some situa-
tions, the repair operator is boosting the search (MF-15 has
higher fitness value than the MF-14), while in other situa-
tions the repair operator is obstructing the search (MF-0 has
lower fitness value than MF-14).

In fact, we have checked the individuals while they are
evolving, and the add repair hinders the evolution since it is
adding new genes to the individuals that need to be removed
later by the mutation and crossover operations (since those
genes do not form part of the solution). This can lead to a
loop that makes the solution unreachable in the number of
generations allocated (as is the case for the BSH case study,
where the number of generations is close to the 30,000 limit).

When the repair operators are used in conjunctionwith the
textual similarity fitness, a similar behavior can be observed.
The add repair is performing much worse than the baseline,
while the remove repair obtains values better than the add
repair (but still worse than the values obtained by the base-
line). It is interesting to see how the add repair has lower
values in precision than the baseline, as it is adding elements
(that may not be present in the solution and thus reduce the
precision) to repair the individuals. By contrast, the recall
values are higher (outperforming the baseline) as some of
the elements added during the repair may be part of the solu-
tion. Similarly, the remove repair achieves better values of
precision but worse values of recall. Most of the elements
removed during the repair are not part of the solution (so
the precision rises) but some of the elements removed were
correctly placed in the model fragment as they are part of
the solution (so the recall is reduced). However, the repair
strategies are not able to outperform the baseline in terms of
F-measure or MCC.

7 Threats to validity

In this section, we present some of the possible threats
to validity of the evaluation performed and how we have
addressed or mitigated them. We follow the guidelines sug-
gested by De Oliveira et al. [23] to identify those that apply
to this work. The threats are divided into four groups:
Conclusion validity threats These are concerned with the
relationship between the treatment of the data and the out-

come. The design must ensure the statistical relationship
between the parts. We have identified four threats of this
type:

– Not accounting for random variation: To address this
threat, we considered 30 independent runs for each exe-
cution of each of the nine strategies and the baseline.

– Lack of good descriptive statistics: In this work, we have
used several metrics to compare the different approaches,
including the number of generations (as suggested in the
literature [50]) and wall-clock time needed to find the
solution when using the optimal fitness, and precision,
recall, F-measure and MCC when using the textual sim-
ilarity fitness. In addition, some works [63] argue that
the use of the Vargha and Delaney’s Â12 metric may
be unrepresentative and that the data should be treated
before applying it. We did not find any use case for data
pre-transformation that applies to our case studies.

– Lack of a meaningful comparison baseline: To address
this threat, we compare the nine different strategies
against a baseline, the same EA without any strategy for
handling nonconforming individuals.

– Lack of formal hypothesis and statistical tests: To address
this threat we have performed a standard statistical anal-
ysis, following accepted guidelines [9].

Internal validity threats If a relationship between treatment
and outcome is observed, the experimental designmust guar-
antee that it is a causal relationship. We have identified four
threats of this type:

– Poor parameter settings: In this work, we use standard
values for the evolutionary algorithm that have been
tested in similar conditions for feature location [38,55].
For the parameters that have no values reported yet
(penalties in models), we have performed a parameter
tuning (based on procedures described in the literature
[9]) to find the ones that provide the best results. For
each penalty parameter, we tested different sets of val-
ues, selected the best-performing one and repeated with
values above and below the best-performing so far, until
there was no further improvement. Further evaluation
could be needed to find the best values (aswe plan to do in
the future) although there is no guarantee that those val-
ues will perform similarly when the approach is applied
to other problems or domains.

– Lack of discussion on code instrumentation: To avoid the
inclusion of tweaks or instrumentation to favor certain
algorithms, we have made public the source code [34]
of an open-source implementation of the nine strategies
presented, as suggested in the literature [50].

– Lack of clarity of data collection tools and procedures:
The set of 748 test cases used in the evaluation has
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been provided by domain experts from our industrial
partners (BSH and CAF). The test cases provided are
representative of their respective domains, and the only
pre-processing performed was to identify malformed test
cases (where the solution was the whole model fragment
or the empty model fragment).

– Lack of real problem instances: The evaluation of this
paper was applied to industrial case studies, (BSH and
CAF), with the problem instance being obtained directly
from industry.

Construct validity threats These are concerned with the rela-
tions between theory and observation.We have identified one
threat of this type:

– Lack of assessing the validity of cost measures: To
address this threat, we have performed a fair comparison
between the different strategies and the baseline by using
the number of generations as the cost measure [50]. In
addition, the solution quality measures used (precision,
recall, F-measure and MCC) are widely used in the field
of information retrieval [17,57,76].

External validity threats Concerned with the generalization
of observed results to a larger population outside of the exper-
iment. We have identified three threats of this type:

– Lack of clear definition of target instances: To address
this threat, the test cases are explained, giving as much
detail as possible (such as the number and type of items of
the models from the test cases and the languages used to
build them). The non-disclosure agreements signed with
our industrial partners prevent us from providing the test
cases themselves as they correspond to products that are
currently on the market.

– Lackof a clear object selection strategy:Wehavedetected
three situations where this threat could prevent the appli-
cation of the presented approach (as is) to different
scenarios:

– Clear test cases selection strategy: the strategy has
been described in the internal threat about data collec-
tion tools and procedures. The domain experts from
our industrial partners provided us with a set of test
cases that are representative of their domains (cov-
ering the full range of products) and we performed
only a sanity check to remove malformed test cases.

– Problemselected for evaluation (feature location): the
nine techniques presented in thiswork are generic and
they do not include any particularity of the problem
being addressed (feature location) or the domain-
specific language used; the constraints included are
derived from the conformance between themodel and

the metamodel. They can be applied directly to other
problems where the EA is using model fragments as
individuals. We expect that the strategies will behave
similarly when applied to other problems; However,
we cannot guarantee that the results will be the same
and further evaluation could be needed to determine
if the results vary when applied to other problems or
when adapted to work with a different encoding.

– Fitness selected for the evaluation: the techniques
presented have been evaluated with two different fit-
ness functions, optimal fitness and textual similarity
fitness. The optimal fitness is based on an oracle to
reduce the noise that could be introduced by the fit-
ness function, making it impossible to apply to a real
scenario. The textual similarity fitness is a state-of-
the-art fitness and shows how the strategies behave on
a real scenario. There are multiple fitness functions
being applied to solve different MDE related prob-
lems available in the literature [14] and the results
could vary depending on the specific details of each
fitness. Both of the fitness used in this work provided
results that are consistent; however, further evalua-
tions with different fitness functions are needed to
determine if the behavior is the same with any fitness
function.

– Lack of evaluation instances of growing size and com-
plexity: To mitigate this threat, we have applied the
strategies to two case studies varying in size and com-
plexity.

8 Conclusion

EAs can be applied to find solutions to several problems
related to MDE practices. Reducing the number of genera-
tions needed by the EA to find those solutions can be the
difference between (i) a search process that is not able to
find the solution in a reasonable time, (ii) the same search
being applied as an offline process, (iii) the same search
being applied at run-time, providing the results while the
user is interacting with the system and (iv) the usage of more
complex fitness functions that can now be applied given the
reduced number of generations required by the search.

In this work, we have presented nine different strategies
that can be applied to handle nonconforming individuals
when applying EAs encoding model fragments. The strate-
gies presented are generic and include only constraints that
are derived directly from MOF, making them independent
from the domain of application (Induction hobs and train
control systems in this work). Bigger improvements in per-
formance could be achieved if the strategies were tailored
with domain knowledge and adapted to specific problems.
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The nine strategies have been applied in combination
with two different fitness functions to solve feature location
problems from two different industrial domains, providing
statistically significant results and comparison among them.
The evaluation using the optimal fitness shows that some of
the strategies were able to boost the search process, resulting
in a lower number of generations needed to reach the solution
(ten times fewer generations in the most extreme case) and
less time spent. The evaluation using the textual similarity
fitness confirms the results, showing that the strong encod-
ing and closed operation strategies were able to outperform
the baseline in terms of solution quality for both case studies.

From the related work analysis performed, we have
discovered that strategies for handling nonconforming indi-
viduals are being applied by some researchers using SBSE
solutions to solve MDE problems, but its spread is not gen-
eralized yet. To help in the spread of this kind of strategies,
an open-source implementation of the nine generic strate-
gies has been made publicly available in order to facilitate its
adoption by the community. In addition, we provide insights
of the behavior of the different strategies when solving the
feature location problem that could benefit other practition-
ers when choosing which strategy should be applied when
solving his MDE problem. We believe that this work could
lead to the application of strategies for handling noncon-
forming individuals that yield to the results faster by more
researchers of the SDMDE community. Similarly, we expect
more research to evaluate if the results are similar when
applying the strategies to other SBMDE problems and when
adapting them to work with other encoding if required by
the problem. As a result, new generic strategies may emerge,
resulting in a catalogue of strategies that can be reused and
improved by the community.

Acknowledgements This work has been partially supported by the
Ministry of Economy and Competitiveness (MINECO) through the
Spanish National R+D+i Plan and ERDF funds under the Project ALPS
(RTI2018-096411-B-I00). We thank William B. Langdon and Justyna
Petke because their feedback while Carlos stayed at University College
London inspired this work.

A Statistical analysis results
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Â
12

va
lu
e,
in
di
ca
tin

g
th
e
nu

m
be
r
of

tim
es

th
at

th
e
fir
st
st
ra
te
gy

(r
ow

)
pe
rf
or
m
s
be
tte

r
th
an

th
e
se
co
nd

st
ra
te
gy

(c
ol
um

n)
in

te
rm

s
of

M
C
C
.V

al
ue
s

ou
tp
er
fo
rm

in
g
th
e
ba
se
lin

e
ar
e
hi
gh

lig
ht
ed

in
ita

lic
s

123



1686 J. Font et al.

References

1. Apache opennlp: toolkit for the processing of natural language text.
https://opennlp.apache.org/ (2016). Accessed 22 Feb 2021

2. Abdeen, H., Varró, D., Sahraoui, H., Nagy, A.S., Debreceni,
C., Hegedüs, Á., Horváth, Á.: Multi-objective optimization in
rule-based design space exploration. In: Proceedings of the 29th
ACM/IEEE International Conference on Automated Software
Engineering, pp. 289–300. ACM (2014)

3. Afzal, W., Torkar, R., Feldt, R.: A systematic review of search-
based testing for non-functional system properties. Inf. Soft.
Technol. 51(6), 957–976 (2009)

4. Ali, S., Iqbal, M.Z., Arcuri, A., Briand, L.: A search-based ocl con-
straint solver for model-based test data generation. In: 2011 11th
International Conference on Quality Software, pp. 41–50. IEEE
(2011)

5. Ali, S., Iqbal, M.Z., Arcuri, A., Briand, L.C.: Generating test data
from ocl constraints with search techniques. IEEE Trans. Softw.
Eng. 39(10), 1376–1402 (2013)

6. Alshahwan, N., Harman, M.: Automated web application testing
using searchbased software engineering. In: 26th IEEE/ACMInter-
national Conference on Automated Software Engineering (ASE),
pp. 3–12 (2011)

7. Arcega, L., Font, J., Haugen, Ø., Cetina, C.: An approach for bug
localization in models using two levels: model and metamodel.
Softw. Syst. Model. 18(6), 3551–3576 (2019)

8. Arcuri, A., Briand, L.: A hitchhiker’s guide to statistical tests for
assessing randomized algorithms in software engineering. Softw.
Test. Verific. Reliab. 24(3), 219–250 (2014)

9. Arcuri,A., Fraser,G.: Parameter tuning or default values? an empir-
ical investigation in search-based software engineering. Empir.
Softw. Eng. 18(3), 594–623 (2013)

10. Bäck, T., Schütz, M., Khuri, S.: A comparative study of a penalty
function, a repair heuristic, and stochastic operators with the
set-covering problem. In: European Conference on Artificial Evo-
lution, pp. 320–332. Springer (1995)

11. Ballarín, M., Marcén, A.C., Pelechano, V., Cetina, C.: Measures to
report the location problem of model fragment location. In: 21th
ACM/IEEE International Conference on Model Driven Engineer-
ing Languages and Systems. MODELS’18, pp. 189–199. ACM,
New York (2018)

12. Bean, J.C.: Genetic algorithms and random keys for sequencing
and optimization. ORSA J. Comput. 6(2), 154–160 (1994)

13. Bill, R., Fleck, M., Troya, J., Mayerhofer, T., Wimmer, M.: A local
and global tour on momot. Softw. Syst. Model. 18(2), 1017–1046
(2019)

14. Boussaïd, I., Siarry, P., Ahmed-Nacer, M.: A survey on search-
based model-driven engineering. Autom. Softw. Eng. 24(2), 233–
294 (2017)

15. Burdusel,A., Zschaler, S., John, S.:Automatic generationof atomic
consistency preserving search operators for search-based model
engineering. In: ACM/IEEE 22nd International Conference on
Model Driven Engineering Languages and Systems (MODELS),
pp. 106–116 (2019)

16. Cetina, C., Font, J., Arcega, L., Pérez, F.: Improving feature loca-
tion in long-living model-based product families designed with
sustainability goals. J. Syst. Softw. 134, 261–278 (2017)

17. Chicco, D., Jurman, G.: The advantages of the matthews correla-
tion coefficient over f1 score and accuracy in binary classification
evaluation. BMC Genom. 21(1), 6 (2020)

18. Chootinan, P., Chen, A.: Constraint handling in genetic algorithms
using a gradient-based repair method. Comput. Oper. Res. 33(8),
2263–2281 (2006)

19. Coello, C.A.C.: Theoretical and numerical constraint-handling
techniques used with evolutionary algorithms: a survey of the state

of the art. Comput.MethodsAppl.Mech. Eng. 191(11), 1245–1287
(2002)

20. Colanzi, T.E., Vergilio, S.R.: Representation of software product
line architectures for search-based design. In: 2013 1st Inter-
national Workshop on Combining Modelling and Search-Based
Software Engineering (CMSBSE), pp. 28–33 (2013)D
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