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Abstract
Privacy-enhancing technologies play an important role in preventing the disclosure of private data as information is transmitted
and processed. Although business process model and notation (BPMN) is well suited for expressing stakeholder collaboration
and business processes support by technical solutions, little is done to depict and analyze the flow of private information and
its technical safeguards as it is disclosed to process participants. This gap motivates the development of privacy-enhanced
BPMN (PE-BPMN)—a BPMN language for capturing PET-related activities in order to study the flow of private information
and ease the communication of privacy concerns and requirements among stakeholders. We demonstrate its feasibility in a
mobile app scenario and present techniques to analyze information disclosures identified by models enriched with PE-BPMN.

Keywords Privacy · Business process model and notation (BPMN) · Privacy-enhancing technology (PET) · Information
disclosure

1 Introduction

The importance of personal data privacy is continuously
growing.A newGeneralData ProtectionRegulation (GDPR)
has come into force in theEU[32], and thenewPrivacyShield
agreement will be affecting businesses in USA with greater
restrictions compared to the Safe Harbour agreement [42].
Furthermore, companies are starting to use privacy as a sales
argument, e.g., adding differential privacy to their services

1 For a visualization of published leaks, see http://www.
informationisbeautiful.net/visualizations/worlds-biggest-data-
breaches-hacks/.
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[18]. Yet, there are regular data breaches1 or new disclosures
from public data, e.g., [40].

Organizations wishing to cope with new restrictions or
to deploy new privacy-enhancing technologies (PETs) need
to understand the privacy properties and assumptions of
their current and future systems. There exist a few regula-
tory standards (e.g., [20,30]) and approaches (e.g., [27]) for
privacy management and modeling; however, little is done
[23] to assess privacy properties within business processes.
These approaches mainly consider risk-oriented privacy
management, but do not address unintentional information
disclosures that are an inherent part of the processwhen some
data objects are sent between parties. An alternate approach
to privacy analysis using business process modeling through
business process model and notation (BPMN) could give us
an added means of ensuring minimal privacy leakage while
optimizing technological or cost overheads. For example, the
conceptual representation of the GDPR in [41] was devel-
oped for a BPMN-based GDPR compliance assessment tool.
Additionally, capturing these privacy characteristics within
the visual notation ofBPMNcan aid communication between
process stakeholders and organizational data protection offi-
cers.

We primarily focus on the disclosure of private infor-
mation in the honest-but-curious adversary cases expressed
using business process model and notation (BPMN 2.0)
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[15,29]. This security model is well suited for BPMN as in
the honest-but-curious model all the parties follow the estab-
lished security protocol but try to learn as much as they can
from the data that is disclosed to them. There is no inten-
tional malicious activity from any party. Specifically, we
consider the research question on how BPMN can enable
the visualization, analysis and communication of the privacy
characteristics of business processes. Based on the PET clas-
sification in [11], we propose a multi-leveled model of PET
abstraction meant to be used with privacy-enhanced BPMN
(PE-BPMN)—an extension of the BPMN with privacy-
enhancing technologies and discuss information disclosure
analysis possibilities. We validate our proposal by applying
PE-BPMN to the RapidGather mobile application scenario
where emergency data is gathered using a mobile phone app.

This paper is an extension of [31] which presented the
PE-BPMN syntax and PET selection method. In this work
we strengthen and refine the methodology behind its devel-
opment in accordance with principles of model-driven engi-
neering to introduce a multi-leveled model of PET abstrac-
tion. This model is accompanied by a set of techniques that
support information disclosure analysis. Additionally, the
PE-BPMN language is extendedwith support formore PETs.

The rest of the paper is structured as follows. Section 2
introduces BPMN and PETs to provide the necessary con-
cepts used for the rest of the paper. Section 3 introduces the
PE-BPMN extension for BPMN, and Sect. 4 describes how
PE-BPMN can be applied at multiple levels of abstraction
in business process models. Developing variants of a pro-
cess model with different PETs in PE-BPMN is illustrated
in Sect. 5. The analysis methods enabled by PE-BPMN are
introduced in Sect. 6. Section 8 discusses our implementation
for modeling with PE-BPMN, syntax validation and analy-
sismethods. Section 9 provides a comprehensive overview of
privacy and security in business process modeling and com-
pares these to our approach. Finally, Sect. 10 concludes the
paper and gives directions for future work.

2 Background

2.1 Business processingmodel and notation

BPMN was originally developed to provide a notation that
was easily understandable by all business users, from techni-
cal analysts implementing an information system to business
analysts to business users who manage the processes.2 This
goal coincides with one of the main aims of PE-BPMN that
we motivate and discuss over the rest of this paper. To the
uninitiated (in terms of business processmodeling), it is most

2 For a brief overview of BPMN and its salient features, see the OMG
introduction to BPMN at https://www.omg.org/bpmn/Documents/
Introduction_to_BPMN.pdf.

helpful to view BPMN as a form of advanced flowcharts to
visualize business process operations. BPMN is fairly robust
and includes notations to indicate decisional paths (gate-
ways), recurring events, timed events, tasks of different kinds
(e.g., user tasks and script tasks), data objects, databases and
evenprocesseswithin processes (subprocesses). In this paper,
we use its most basic elements to limit our scopewhile devel-
oping the foundations of PE-BPMN.

The elements of the notation we use are restricted to those
in Fig. 1 and some of their variants. Events (start, interme-
diate and end) are depicted by circles, and individual tasks
are rounded rectangles connected by arrows called sequence
flows. All of these elements belong to the participants of the
process represented by pools. (If a pool has multiple partic-
ipants, each one has its own lane.) Communication happens
via message flows and is usually received via message events
in the pool of the receiving party. Information payloads are
represented either by the file icons as data objects, or groups
of data objects called collections.

2.2 A taxonomy of privacy-enhancing technologies

The term privacy-enhancing technologies covers various
technologies with a common goal of enabling some form
of protection of personally identifiable information. The
approaches can range from technical to more procedural
means of protection. We describe our adaptation of the exist-
ing PET classifications that we found most suitable for our
goal-oriented modeling of privacy in processes.

The taxonomy in [11] thoroughly describes commonly
used PETs. Another recent systematic comparison of prop-
erties of PETs is given in [19] that could be used to enhance
the decision tree for PET selection. Table 1 combines the
aim, data and aspect ideas of [19]. The focus is on privacy
goals, but it is nicely complemented with a legal viewpoint
of activities that are harmful for privacy [38]. Table 1 also
covers data collection and processing parts of [38], and we
later discuss how leakage analysis can help to quantify prob-
lems in information dissemination. There are also attempts
at creating guidelines for choosing PETs in for different set-
tings, for example [11,21,22]. The column labeled Generic
Stereotype is explained in the next section.

The PET classification in Table 1 is an adaptation of
the results in [11]. In this classification, PETs are grouped
according to their application goals to aid choosing PETs
and expanded with targets, which should be met to achieve
the privacy guarantees required by the business. It should be
noted that the same PET could appear in different categories;
for example, encryption is used for data protection and secure
communication. This classification could be extended with
more sub-categories for other PETs. For example, the com-
putation on protected inputs can be divided to distributed and
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Fig. 1 BPMN elements used in this paper

Table 1 Classification of privacy-enhancing technologies

Goal Target Examples of technology Generic stereotype

Communication protection Security Client–server encryption, TLS, IPSec, end-to-end
encryption, PGP, OTR

Secure channel

Anonymity Proxies, VPN, onion routing, mix networks,
broadcast

Data protection Integrity Message authentication codes, signatures

Confidentiality Encryption, secret sharing ProtectConfidentiality,
OpenConfidentiality

Entity authentication Identity-based Username and password, single-sign-on CheckAuthenticity,
ProveAuthenticity

Attribute-based Credential used only once, zero-knowledge proofs

Privacy-aware computation Confidential inputs Homomorphic encryption, secure multiparty
computation, Intel SGX

PETComputation

Privacy-adding Differential privacy, k-anonymity, cell suppression,
noise addition, aggregation, anonymization

PETComputation

Human–data interaction Transparency of data usage Information flow detection, logging, declarations
about information usage

Intervenability Information granularity adjustment, access control

single party techniques. Added details can help choose the
right PET in a decision tree manner.

Communication protection protects the content and the
parties. Securitymeans that the protected contents (e.g., using
end-to-end encryption, TLS, etc.) can travel without external
parties reading or modifying them. Anonymity ensures that
the interacting parties cannot be deduced by an observer. Var-
ious technologies can be combined to achieve secure network
channels with different properties.

Data protection ensures integrity and confidentiality of
the data. For example, signatures or message authentication
codes cannot bemodified by external parties who do not have
access to respective keys. Encrypted data remains confiden-
tial unless a party has the decryption key. Data protected by
secret sharing raises an additional constraint that it must be
stored in a distributed manner.

Entity authentication is a procedure for proving that user
corresponds to the claimed attributes. Identity authentication
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requires some identity provider to verify all accesses (e.g.,
based on a fixed account). Attribute-basedmethods deal with
proving one’s membership to some group, without identify-
ing herself.

Privacy-aware computations focus on the utility of pri-
vate data. Computations on confidential inputs allow one to
securely process various operations without removing the
protection mechanisms. For example, these computations
use homomorphic properties of encryption or secret shar-
ing. Privacy-adding computations can add a layer of privacy
to their outputs instead of fully protecting the inputs. For
example, differential privacy adds some noise to the query
reply so that it is hard to infer something about single entries
in the database.

Human–data interaction is a field that combines tech-
nical means and policies with user experience. In essence,
the users allowing some processing of their data should be
knowledgeable about how andwhy their data is used. In addi-
tion, they may be able to regulate the data processing. We do
not address human–data interaction in PE-BPMN language,
rather our tools provide one way to raise awareness about the
lifecycle of one’s data and therefore belong in this category
themselves.

3 Extending BPMN to support PETs

To define an extension to a modeling language, we need to
ensure that its concrete syntax, abstract syntax and semantics
are addressed [12]. The concrete syntax is the outer surface
of the language—how it is communicated when expressed.
This could be alphabets, strings, graphical notations and so
forth. The abstract syntax is the underlying structure that sup-
ports the concrete syntax. In model-driven engineering, it is
commonly expressed as a UML metamodel. The semantics,
i.e., the interpretability of the language must also be clearly
understable. In this section, we introduce our extensions to
the BPMN abstract syntax that enable the inclusion and cat-
egorization of PETs.

At a high level in BPMN 2.0, communication flows are
generalized by the Data Flow entity. Other activities are
viewed as Tasks which fall into two categories—User Tasks
and Script Tasks. Figure 2 presents our extensions of BPMN
abstract syntax [29]. Our contribution to the BPMN abstract
syntax is its extension with the PET taxonomy defined in
Table 1. The taxonomy provides us with a link between the
concrete technologies we wish to implement in our models
and the existing BPMN syntax.

The first step is to extend the existing syntax with the
privacy-oriented goals and targets of Table 1. Data Flow is
extended with Communication Protection, viewed as the
goal of applying a privacy-enhancing mechanism to any
kind of messaging activity. Security and Anonymity are
its children that describe associated targets from the taxon-

omy. Typically, the technologies or protocols that achieve
targets have similar characteristics or stages that can be
generalized. These are captured by the attributes of the
target classes as what we call generic stereotypes. In this
instance, SecureChannel is a generic stereotype of the
Security target. At the lowest level, we describe actual
PET protocols (or their stages) that achieve targets bear-
ing a particular generic stereotype. These are what we call
concrete stereotypes. Current standards for secure channel
communication include transport layer security (TLS) and
end-to-end encryption (E2EE) among others; hence, these
are the concrete stereotypes corresponding to the generic
SecureChannel stereotype.

The key reason we separate the taxonomy elements (goals
and targets) from the stereotypes (generic and concrete) is
that while the taxonomy describes desirable outcomes at a
rather high level, the stereotypes offer representation at the
level of execution. For a practitioner, only the latter remains
relevant. This is discussed further in Sect. 4. However, the
taxonomy serves as a methodological classification mecha-
nism that guides the inclusion of current and future PETs.

In a similar manner, the BPMN Task is extended with
a new PET Task to become the parent of the remaining
goals and targets in the taxonomy. Protocols and technolo-
gies that provide confidentiality typically follow a sequence
of protection addition and removal (such as encryption fol-
lowed by decryption). These are described by the generic
stereotypes ProtectConfidentiality and OpenConfidential-
ity. The same reasoning follows for the generic stereotypes of
identity-based authentication—ProveAuthenticity provides
some token that VerifyAuthenticity can check to verify that
the token comes from a known party. We discuss the moti-
vation for selection and the application of both, generic and
concrete stereotypes in the next section.

4 Modeling privacy with PE-BPMN

Figure 3 gives us another perspective of the abstract syntax
that highlights the generic and concrete stereotypes alone.
This model is what we use to aid us in choosing PETs and
their alternatives as the taxonomy ensures that PETs offering
similar privacy guarantees fall under the same classification.
Please note that the PETs represented in this model are only
a fraction of what a more complete model would include.3

Previously, we established a means of relating privacy
from a high-level conceptual taxonomy to its actual imple-
mentation standards and protocols. In this section, we go
further into each PET that was included in the abstract syntax

3 The PETs included in our abstract syntax are selected based on their
applicability to the real-world scenario in Sect. 7, and they are suffi-
ciently different from each other to allow discussing various details of
the concrete stereotypes.
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Fig. 3 A reduced view of the PE-BPMN metamodel highlighting the generic and concrete stereotypes

and illustrate the usage of generic and concrete stereotypes
in the metamodel. In line with the previously mentioned
approach formodeling languages, this illustrates the concrete
syntax of PE-BPMN. We use the aid of a hypothetical sce-
nario to illustrate how we move in iterations from a standard
process model, to one with generic stereotypes and finally its
variations in concrete stereotypes.

Privacyless model In Fig. 4, we describe a scenario with an
actor, Party 1 who requires information from another actor,
Party 2 that should be computed with information from both
parties. Party 1 sends information, Data 1 to Party 2 which
uses additional data in its possession, Data 2 to compute the
Result and forward it to Party 1.With this as a foundation, we
are in a position to model and eventually analyze the privacy
guarantees and trade-offs that different PETs provide from
the perspective of generic and concrete stereotypes.

Generic-stereotyped model In Fig. 5, we introduce generic
stereotypes to the scenario (highlighted in yellow). They
belong to the two goals—Data Protection and Privacy-
Aware Computation (see Table 1). It is necessary to protect
Data 1 as well as the result of the computation from
being read by Party 2. To ensure this, Party 1 applies the
generic stereotypes related to Data Protection (i.e., Protect-
Confidentiality and OpenConfidentiality). Protection from
disclosure of the results to Party 2 is ensured by fact that
the input it receives is protected. In addition, the computa-
tion task requires a generic stereotype PETComputation to
enable computation on protected values and keep the result
protected. This generic model describes one possible pro-
cess variant with respect to the goals of this scenario. Such a
generic-stereotypedmodel provides a basis for PET selection

in the next step where the selected PETs are then modeled
and their trade-offs analyzed.

Concrete-stereotyped model Concrete technologies intro-
duce different trade-offs or limitations even if they belong
to the same groups in Table 1. Therefore, considering pri-
vacy in business process starts with fixing the general goal
and stereotype and then making decisions to select the PETs.
Choosing PETs from the general stereotypes can be done
with the help of decision trees or other specifications of the
PET properties. For example, the decision should take into
account the necessary efficiency or computation capabilities.
It is useful to model the PETs in BPMN and not leave the
choice to later stages of development as they may introduce
new stakeholders. For example, secure multiparty computa-
tion techniques are often applicable in theory but, in many
processes, it is hard to find stakeholders that are willing to
participate in the computation.

5 Modeling and comparing concrete
technologies

In this section we describe how we transform the generic-
stereotyped model in Fig. 5 to several concrete-stereotyped
models that reflect the PETs we would like to compare.
We discuss variants of Fig. 5 instantiated with Encryption
(Fig. 6), Secret Sharing (Fig. 7) and SGX (Fig. 8). Their
respective tasks are highlighted in red while additional input
objects required by the PET; for example, private keys are
highlighted in green. Table 2 summarizes all concrete stereo-
types. We consider each unprotected data element with the
name data whereas shares, encrypted data or protected data
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Fig. 4 A sample privacyless
model

emphasize that some form of protection (e.g., by Protect-
Confidentiality type stereotype) has been applied. Note that
we only include the inputs and outputs that explicitly appear
on the PE-BPMN model in this table, other parameters such
as script or access specification are defined as attributes of
the concrete stereotype. It is also important to understand
that while the modeling in PE-BPMN requires some loose
constraints for the model to be syntactically correct, we do
not enforce strict task patterns for stereotypes as implemen-
tations of a particular technology may vary but still offer
equivalent privacy guarantees. This is further discussed in
Sect. 8.2.

Public key encryption [13] specifies data protection tasks
in Fig. 6. Public key encryption requires a key pair of private
and public key and uses the public key with the encryption
operation to protect the data and requires the private key
to decrypt the data. Its tasks are a direct substitution of the
generic-stereotyped process model in Fig. 5 as the generic
stereotypes ProtectConfidentiality and OpenConfidential-
ity have their concrete counterparts in public key encryption,
i.e.,PKEncryption and PKDecryption, respectively.Themain
difference is the added key input that forces an additional
restriction that PKDecryption is valid only if it uses the pri-
vate key from the key pair with the public key used to encrypt
the data. The keys in this case act as an explicit form of access

specification. Homomorphic encryption schemes, e.g., fully
homomorphic encryption [17], give rise to a counterpart of
PETComputation, namely PKComputation. The PKCompu-
tation expects at least one encrypted input and can also take
public inputs and produces one ciphertext for the same key
pair as the encrypted input. Hence, homomorphic encryp-
tion scheme works as a straight replacement of the generic
stereotypes.

Secret sharing [6,37] can also be expressed as specializa-
tions of ProtectConfidentiality and OpenConfidentiality as
shown in Fig. 7. The challenge with replacing PETComputa-
tionwith secure multiparty computation (MPC) is that MPC
requires collaboration of multiple independent participants.
Figure 7 shows one possible implementation where both of
the original parties collaborate in the computation. However,
this means that we shift from a asymmetrical view where
only one party applied the protection to a symmetrical view
where both parties carry outmostly the same PET tasks. Each
retains one share of the private input and executes a proto-
col to compute the desired output from these values using
the homomorphic properties of the sharing. PE-BPMN rep-
resentation of this use case highlights that Party 1 needs to
have the same computing capabilities as Party 2which is not
a concern with other PET choices. Another variation of the
secure multiparty computation using secret sharing where
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Fig. 5 Remodeled generic-stereotyped model

the computation is carried out on non-colluding third party
servers is illustrated in Sect. 7. The overall pattern is that each
share is given to an separate party and these parties need to
collaboratively perform the computations.

SSSharing, the specialization of ProtectConfidentiality,
splits the input data to the number of shares, determined by
the access specification. The SSSharing access specification
parameter also defines which collection of shares is neces-
sary for reconstruction or computation. SSReconstruction
inverts SSSharing: it restores input shares to public data if
given enough shares. In our example in Fig. 7 both shares
are needed for reconstruction. SSComputation tasks define
the computations on shares specified by the script. Impor-
tantly, SSComputation tasks are a collaboration of different
parties holding separate shares of the initial data. In Fig. 7 the
two tasks with the SSComputation should be interpreted as
two sides of the collaborative task. To capture that, we define
SSComputation tasks to belong to groups where the script
of the computations is the same for the whole group and the
output shares define one secret shared value.

Intel SGX (Intel Software Guard Extensions4) technology
[3] offers secure data processing using secure hardware and
requires the tasks specified in Fig. 8. Structurally, SGX is

4 https://software.intel.com/en-us/sgx.

similar to Encryption with the addition of the remote attes-
tation process comprised of the activities SGXAttestation-
Challenge and SGXAttestationEnclave. Remote attestation
(initialized with SGXAttestationChallenge) is a process that
tests for the presence of an enclave on the Intel SGX-enabled
platform and establishes the grounds for further use of the
technology. In essence, attestation is a technology-specific
requirement that is similar to the keys used in encryption and
appears as additions to the conceptual model. There is no
counterpart of the OpenConfidentiality activity in SGX as
the SGXprotected values are available onlywithin the secure
hardware. For this example, the result in Fig. 8 is considered
to be a public output sent to Party 1. However, we could com-
bine it with encryption technology to keep the privacy of the
output as we do in the scenario in Sect. 7.

SGXProtect protects its input data for the use of one SGX
enclavewhere the access specification defines the enclave. To
define an enclave we group together the computation tasks
with SGXComputation stereotype that are one lane of the
process that can use the content protected by concrete SGX-
Protect task. This lane corresponds to the entity that has
the specific secure SGX processor intended for these com-
putations. We could also define an extension of OpenCon-
fidentiality for the SGX technology, but instead we define
SGXComputation so that it can give out either private or pro-
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Fig. 6 Concrete-stereotyped model: encryption

Fig. 7 Concrete-stereotyped model: secret sharing

123



3244 P. Pullonen et al.

Fig. 8 Concrete-stereotyped model: SGX

Table 2 Example stereotypes, their input–output types and number (or range) of input and output data objects

Concrete stereotype General stereotype Input Output

SecureChannel SecureChannel 1 − ∞ : data 1 − ∞ : data
SSsharing ProtectConfidentiality 1: data 2 − ∞ : shares
PKencryption ProtectConfidentiality 2: data, public key 1: encrypted data

SGXProtect ProtectConfidentiality 1: data 1: SGX protected data

SSreconstruction OpenConfidentiality 2 − ∞ : shares 1: data

PKdecryption OpenConfidentiality 2: encrypted data, secret key 1: data

SScomputation PETComputation 1 − ∞: shares or data 1: share

PKcomputation PETComputation 1 − ∞: encrypted data or data 1: encrypted data

SGXComputation PETComputation 1 − ∞: SGX protected data or data 1: SGX protected data or data

SGXAttestation Enclave ProveAuthenticity 0: 0:

SGXAttestation Challenge VerifyAuthenticity 0: 1: attestation outcome

tected outputs as this is closer to the actual technology. This
is sufficient for SGX as only the enclave itself can open the
secured contents and no external party could run the Open-
Confidentiality task. The attestation stereotypes form a pair
of tasks that correspond to the authentication tasks. In addi-
tion, the SGXAttestationEnclave is also part of the enclave
group as this task can only be run on the secure hardware.

6 Information disclosure analysis

In this paper, we make an important distinction between pri-
vacy leakage and information disclosure. Privacy leakage
occurs if information is disclosed to an unauthorized party
whereas information is considered disclosedwhen it is acces-
sible by another party, regardless of authorization level. A
privacy leakage evaluation is only pertinent when policies
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(e.g., GDPR) governing data access by different participants
have been defined and enforcedwithin the bounds of the busi-
ness process. Prior to this, the flow of information between
actors has to be identified and captured via the information
disclosure analysis techniques described ahead.

For the purposes of PE-BPMN, we consider an object to
be disclosed if it is received or intercepted by another party
regardless of intent or policy. This is in line with the honest-
but-curious security model where parties do not actively try
to get access to more data but observe the data available to
them. We propose information disclosure analysis to gain
an understanding of communications between pools, their
associated data objects and even inter-dependencies between
inputs and outputs of activities.

Information disclosure analysis is supported by three
types of disclosure tables—visibilitymatrix, communication
matrix and data dependency matrix. They provide different
perspectives on data and communication interactions along
a PE-BPMN model.

A Visibility Matrix gives an overview of the data objects
that each actor possesses at some point along the process. It
also describes the extent of data visibility to each actor. The
actors learn the contents of data sent to them or computed
by them, but some data objects hide the actual data that they
encode (e.g., through encryption or sharing). We consider
technologies that provide data confidentiality protection and
PET computations that give protected outputs as producing
the data objects that hide their underlying content. Such anal-
ysis can also be carried out on the general stereotypes that
simply specify if a data object is protected or not. In short,
tasks with ProtectConfidentiality stereotype or its specifi-
cations have protected outputs, PETComputation tasks can
have either protected or public outputs depending on the
concrete technology and OpenConfidentiality tasks always
produce unprotected data from protected inputs. Table 3a
shows three visibility ratings of data objects used in the vis-
ibility matrix.

• Visible (V) indicates that an object is owned or obtained
at some point by an actor and is fully readable. An object
is visible if it is not protected, most notably this also
includes all protected data that goes through OpenCon-
fidentiality type task and becomes visible to the party
running the task. All visible data is disclosed to the par-
ties seeing it.

In the table,Data 1 and Public Key are data objects owned
by Party 1 and are fully readable which gets them clas-
sified as visible.

• Accessible (A) indicates that a data object is owned or
obtained by an actor at some point but it is protected.
Additionally, the actor meets the access specification Ta
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requirements required to open the data making its con-
tents accessible. It is a useful distinction to make from
visible objects as it can be used to identify whether an
actor needs to have access to protected artifacts in order
to carry out the process. All accessible data should be
considered as having high risk of disclosure.

Here we see that Encrypted Result is received by Party
1. Since Party 1 possesses the required Secret Key, the
encrypted result is classified as accessible to Party 1.

• Hidden (H) tells us that a data object is ownedor obtained
by an actor at some point but its contents are unreadable
as it is protected by some PET mechanism (e.g., encryp-
tion) and the party does not meet the access specification
requirements to recover the protected data.Hence, all hid-
den data is something that is not disclosed to the given
stakeholder.

In the table, Party 2 received Encrypted Data 1 but its
contents are encrypted. As Party 2 does not possess the
secret key, the data object is considered hidden.

A Communication Matrix summarizes communication
events between pools and tells us whether the information
is transmitted through a secure channel or it is public on the
network. A data object is disclosed to an observer on the
network or to the telecommunications provider if it is sent
over the public network (not secure channel). Furthermore,
for such a data object, we should consider whether it has any
other means of protection, e.g., encryption that reduces the
disclosure.We alsomark the data sent over the secure channel
into the communication matrix although it is not disclosed. It
is important to note that the fact that there is a message on a
secure channel may give information about the process, e.g.,
if communication happens in conditional branches, even if
the actual transmission is secured.

Table 3b shows the communication matrix for our exam-
ple. Presence of secure channels and encryptions are indi-
cated with Y or N corresponding to Yes and No, respectively.
The Send activity that transmits Encrypted Data 1 to Party
2 is not transmitted over a secure channel (hence, the corre-
sponding cell ismarked N ) but it is encrypted (hence,marked
Y ).

A Data Dependency Matrix summarizes the associa-
tions between inputs and outputs along the process. It also
explains whether they are related, directly or indirectly. A
direct dependency where A depends on B means that A is
an output of a task that takes B as an input. All data objects
that B depends on will be indirect dependencies for A. A
data dependency matrix is useful in conjunction with a vis-
ibility matrix because when an object has been identified as
visible, the data dependency matrix shows us the chain of
potentially compromised data objects. The main dependen-

cies are easy to see on the model, more detail can be added
to this analysis when we take the computation scripts into
account. For example, our analysis results could be used to
decide which data objects need additional analysis with the
leaks-when method from [16].

Table 3c shows the data dependency matrix for our exam-
ple. If we consider the final output of the process, Result,
we see that Encrypted Result and Secret Key are its direct
inputs. However, they are the result of computations earlier
in the process on the rest of the inputs classifying all of the
other inputs as indirect dependencies.

The combination of thesematrices gives us an overview of
whether any data objects are at risk of being leaked. While
this example is simple for illustrative purposes, we see a
disclosure analysis being useful when dealing with larger,
complex models and even large numbers of models. Disclo-
sure reports give a quick overview of the process structure
and also help to understand the effects of the used privacy
technologies.

7 Applying PE-BPMN

To illustrate PE-BPMN feasibility, we describe an extract
of the mobile app RapidGather [24]. This app is devel-
oped by the Privacy-EnhancedAndroidResearch andLegacy
Systems (PEARLS) team in DARPA Brandeis program.5 It
enables a rapid response to an imminent threat. In case of an
event, emergency officers would use the RapidGather infras-
tructure to collect data from RapidGather app and to analyze
them at the command center. RapidGather has many sce-
narios deploying different privacy-enhancing technologies.
These include location analysis, private machine learning
using photos from the mobile device and computing a repu-
tation for each device using secure hardware. We also model
procedures such as uploading the application to the app store
or installing it to the phone. In addition to RapidGather, we
are exploring other scenarios in the Brandeis program, for
example, Internet of things setting with data streams that
need a different level of detail on the inner workings of the
computation. Use cases for PE-BPMN are all characterized
as processes with multiple stakeholders and private data.

7.1 RapidGather location analysis

We show alternative designs for the location analysis idea
in RapidGather. The goal is threefold: (i) to demonstrate the
PE-BPMN modeling applicability, (i) to show how its anno-
tations capture PETs in a communicable format that requires
minimal prior familiarity with BPMN and (iii) to illustrate
privacy analysis means in business processes with PETs.

5 DARPA Brandeis—http://www.darpa.mil/program/brandeis.
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Each activity has an ID to make it easier to track similar-
ities between different figures. The ID of privacy-enhancing
activity is prefixed with P and regular activities are prefixed
with A. Data objects are assigned IDs in a similar format with
the prefix D. The numbers are not always sequential, but the
same ID refers to a conceptually same task in all versions of
the processes that we consider.

7.1.1 Scenario description: privacyless

As illustrated in the privacyless model in Fig. 9a, the
RapidGather app initiates the collection of location data by
periodically requesting location information (task A1). Data
object D1 reflects this collected raw data. The AndroidOS is
responsible for preprocessing and submitting locations (data
D2) to the Compute server (task A2). The Compute server
processes and updates (taskP3) its heatmap information (data
D6) to produce an updated heatmap (data D5).

The collected data is analyzed by the Command center
employees (see Fig. 9b). A request for a heatmap (data D7) is
generated (task A5) by an Operator and sent (task A6) to the
Administrator. Once the request for the movement heatmap
is submitted to the Compute server, the updated heatmap
(data D5) is used to generate (task P4) the heatmap defined
by the query parameters (data D9). Query result (data D9) is
then sent (task A7) to the Command center. The Adminis-
trator can display it (task A8) and show to the Operator for
inspection (task A9).

The main privacy concern in this case is the danger of
leaking mobile device location through communication or
computation.We need to ensure that the compute server does
not learn the location of any specific device and command
center is only able to see the aggregated heatmap. We apply
PE-BPMN to address the privacy concerns and illustrate the
model changes as we first apply general stereotypes and then
add PETs.

7.1.2 Applying PE-BPMN: generic stereotypes

A look at the disclosure table (Table 4a) for this privacyless
process shows that the heatmap is revealed to the Command
center and the location is revealed to the Compute server.
According to the communication matrix in Table 4b, both
are revealed to the parties observing the network. In addition,
data dependency matrix in Table 4c can be used to notice that
both of these depend on the private location of the user. In
this instance, these observations are easy tomake without the
analysis tables, but the simplification created by the summary
matrices is helpful for larger processes. On the other hand,
the knowledge that the location is private data is very context
specific and must originate from the analyst.

The leakon thenetwork canbe resolvedwith SecureChan-
nel applied to the message flows carrying the data. This is a

general step that can be done to resolve any potential leak-
ages to external parties but implies that the real life process
needs some procedure to set up this secure communication.
Considering the potential leakage of location to the other
stakeholders has to start from the origin of this data. If any
participant wants to protect their values from the recipients
then it has to add some form of protection to it before send-
ing it out. Hence, we need ProtectConfidentiality stereotype
and confidentiality parameter before sending the location to
the compute server as task P1 in Fig. 10a. However, the types
of the operations require us to consider PETcomputation for
tasks P3 and P4 because data D2 has a protected type and it is
used by these tasks. We would like to maintain the privacy of
the stored data and the query result; hence, PETcomputation
should give protected results and data D8 also has protection.
The remaining choice about how to proceed from D8 on the
Command center side is again context specific: either pro-
tected processing or making the data public. In this case the
goal of viewing the data can only be achieved using the latter
and OpenConfidentiality stereotype is added to task P5 in
Fig. 10b to make the protected data D8 into public data D9.

Another look at the analysis of this scenario with generic
stereotypes helps to understand if the desired goals are met.
The visibility matrix, Table 5a, and communication matrix,
Table 5b, show that the location data does not leak to the
Compute server or the telecommunication party which is
as desired. However, the heatmap data D9 is still disclosed
to the Command center as necessary. The data dependency
in Table 5c closely resembles that of the privacyless model
(Table 4c) indicating that the process structure is mostly the
same.

It is possible to leave the choice of PETs at this level to
show the desired properties. It is also possible to narrow the
general stereotypes to concrete technologies with the help of
the PET classification. This choice depends on the stage of
the system development and the capabilities of the analyst.

7.1.3 Applying PE-BPMN: concrete stereotypes

There are many considerations besides the goal of the PET
to choose the exact technology. In this scenario, the process
on the mobile phone should be efficient to save the battery
and limit data usage. Also, the overall heatmap updates in the
compute server should be fast to allow timely updates. Here
we consider alternatives of this process using Encryption,
Secret sharing and Intel SGX. We consider these as they are
example of different paradigms of secure outsourcing that
are all quite well known. In addition, these allow to discuss
various details that are under consideration when going from
generic to concrete stereotypes and illustrate that this mod-
ification requires some understanding of the capabilities of
the technologies.
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Fig. 9 Privacyless modeling of
the RapidGather scenario
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Table 4 Information disclosure
analysis of privacyless
RapidGather process model in
Fig. 9

D1 D2 D5 D6 D7 D9

(a) Visibility matrix

RapidgatherApp V

PE Android V V

Compute Server V V V V V

Administrator V V

Operator V

Activity SecureChannel Protected Data Objects

(b) Communication matrix

A2 N N D2

A6 N N D7

A7 N N D9

Inputs

(c) Data dependency matrix

Outputs D1 D2 D5 D6 D7 D9

D1

D2 D

D5 I D D

D7

D9 I I D I D

Encryption allows using one compute server to perform
computations privately. See data collection in Fig. 11a and
analysis in Fig. 11b; there are two changes with respect
to the generic model (Fig. 10). Firstly, the general stereo-
types are replaced with their concrete versions for public key
encryption in a straightforward manner. Secondly, a key-
pair of data objects D1a and D1b is required for tasks P1
(PKEncryption) and P5 (PKDecryption) by their definition.
Hence, technically this substitution is simple, but it requires
some knowledge about the technology to comprehend its
implications. The required computations are broad, mean-
ing that it would most likely require fully homomorphic
encryption (FHE) to support these. The main trouble is that
FHE computation is not particularly efficient and especially
it requires significant computations in the phone to encrypt
the data. Hence, it may not be the best fit if the goal is to
limit the load on the mobile device. The appearance of the
keypair also implies that there needs to be some setup before
the actual computation to distribute the keys.

Secret sharing with SScomputation is an alternative
approach to finding the heatmap. In this case, the protec-
tion mechanism produces shares that are distributed to the
computing parties. A new stakeholder is required to deploy
the second computing server or some existing party should
take part in the heatmap computation. This choice is con-
text specific, e.g., in this case two separate compute servers
are more applicable because they need to be constantly

online to receive updates from the phones. The compute
servers collaboratively use computation protocols to obtain
the final heatmap that is reconstructed at the command cen-
ter. Data collection with secret sharing is shown in Fig. 12a
and analysis in Fig. 12b. The ProtectConfidentiality and
OpenConfidentiality stereotypes still have a straightforward
replacement with SSSharing and SSReconstruction, respec-
tively, but the need to replace PETComputation with two or
more tasks of SSSharing type causes also the duplication of
the respective data sends. We reflect the connection to the
generic model by using the extra indices, for example, the
two shares of data D2 are denoted as D2.1 and D2.2 and we
adapt the task indices similarly. This simplifies keeping track
of which data or tasks correspond to one conceptual data or
collaborative task in the two separate lanes. In comparison to
the FHE, the secret sharing solution requires more commu-
nication because of the added party and the nature of secure
multiparty computation. The need for additional stakeholder
is clearly documented on themodel, but the underlying impli-
cation is that the two computing parties are not colluding.

Intel SGX as shown in Fig. 13b (data collection) and Fig. 13b
(data analysis) entails the use of secure hardware and sur-
rounding protocols. We have added the attestation process to
the data collection model. This step can be considered elec-
tive, conceptually attestation is a requirement to convince
the user that the data is processed by SGX. Hence, it should
either be explicit on the process, like here, or could be consid-
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Fig. 10 Generic-stereotyped
modeling of the RapidGather
scenario
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Table 5 Information disclosure
analysis of generic-stereotyped
RapidGather process model in
Fig. 10

D1 D2 D5 D6 D7 D8 D9

(a) Visibility matrix

RapidgatherApp V

PE Android V H

Compute Server H H H V H

Administrator V A V

Operator V V

Activity SecureChannel Protected Data objects

(b) Communication matrix

A2 Y Y D2

A6 N N D7

A7 Y Y D8

Inputs

(c) Data dependency matrix

Outputs D1 D2 D5 D6 D7 D8 D9

D1

D2 D

D5 I D D

D8 I I D I D

D9 I I I I I D

ered an implication that the user running SGXProtect is only
guaranteed privacy if it has requested the attestation prior to
sending out its data. SGXProtect itself is a straightforward
replacement for ProtectConfidentiality and SGXComputa-
tion replaces PETComputation. However, the last steps of
the process are less obvious as the nature of SGX as protec-
tion inside the hardware comes into play. Hence, all values
protected for SGX computation can be accessed within the
secure processor, but here we need to give the query result
back to the Command center and still maintain its privacy
in the Compute server. This is solved by encrypting the
resultswith PKencryptionwithin the enclave.Hence,we also
require a key pair similarly to the model using pure encryp-
tion. This approach illustrates how the use of multiple PETs
within a single task can be captured using PE-BPMN (see
Task P8 in 13b).

7.2 Information disclosure analysis of concrete
technologies

The visibility analysis of generic-stereotyped model in
Table 5a gives the baseline of what are our goals in this
scenario. However, since each concrete technology modified
the process or introduced new data objects, then the concrete
analysis will give slightly different outcomes.

We have the following data visibility matrices: encryption
technology in Table 6a, secret sharing in Table 6b and SGX

in Table 6c. We see that there is a greater spread of the data
flow when secret sharing is applied due to the added Com-
pute server 2. For the secret sharing case we can see the two
copies of the original data that correspond to the shares, but
on the other cases the cryptographic keys appear in the table.
However, from a visibility standpoint, they are pretty equiv-
alent. The parties to whom the objects are visible (as marked
by V) are the same in every scenario, except for the keys that
have specific role in two of the scenarios. Hence, in this case
all these technologies can be used to meet the privacy goal
specified by the generic model.

Therewere no discernible differences between the general
and concrete communication matrices (generic-stereotyped
in Table 5b) and data dependency matrices (encryption in
Table 7a and SGX in Table 7b). This is as expected, because
the dependency matrices bring the focus on the data pro-
cessing and not to the privacy technologies. Hence, the
technologies should not change which of the core data affect
the output of the process, but they may introduce additional
dependencies, e.g., the cryptographic keys. Similarly, the
communication patterns of all these scenarios are fixed by the
generic model and the adaptations to concrete technologies
mostly affected the computations. However, the communi-
cation matrix for the secret sharing case in Table 8 is slightly
more informative as we can see that both shares of the input
(dataD2) and output (dataD8) are communicated in the same
way.
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Fig. 11 Concrete-stereotyped
(encryption) modeling of the
RapidGather scenario
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Fig. 12 Generic-stereotyped
(secret sharing) modeling of the
RapidGather scenario
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Fig. 13 Generic-stereotyped
(Intel SGX) modeling of the
RapidGather scenario

8 Prototype

We have implemented PE-BPMN extensions based on
BPMN modeling support in bpmn.js6 in PLEAK7 (Privacy
LEAKage Analysis Tools). The implementation has three
parts: (i) modeling with privacy extensions, (ii) verifying

6 https://github.com/bpmn-io/bpmn-js.
7 https://pleak.io/ and https://github.com/pleak-tools.

model syntax and (iii) generating information disclosure
matrices.

8.1 Modeling with privacy extensions

Figure 14 presents themenus of the privacy stereotypes (both,
generic and concrete) used in this paper. The stereotypes can
be added to BPMN constructs by clicking the model ele-
ments and choosing the suitable stereotype from the menu.
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Table 6 Visibility matrices for
concrete-stereotyped variants of
RapidGather scenario

D1 D1a D2 D5 D6 D7 D8 D1b D9

(a) Encryption in Fig. 11

RapidgatherApp V

PE android V V H

Compute server H H H V H

Administrator V A V V

Operator V V

D1 D2 D4 D5 D6 D7 D8 D9
1 2 1 2 1 2 1 2 1 2

(b) Secret sharing in Fig. 12

RapidgatherApp V

PE android V A A

Compute server 1 H H H H V H

Compute server 2 H H H H V H

Administrator V A A V

Operator V V

D1 D2 D5 D6 D7 D5b D7b D8 D7c D9

(c) SGX in Fig. 13

RapidgatherApp V

PE android V H

Compute server H H H V H V H

Administrator V A V V

Operator V V

Table 7 Data dependency
matrices for
concrete-stereotyped variants of
RapidGather scenario

Inputs

(a) Encryption in Fig. 11

Outputs D1 D1a D2 D5 D6 D7 D8 D1b D9

D1

D2 D D

D5 I I D D

D7

D8 I I I D I D

D9 I I I I I I D D

Inputs

(b) SGX in Fig. 12

Outputs D1 D2 D5 D6 D7 D5b D7b D8 D7c D9

D1

D2 D

D5 I D D

D7

D5b I I D I D

D8 I I I I I D D

D9 I I I I I I I D D
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Table 8 Communicationmatrix for secret sharing concrete-stereotyped
variant of RapidGather scenario in Fig. 12

Activity SecureChannel Protected Data objects

A2 Y Y D2.1

A3 Y Y D2.2

A6 N N D7

A7.1 Y Y D8.1

A7.2 Y Y D8.2

The menu for task stereotypes is arranged according to the
taxonomy of PETs (Fig. 14a). Upon choosing the stereo-
type (in Fig. 14b), the user can specify the parameters of the
stereotype, such as the group or a script to be executed while
running the stereotyped activity (Fig. 14c).

As there are no data object-specific functions covered
with stereotypes yet, the menu for data objects contains
only two extensions—PKPrivate and PKPublic (see Fig. 6)
to extend encryption-oriented stereotypes such as PKEncryp-
tion, PKDecryption and PKComputation. The menu for
message flow stereotypes contains stereotypes to mark com-
munication between different parties secure or protectedwith
SecureChannel.

8.2 Verifyingmodel syntax

The stereotypes have some integrity constraints that should
be followed for the privacy model to be syntactically correct.
These constraints rise from the semantics of the stereotypes
and the details of the underlying PETs. However, we do not
enforce strict PET implementation patterns to enable variable
modeling of the same PET. Most of the constraints can be

verified by traversing the model and tracking the origin of
data objects.

Overall, we have eightmain types of checks that expand to
various concrete checks depending on the stereotype seman-
tics.

– The number of inputs and outputs is as required by the
stereotype. For example, PKEncryption expects exactly
two inputs and gives one output.

– The roles of the inputs and outputs have been fixed as
required. For instance, PKEncryption requires an input
of data in plaintext and a publicKey and results in a
ciphertext (see Fig. 6).

– Inputs are of the right type. For example, an input to
PKDecryption has indeed come from PKEncryption or
PKComputation and is a ciphertext, and PKDecryption
uses the PKPrivate key corresponding to the PKPublic key
used to produce the ciphertext.

– Parameters are fixed as required. For example, the group
identifier has been inserted or numeric parameters are in
expected range.

– Stereotype group has all necessary members. For exam-
ple, at least two tasks are required for SSComputation
group or both SGXAttestationChallenge and SGXAttes-
tationEnclave are present in their group.

– Number of inputs and outputs within stereotype group
is as required. For example, each task in group has the
same number (e.g., SSComputation) or at least one input
or output per group (e.g., MPC).

– Relations between inputs of group members are as
required. For example, SSComputation instances in one
group expect to operate on common shared secrets and
PKComputation expects that all encrypted inputs have
the same PKPublic key.

Fig. 14 Different views of the PE-BPMN editor stereotype menu
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Fig. 15 Example of errors created by modifying the input to SSReconstruction

– Group member tasks are either parallel or in required
order of execution and executed by right parties. For
example, all SSComputation in a group must be exe-
cutable in parallel and each task must be executed by a
distinct participant.

The validation checks are executed when the stereotypes
are added and also before the analysis could be run. The
latter is required because some of the group based or inter-
dependent stereotype restrictions are hard to check when all
stereotypes are not yet added and also to find cases where
the model has been modified through other means than the
editor for PE-BPMN. For example, the roles might be fixed
correctly when adding the PKEncryption stereotype but the
validation discovers if the key or data object has been deleted
from the model afterward.

Conceptually, combining the stereotypes simply requires
us to consider the verification conditions of all stereotypes
that are applied to the task. For example, if an encrypted
data (PKEncryption) is secret shared with SSSharing and
then decrypted in secret shared format using SSComputation
then for SSComputation task,we treat the PKDecryption as a
computation specification. Hence, we need to first check that
all requirements relevant to SSComputation are fulfilled and
then also map the inputs of the SSComputation group inputs
to the key and ciphertext inputs required by PKDecryption.
Then we can verify whether conditions for PKDecryption
are satisfied. Conceptually, we expect that any PETCompu-
tation type task could be specified with another stereotype
instead of a computation script but we do expect that Protect-
Confidentiality andOpenConfidentiality stereotypes should

occur sequentially. In the above example where encrypted
data is secret shared, there would be two sequential tasks
with PKEncryption and SSSharing stereotypes, respectively,
and one group of SSComputation tasks where computation
is specified by PKDecryption stereotype.

Validation results are reported as a list of errors (colored
red) and warnings (colored orange) or as a success mes-
sage “Passed validation.” While warnings are permitted, it
is required that there are no errors in the model to run the
analysis outlined in this paper. The user interface also high-
lights the elements on themodel that are relevant for the given
error as in Fig. 15.

8.3 Generating information disclosure matrices

Currently, the disclosure analysis includes complete support
for the data dependency matrix and limited support for visi-
bility and communication matrices. In the visibility matrix,
we only consider the indicators visible (V) and hidden (H).
It is future work to include the accessibility indicator. In the
communication matrix, we only distinguish between pro-
tected and unprotected message flows and do not consider
prior encryption of themessages. However, we amend that by
showing the communication matrix and the visibility matrix
together. An example analysis output for both of these tasks
is shown in Fig. 16.

8.4 Limitations

In the PE-BPMN implementation, it is expected that the
whole process is described in one diagram. The stereotypes
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Fig. 16 Analysis of
RapidGather scenario with
encryption (Fig. 11)

only consider a process that starts from public data objects
and are thenprotected or computed upon as necessary.Hence,
we are currently unable to consider fragments of processes
that already start from some protected data. The analysis of
models in Sect. 7 demonstrates this limitation as we need
to consider the D6 data object separately. Conceptually, it
should be the same as D5 so that the task P3 updates the
heatmap that is stored. Future work is needed to indicate
applied protection mechanisms on data objects.

Current syntactic verification and information disclosure
analysis implementations only support limited combinations
of stereotypes.Mainly, we expect that each protection stereo-
type takes unprotected data as an input. Therefore, we are
unable to correctly treat cases where, for example, a cipher-
text is given as an input to secret sharing and then later
restored and decrypted. Currently, secret sharing reconstruc-
tion would be verified but verification of decryption would
fail. However, this is strictly a limitation of the current imple-
mentation. In addition, considering natural cases where only
part of the data object is protected is not supported yet and
should be modeled as separate protected and public data
object.

9 Related work

Extending BPMN toward domain-specific needs is an impor-
tant research direction. In [7], Braun et al. highlight the
basic extension attributes and investigate how they corre-
spond to the BPMN standard and methodology to support
language application. The authors discuss and classify 30
domain-specific BPMN extensions, including security engi-
neering, compliance and assurance management domains. In
[2], BPMN is aligned to the domain model of security risk

management. In [9], BPMN is enriched with information
assurance and security modeling capabilities. These studies
report on the language extensions in the related domain, but
do not directly capture security and privacy requirements
modeling.

In [25], an ontology is presented to classify BPMN secu-
rity extensions along access control, accountability, privacy
and integrity categories. Chergui and Benslimane use this
ontology to investigate twelve BPMN security extensions
[10]. In addition to the security concerns, authors also high-
light importance of the language extension conformity to
the extension standards (w.r.t., semantics, abstract and con-
crete syntax). Belowwewill position PE-BPMNwith respect
to the security requirements modeling, compliance policy
management, privacy requirements analysis and data leak-
age analysis within the extensions of the business process
modeling.

Security requirements modeling is one important area of
BPMN security extensions, see Table 9. The major goals
are to introduce security requirements through business pro-
cess modeling [33], facilitate modelers to model security in
the process diagrams [34], extend BPMN with the security
modeling constructs [36] and capture security requirements
in the business process models [10]. For instance, access
control security requirements are captured in [33,36], attack
harm detection and integrity—in [10,33,36], auditability—
[10,33], authentication and authorization—in [10,34,36] and
non-repudiation—in [10,33,34,36]. In PE-BPMN we also
address similar concerns (i.e., authentication, confidentiality,
identification, integrity and secure communication); how-
ever, our major emphasis is on the modeling of the privacy
requirements and specifically how these requirements could
be implemented using PETs.
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Table 9 Extensions to security requirements modeling (“X”—considered extension)

Rodriguez et al. [33] Saleem et al. [34] Sang and Zhou [36] Chergui and Benslimane [10] PE-BPMN

Security requirements X X X X

Privacy requirements X

Access control X X

Attack harm detection X X X

Auditability X X

Authentication X X X X

Authorization X X X

Confidentiality X X

Identification X X

Integrity X X X X

Non-repudiation X X X X

Privacy X X

Secure communication X X

User consent X

It is interesting to note that the security requirements are
modeled using visual icons which are introduced as prop-
erties of the BPMN modeling constructs. In PE-BPMN, to
capture privacy requirements, we define a set of stereotypes
as discussed in Section 3.

Compliance policy management is another important area
of BPMN security extensions. The major goals include
verifying security policies [4,26,35,43], enforcing visual
constructs at runtime and informing users about security
policy violation [8,39] and suggesting the way to con-
trols security preferences at the runtime [28]. Interestingly,
the security extensions in these approaches are introduced
as model annotations (e.g., graphical or textual) that are
referenced to the language modeling constructs. Table 10
illustrates that the most popular annotations to capture
compliance and security policies are done through auditabil-
ity [35] [28,39], authorization [4,26,28,43], authentication,
confidentiality and integrity [28,35,39,43] requirements. In
PE-BPMN we do not directly consider compliance or pol-
icy management aspects; however, our extensions suggest
means (wrt authorization, confidentiality, data sharing, iden-
tification, integrity and secure communication) that could be
used to define such policies regarding data leakage through
the business process [?].

Privacy requirements analysis The above studies introduce
security extensions to BPMN; however, two studies—[33]
and [35]—introduce security related constructs and visual
annotation. However, these are treated rather as the second
class citizens where security (and not privacy) requirements
play the major role. PE-BPMN focuses on the private data
leakages and protecting against themwithin the organization.

An ontology presented in [25] defines privacy through
confidentiality (including public key infrastructure, need to
know, encryption and minimum data retention) and user
consent (including data usage consent and anonymity) con-
cepts (see Table 11). Majority of the analyzed studies
[4,10,26,35,39,43] argue for extensions regarding confiden-
tiality and only few proposes extensions regarding other
concerns: encryption [36], necessity to know [8] and user
consent [10]. However, these extensions are still rather con-
sidered as part of the security requirements. As illustrated in
Section 2.2, PE-BPMN as the language oriented to the pri-
vacy requirements modeling, proposes extensions in terms
of PETS regarding confidentiality, public key infrastructure,
minimum data retention, encryption, necessity to know and
anonymity.

Privacy-aware BPMN is presented in [23]. Similarly to [8],
privacy concerns are captured by annotating the BPMN
model with access control, separation of tasks, binding of
tasks, user consent and necessity to know icons. Although
these studies focus on the privacy requirements and their
potential implementation, they (i) basically consider only
business process entailment constraints and (ii) do not ana-
lyze information disclosure or privacy leakage nor take PETs
into account.

Data leakage analysis In [1] authors are using the prin-
ciple of the Petri-nets reachability to detect places where
information leaks occur in the business processes. In the
current study we focus on the BPMN modeling language
and extend it with the abilities to introduce PETs in order
to capture and optimize information disclosure. In [5], the
BPMN collaboration and choreography models are used to
detail message exchange and identity contract negotiation.
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The authors define negotiation rules and discuss implemen-
tation of the identity-related privacy requirements. In [14]
a quantification of private data leakage is discussed using
differential privacy. In this paper we expand this principle
and illustrate how privacy leakage in the business processes
could be determined using other PETs (i.e., for confidential-
ity protection, entity authentication and confidential input)
systematically adapted to the BPMN modeling language.
In addition, [16] shows how SQL specification of the com-
putation can be used to give a qualitative overview of the
potential leakages and their conditions. Their work can be
used to expand our dependency matrices and our work adds
the knowledge about PETs, whereas [16] only considers pri-
vacyless processes.

10 Conclusion and future work

In this paper, we strengthen and refine the methodological
foundations of PE-BPMN in accordance with the principles
of model-driven engineering. We also introduce a multi-
leveled model of PET abstraction that views privacy in
business processes from the perspective of generalized goals
at one level and specific PETs on another level. We pro-
vide a set of information disclosure analysis techniques that
provide insights into different privacy characteristics of data
objects along the process. We illustrate the model’s applica-
tion in a mobile application scenario and demonstrate how
the approach could be used to find and to analyze information
disclosures throughout the business processes. Our solution
helps stakeholders become aware of the potential privacy
risks and introduces the privacy-aware system design at a
relatively early stage of development. The study and expert
feedback (see Sect. 10.1) show that the proposed extension
helps to visualize and to reason for the process changes
required to include PETs and aids to choose the suitable pri-
vacy technologies in the targeted setting.

We have demonstrated BPMN extension using a limited
set of PETs. We are continuously expanding the concrete
syntax of PE-BPMN with new PETs, especially ones that
increase different process modeling and privacy analysis
opportunities. It may be of interest to consider more levels
of stereotype specifications and expand the possible combi-
nations of the stereotypes to add flexibility to the system.

10.1 Lessons learned

The idea of using various levels of generalization of stereo-
types arose from the different requirements of the teams in the
DARPABrandeis program. Our initial approach was focused
on capturing concrete technologies. The abstract syntax and
classification are expressive enough to allow easy extension
to consider more technologies. However, general stereotypes

can serve as a placeholder until the requirements for new
concrete technology are fixed and the stereotype is added or
serve in cases where the goal is known but the technology to
achieve it is not yet in place.

Elsewhere, the approach was applied in a commercial
project to assess the suitability of a secure DNA storage
and querying system in a healthcare service. Modeling the
querying system with details from the stakeholders’ busi-
ness processes highlighted unforeseen (and unacceptable)
data leakages. The problems rose from the setup invalidat-
ing the underlying assumptions of the querying system and
from the nature of the data in that application. In this study
a systems analyst modeled the system and a security engi-
neer used the model and details of PETs to carry out the
analysis. It shaped the idea of the stereotypes to explore the
balance between the approaches of the systems analyst and
security engineer as the models were helpful for both finding
and communicating the privacy risks. Currently, it is used
to demonstrate the privacy goals (with generic stereotypes)
and the changes in the process when adapting it to use secure
multiparty computation that by nature introduces additional
stakeholders to the process.

We have observed that using PE-BPMN requires a dif-
ferent focus from the analyst: (i) analysis requires more
details of the data objects that need to be explicit, and (ii)
fine-grained separation of stakeholders yields better analysis.
More specifically, the suggested approach helps to identify
and fix data leakages during system design, supports com-
munication and documentation of PETs usage and stresses
on limitations of PETs usage (e.g., separation of duty).

One challenge of developing PE-BPMN finding the right
level at which to enforce implementation patterns in terms
of BPMN tasks sequences when modeling PETs. We left our
constraints at a reasonably loose level so as not to inhibit
the flexibility required to capture varied implementations
of the same technology. This is an adequate level for well
established technologies, e.g., encryption, but may not yet
be clear when new PETs emerge and need to added to PE-
BPMN. However, it is likely that such separation of tasks
is clear before adapting sophisticated business processes to
this technology and then the corresponding stereotypes can
be added to PE-BPMN. The core idea of PE-BPMN can still
be adapted to allow more levels of precision for the stereo-
types to support more technologies or newmeans of analysis.

10.2 Future analysis possibilities

As noted earlier, there is an important distinction between
disclosure and leakage. Disclosure analysis outputs serve as
a basis when the leakage analysis is carried out at a later
stage (when data access permissions and protocols have been
defined). It is of further interest to find out whether it is ben-
eficial to record access permissions on the process model to
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allow automated leakage analysis. It is also necessary to sup-
port more advanced features of BPMN itself, for example,
timed events, subprocesses, recurring events, etc.

Visibility matrix can be enhanced using quantitative mea-
sures of information dependency. For example, [14] provides
a version of quantitative analysis for differentially private
tasks. They consider how much of the privacy budget is con-
sumed by each of the stakeholder for each critical input. Their
analysis can easily be implemented based on PE-BPMN
with differential privacy-specific stereotype. Other quanti-
tative measures will be helpful in analyzing privacy-adding
computations and public computations as well as further
characterizing public outputs from confidentiality preserv-
ing PETs. However, it requires careful treatment to find good
measures to quantify the data dependencies introduced either
by the computation scripts or the reduction of data depen-
dencies induced by privacy-adding technologies. A different
approach is taken by [16] to simplify the understanding of
the consequences of certain data processing workflows. This
work could be joined with PE-BPMN to get a combination
of PET awareness and more detailed dependency analysis.

Protection mechanisms can only be considered secure if
their underlying assumptions are satisfied. With sufficient
documentation of the used PETs we can have an analysis that
lists all the underlying assumptions that need to hold for the
technologies to preserve the privacy that they promise. For
example, a possible assumption is that cryptographic keys
are generated by correct parties or for multiparty compu-
tation it is important that some participants do not collude.
Some examples of this were outlined in our RapidGather dis-
cussion as possible implications of the technology choices.
Technology-specific stereotypeswill help tomake this analy-
sis more fine-grained. Such analysis can also benefit from the
integrity and authenticity providing PETs that can be used to
lift some assumptions. For example, data provider can only
trust that SGXProtect maintains the privacy of the inputs if
it has been attested that the computations are indeed carried
out by an SGX enclave. Hence, this condition can be given as
output by the assumptions analysis and it can be removed if
it is clear from the model that there is a successful attestation
before the computation.
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