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Abstract The present paper proposes a PLS-based methodology for the study
of so called “L” data-structures, where external information on both the rows
and the columns of a dependent variable matrix is available. L-structures are
frequently encountered in consumer preference analysis. In this domain it may
be desirable to study the influence of both product and consumer descriptors
on consumer preferences. The proposed methodology has been applied on data
from the cosmetic industry. The preference scores from 142 consumers on 9
products were explained with respect to the products’ physico-chemical and
sensory descriptors, and the consumers’ socio-demographic and behavioural
characteristics.
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1 Introduction

In “L-structures”, a central matrix containing the dependent variables is
explained by the interaction between a row-descriptor table and a column-
descriptor table. This data structure is frequently encountered in the study of
consumer preferences. In this framework, the central matrix (Y), containing
the preference scores given by q consumers to n products, is explained by a
row-descriptor matrix (X), containing p descriptors of the n products, and by a
column-descriptor matrix (Z), containing the m descriptors of the q consumers.
The name “L-structures” derives from the shape they assume when the matrices
are placed one next to the other, as shown in Fig. 1.

The aim of the analysis of such a structure is to study how the interaction
between column descriptors and row descriptors influences the dependent vari-
ables. Problems in modeling the interaction effect of the two descriptor matrices
on Y are mainly due to the different dimensions of the three tables: as it can be
observed in Fig. 1, matrices X and Z share no dimension, while each of them
shares one common dimension with Y.

Consumer studies in market analysis represent a typical application field
for L-shaped data tables: often, preferences concerning a certain number of
products have been assessed by consumers and arranged in a two-way table
Y. External information on both products (physical or chemical description
or sensory characteristics) and consumers (demographic information, purchase
behaviour) may be available respectively in row descriptor matrix X and in
column descriptor matrix Z. Apart from problems related to the particular data
structure, statistical studies in marketing must often take into account other
specific problems, such as multicollinearity (typical in consumers’ preference
assessment, and in data expressing physical or chemical composition), miss-
ing values and noisy data. A model able to individualise the main underlying
structure, and where results can be validated by cross validation or re-sampling
techniques, is therefore required.

After a description of some of the techniques existing in literature for
L-structure models, a different method is proposed here, based on a double
PLS regression. The aim of this method is to reveal the structural relation-
ships among the three matrices, i.e. the description of elements in Y, taking
into account both the row and the column descriptors. The obtained model will

Fig. 1 Representation of a
L-structure
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therefore allow prediction of Y values for individuals whose values in X are
known, given the corresponding Z values, or how new statistical units in Z will
score on Y given the corresponding values in X. Furthermore, estimated rela-
tionships will allow the definition of groups among individuals, homogeneous
with regard to the variables in Y, Z and X, which is the secondary aim of
this study. An application of the said method to data regarding consumer
preferences on cosmetic products is shown.

In the present work, matrices will be referred to in bold capital letters (e.g. Y,
X), and vectors in bold lower case (e.g. x, y). Scalars will be indicated in italics
(e.g. k, n).

2 State of the art

In recent years, many models have been proposed in literature to help in the
estimation of relationships among matrices in a L-shaped structure: most of
these methods are based on simultaneous or alternated singular value decom-
positions (SVD’s). The first part of the present sub-chapter will be devoted to
Principal Component Analysis with external information on both subjects and
variables (Takane and Shibayama 1991) and successive extensions of this meth-
odology, while the second part will devoted to PLS Regression for L-structured
data (L-PLSR) proposed by Martens (Martens et al. 2005).

2.1 Principal component analysis with external information on both subjects
and variables

Principal Component Analysis (PCA) with external information on both sub-
jects and variables (Takane and Shibayama 1991) combines features of regres-
sion analysis and PCA in a unique two-step method. In the first step (external
analysis), external information from row and column descriptors is taken into
account: variability of Y is decomposed according to a linear regression model
in four sources of variability (variability due to both X and Z, variability due to
Z, variability due to X and variability due to error):

Y = XMZ′ + BZ′ + XC + E. (1)

Although the complete model in (1) also includes the single effect of X and Z,
the interest here is especially in the estimation of the interaction effect, hence on
the first term in equation (1). Coefficient matrices M, B, and C are subsequently
estimated (either simultaneously or sequentially), following a sum of squares
minimisation criterion. Estimate of M will be therefore matrix M̂ minimising
tr(E′E), where

M̂ = (X′X)
−X′YZ(Z′Z)

−. (2)
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By replacing equation (2) into (1) it can be observed that the effect of the inter-
action of the two descriptor tables on Y is obtained by orthogonal projection
of Y onto the subspaces spanned by the columns of X and Z, as shown in (3):

Ŷ = PXYPZ. (3)

Thus the non-uniqueness of the solution in (2) due to the generalized inverse is
solved by using the orthogonal projectors.

The second step of the method (internal analysis) consists of a PCA on each
of the isolated components of Y variability: particularly interesting may be the
PCA performed on the interaction effect in (3), or on M̂ itself.

Successive extensions of such methodology have been proposed by Amenta
and D’Ambra (1997) in the framework of Principal Component Analysis onto
a Reference subspace (PCAR) (see Lauro and D’Ambra 1992 for a review),
and by Giordano and Scepi (1999) in the framework of Conjoint Analysis.

2.2 PLS regression for L-structured data (L-PLSR)

In the framework of consumer preference studies, L-structures combine sen-
sory analysis (in the relationship between consumer preferences and product
descriptors) and consumer studies (in the relationship between preferences
and consumer characteristics). Both domains show some typical problematic
issues. Sensory analysis studies are generally characterised by a low number
of statistical units compared to the number of variables. Moreover, both the
product descriptors and the preferences are often strongly correlated. On the
other hand, data concerning consumers contains in many cases a high degree
of structural noise. PLS seems therefore well adapted to these particular data
structures. PLS methods allow the estimation of the model also in case of mul-
ticollinearity, missing data, low number of statistical units with respect to the
variables, and noisy data.

Under this point of view PLS Regression for L-structured data (L-PLSR)
has been developed (Martens et al. 2005).

The PLS multivariate regression (PLS2) can be seen either under an algorith-
mic point of view (NIPALS) or it can be connected to classical multivariate the-
ory according to Wold (Wold et al. 1983) and Stone and Brooks (Höskuldsson
1988, Stone and Brooks 1990). These works show how parameter estimation
in PLS2, and consequentially the extraction of the A relevant components,
can be solved through classical eigen-problems, by a single SVD of the cross
product matrix

(
X′Y

)
or by repeating A times the SVD of the cross-product

of the deflated matrix
(

X′
a−1Y

)
, with a = 1, . . . , A. The deflated matrix Xa−1

is the residual after reconstruction of matrix X from the components obtained
in the previous step (Xa = Xa−1 − tap′

a). This solution leads to the same results
as the traditional algorithmic approach, when SVD’s are feasible (no missing
data, no landscape tables and no multicollinearity).
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In L-structures the dependence of Y must be studied with respect to the row
descriptors X and to the column descriptors Z. The model proposed by Martens
is given in Eq. (4).

Y = T(M)
X D(M)

A T′(M)
Z + G(M)

A , (4)

where the superscript (M) indicates that components, loadings, weights and
coefficients are obtained according to Martens’ method.

T(M)
X and T(M)

Z are, respectively, the matrices containing the components of
X, defined as the linear combinations of its columns, and of Z. G(M)

A is the error
term matrix. Equation (4) focuses on the analysis of the interaction effect but
it can be extended so as to take into account the single effects of X and Z on Y
by adding two new additive terms T(M)

X Q(M)
X and Q(M)

Z T′(M)
Z . The information

concerning the interaction effect is contained in the parameter matrix D(M)
A

(where A is chosen by means of cross-validation procedures). Following the
eigen-solution proposed for PLS2, in L-PLSR parameter estimation is imple-
mented either through simultaneous extraction of components, by means of a
unique SVD of matrix

(
X ′YZ

)
, or through sequential extraction of components

by means of sequential SVD’s on A deflated matrices
(

X′
a−1YZa−1

)
. In both

cases matrices X and Z are supposed to be centred, while matrix Y is supposed
to be double-centred with respect to both its rows and its columns. The matrices
of the loading vectors for X and Z, respectively W(M)

X (AXxp) and W(M)
Z (AZxm),

are thus estimated as the left and right singular vectors corresponding to the
largest singular value. The estimated value for DA is computed as:

(
T′(M)

X T(M)
X

)−1
T′(M)

X YT(M)
Z

(
T′(M)

Z T(M)
Z

)−1
. (5)

The effect of the interaction between X and Z on Y is evaluated through a
reduced number of components of each descriptor matrix, estimated accord-
ing to PLS principles. Through the computation of data-model correlations, a
graphical representation of all the elements in the analysis (row and column
descriptors, dependant variables and statistical units) can then be obtained, as
it will be shown in the application.

3 Two-step L-PLSR

The use of an “eigen-problem” approach in PLS2 Regression is feasible only
if the product matrix SVD is actually possible (no missing data, no landscape
tables, low multicollinearity). In any other case, the original iterative NIPALS
procedure must be adopted. SVD must be excluded in particular when one or
both the matrices contain missing data. Hence, L-PLSR, being based essentially
on matrix decompositions, encounters the same problem, and in case of missing
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data, model parameters can only be estimated after imputation or deletion of
the missing values.

Furthermore, in PLS2 regression, the decomposition of the product matrix(
X′Y

)
can be interpreted and explained in relation to PLS optimisation cri-

terion, i.e. the squared covariance among the components of each table. The
extension to L-structures by adding the third term Z to the cross product matrix
to be decomposed, however, does not find the same statistical justifications.

Hence, L-PLSR first of all is based on an optimisation criterion which is of
obscure statistical interpretability, and, secondly, does not allow the model esti-
mation when matrices contain missing data, although this is one of the major
advantages of PLS methods. Finally, the model predictivity is often quite low.

The methodology proposed in the present paper aims at defining a tech-
nique for dealing with L-structured data in the framework of PLS. The defined
technique shall lead to a statistically interpretable optimisation criterion, com-
parable with the squared covariance in traditional PLS Regression. Also, it will
be possible to implement the defined technique in all situations where PLS is
more appropriate than OLS regression: multi-collinearity, landscape tables and
missing values.

Two-step PLS Regression for L-structured data (two-step L-PLSR) has been
developed in order to define a model for tables in a L-structure when data
are affected by multicollinearity and missing values and tables contain more
variables than individuals.

Two-step L-PLSR is based on a double PLS Regression (Tenenhaus 1998):
in step 1 the variables in Y are regressed on row descriptor columns in X. The
relationship between the two tables is expressed in the following equation:

Y = TXC′
X + YE, (6)

where TX is the (n x AX) matrix containing the components related to matrix
X(TX = XW∗

X, W∗
X being the p x AX matrix containing the loadings allowing

to build the components in TX from the p originary variables in X) and YE is
a residual-term matrix of dimensions (n x q). Matrix CX(q x AX) contains the
regression coefficients relating Y to TX. Such coefficients are the expression of
the relationship existing between X and Y through components TX, which are
built with the aim of maximising both the explained variability in X and in Y.

In step 2, the coefficient-loading matrix CX is regressed on the column
descriptor matrix Z. The following equation relates the two tables:

CX = TZC′
Z + YEZ, (7)

where columns in TZ are the components related to matrix Z (TZ = ZW∗
Z), YEZ

is the second step residual matrix of dimensions (q x AX) and CZ is the coeffi-
cient loading matrix linking CX to Z. Equation (7) can thus easily be reformu-
lated by expressing CX as a function of Z:

CX = ZW∗
ZC′

Z + YEZ.
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The choice of CX as the regressand in step 2 allows first of all to explain how
variables in Z can influence the relationship between X and Y, since CX, whose
columns are the coefficients linking TX to Y, contains the relevant information
on the relationship between X and Y. Moreover, this choice allows to overcome
the problem of X and Z having no common dimension.

The final global model is expressed in the following equation, which relates
consumer preferences in Y to both Z and X-components:

Y = TXCZT′
Z + Yres. (8)

The structural term (TZCZT′
Z) in equation (8) contains the information on Y

variability explained by X-Z interaction, while Yres = TXY′
EZ +YE is a residual

term. Equations (4) and (8) are very similar to one another, though obtained by
means of very different procedures: a SVD of the product matrix X′YZ in the
former and, in the latter, a two-step regression which allows model parameters
estimation despite missing data and landscape tables.

The interaction parameter matrix CZ can be expressed as in equation (9):

CZ = (
T′

XTX
)−1T′

XYTZ
(
T′

ZTZ
)−1. (9)

Hence, according to equations (9) and (5) in both L-PLSR and two-step
L-PLSR the estimated value of Y, Ŷ, is obtained by means of a double orthog-
onal projection onto the subspaces spanned by the components of the two
descriptor tables. Put aside the differences in the component scores, the way
such projections are performed differ according to the chosen method. In L-
PLSR the orthogonal projection is performed simultaneously, but the columns
of Y are projected onto the subspace spanned by the columns of TX while
the rows are projected onto the subspace spanned by the columns of TZ. In
two-step L-PLSR, instead, the columns of Y are first of all projected onto the
subspace spanned by TX ; this projection, ŶX , is then projected, in step 2, onto
the subspace spanned by TZ, thus leading to Ŷ. The double projection resulting
from the two-step procedure is reflected in the two residual terms in Yres in (8).
The dimensionality reduction resulting from the two orthogonal projections
determines a loss of information related to the quality (in terms of predictivity)
of the two steps. A comparison among L-PLSR and two-step L-PLSR in terms
of global predictivity will be performed in the application.

Following Martens (Martens et al. 2005), two-step LPLSR allows single
graphical representations of the different elements in the analysis (statistical
units, preference notes, row descriptors and column descriptors) by means of
data-model correlations. Product descriptors (X columns) and consumer prefer-
ences (Ycolumns) are represented through their correlations to T(M)

X columns,
while consumer descriptors (Z columns) and products (Y rows) are repre-
sented through their correlations to T(M)

Z . Four single representations or two
double representations are possible, while a global graphical representation on
the same subspace can be obtained by means of superimposition of the single
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representations. Martens justifies the simultaneous representation by means of
superimposition on the same plane by the scale identity of the co-ordinates.
However the possibility of interpreting the relative positions of the points (in
terms of distance or proximity) requires a more accurate investigation in order
to obtain a statistical justification for the superimposition. It is important to
provide a justification showing that a positive score on tX corresponds to a high
score on tZ.

According to Eq. (8), and supposing for simplicity sake that only two com-
ponents have been retained, the predicted values for yij in two-step L-PLS
Regression are obtained as follows:

yji = [
tx1(i) tx2(i)

][ cz11 cz21
cz12 cz22

][
tz1(j)
tz2(j)

]

where yij is the note given by the generic consumer j (j = 1, . . . , q) to the generic
product i (i = 1, . . . , n).

Given to PLS properties, the dependent variables in step 2 (CX) are non
correlated, hence CZ results in an almost diagonal matrix with off-diagonal
elements very close to 0, and the final equation for yji, taking into account the
sole structural model, is therefore, according to Eq. (8), the following:

yji = cz11tx1(i)tz1(j) + cz22tx2(i)tz2( j) (10)

According to Eq. (10), let us suppose that variables xs and zr, representing
respectively the generic column of X(s = 1, . . . , p) and the generic column of
Z(r = 1, . . . , m), are positively and strongly correlated to, respectively, tx and
tz. Supposing cz11 and cz22 positive for simplicity sake, Eq. (10) shows that if a
certain consumer, characterised by zr is positioned on the plane close to prod-
uct characteristic xs, the value of yji for that consumer will be high for products
characterised by xs. An empirical demonstration will be given in the follow-
ing. This enables us to graphically relate product descriptors and preferences
to consumer descriptors and products, and subsequently to superimpose the
representations and to interpret the relative positions of points coming from
spaces spanned by components of different nature.

4 Application in the cosmetic industry

Two-step L-PLSR has been used in order to describe the global relationships
among consumer preferences on cosmetic products, product physico-chemical
and sensory descriptors and consumer socio-demographic characteristics and
behavioural descriptors.
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4.1 Material

Data in the present work come from two parallel studies: a sensory description
of nine hydrating cosmetic products (in four different textures: milk, cream,
gel and gel-cream) and a hedonic evaluation given by 142 female consumers,
regularly using this type of products. On the same women, a number of behavio-
ural and socio-demographic descriptors was collected. The resulting tables are
therefore the following:

• Table Y (9 × 142) containing the preference scores, on a 0–20 scale, from
the 142 women on the nine hydrating products;

• Table X (9 × 29) containing 15 physico-chemical descriptors [pc1. . .pc15],
coded as dummy variables, and the sensory evaluation on 14 relevant prod-
uct characteristics given by a panel of expert judges. This table gives a
complete description of the products, according to the characteristics, con-
sidered as relevant by the final user, of the products’ texture, tactile aspects
[t1,. . .,t4], immediate application effects [a1,. . .,a4] and delayed application
effects [d1,. . .,d6].

• Table Z (142 × 148) containing the consumer descriptors. Some of the
descriptors (such as age, number of daily product applications) are on a
continuous scale, but most of them have been coded as dummy variables.
Such descriptors include socio-demographic variables (age, income, etc.),
purchase behaviour and cosmetic habit descriptors [hab1,. . .,hab108] and
skin characteristics (such as sensitivity and skin age) [skin1,. . .,skin24]. Socio-
demographic variables have kept their original notation [age,reven1. . .

reven6, socioprof1. . .socioprof4].
The nine products are not the result of a sampling procedure over a larger pop-
ulation, but represent themselves the entire population. The aim of this analysis
is hence the description of the joint effect of product descriptors and consumer
characteristics in the consumers’ preferences for the nine products.

The preliminary descriptive analyses performed on the data prove a strong
multicollinearity in tables X and Y. As to table Z, Principal Component Anal-
ysis (PCA) results show a high degree of noise: 51 dimensions are needed
according to eigenvalue 1 rule (40 are needed in order to explain 75% of total
variability). Furthermore, table Z contains 160 missing values: in the present
work, we have aimed at taking into account the effects of Z and X on Y without
previously estimating the empty cases values.

Before performing the two-step L-PLS R, separate PLS regressions have
been performed, of Yon X and of Y on Z′. The regression of consumer prefer-
ence scores over product descriptors is common in sensory analysis, and under
an applicative point of view it allows to detect which products or product char-
acteristics are most strongly appreciated by consumers, and, if possible, to define
a new product as a combination of the most preferred descriptors. The regres-
sion of consumer preferences over consumer descriptors helps in understanding
which typologies of consumers (described by age, profession, etc.) prefer which
products.
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As explained in the introduction, if both product and consumer descriptors
are available, an analysis taking into account the three tables will lead to a
richer information than the two separate analyses. Especially when searching
for classes of consumers, the separate regressions allow to define classes leading
to a limited information. In the first case (consumer preferences over product
characteristics), the researcher will not know who the consumer preferring
certain product characteristics are, which is a relevant information for the defi-
nition of effective marketing and communication strategies. In the second case
(consumer preferences over consumer characteristics) the researcher will not
know which product characteristics are preferred in the different consumer
classes, which is a relevant information in the definition of a product strategy.

Consumer data contained in table Z is often noisy: this is the case in our data,
as shown by the results of the PCA on Z. PLS Regression of Y over Z′ leads to
only two significant components, explaining 19% of Y variability. Technically,
two-step PLS R may start from the regression of Y on X as well as from the
regression of Y on Z′. Given however the low predictive power of Z′ on Y, we
have chosen to begin by the regression of consumer preferences over product
descriptors. The results of this first step are detailed in the following paragraph.

4.2 Results

A first PLS regression of consumer preferences on product characteristics is
carried out. The analysis has been performed on SIMCA 10.0 (Umetrics 2002).
In order to increase R2(Y) on the first components and consequently reduce the
information dispersion on the last components, a selection of Y variables was
taken: all yj variables showing a weak R2 sum (<0.50) on the first three com-
ponents have been excluded from the model. This is equivalent to excluding
consumers whose position on the w∗

aca plane (a = (1, 2, 3)) is very close to the
origin of axes, and whose behaviour, not being predictable on the basis of the
explanatory variables, is therefore scarcely interesting for the aims of the study.
According to this criterion, 50 consumers (Y variables) have been excluded,
and a new model has been estimated. The model has then been re-estimated
on the remaining 92 women, leading, on the basis of cross-validated R2(Q2), to
the choice of four components. Overall results for the latter model, which has
been retained as step 1 model, are shown in Table 1.

In step 2, coefficient loadings from step 1 (CX) are regressed on consumer
descriptors contained in Z. In order to minimise the loss of information in pass-
ing from step 1 to step 2, six coefficient loadings were retained as dependent
variables in step 2, even though step 1 Q2 suggested only four components. A
first model was then estimated on all the variables in Z, leading to no significant
component. The result was probably due to the high degree of noise contained
in the explanatory variables: two components were nevertheless computed in
order to perform a selection of predictors. Variable selection was carried out
according to Variable Importance in Projection (VIP) and to the predictors’
importance in strategy for the final user. Variables showing a VIP value <0.8,
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Table 1 Two-step L-PLSR step 1 overall results

Comp. no. R2(X) R2(X) cum R2(Y) R2(Y) cum Q2 Q2 cum

1 0.18 0.18 0.42 0.42 0.01 0.01
2 0.25 0.43 0.18 0.60 0.05 0.06
3 0.24 0.68 0.11 0.71 0.07 0.13
4 0.13 0.81 0.06 0.77 0.01 0.14
5 0.09 0.90 0.08 0.85 0.05 0.18
6 0.06 0.96 0.05 0.89 −0.02 0.17
7 0.03 0.99 0.07 0.96 0.47 0.56
8 0.011 1 0.040 1 1 1

Table 2 Two-step L-PLSR step 2 overall results

Comp. R2(Z) R2(Z) cum R2(Cx) R2(Cx) cum Q2 Q2 cum

1 0.0572 0.0572 0.1168 0.1168 0.0357 0.0357
2 0.0543 0.1115 0.0768 0.1935 0.0098 0.0452

if not considered as relevant for the analysis results, were removed. Only 73 of
the 148 independent variables were therefore retained in the analysis. Model
overall results are given in Table 2.

The global graphical representation (Fig. 2) is obtained by means of data-
model correlations and superposition of the four graphical representations of

Fig. 2 Global graphical representation of two-step L-PLSR results. Consumer preferences (filled
triangles) are related to product descriptors (filled circles) and consumer descriptors (crosses);
products are represented as diamonds (open diamonds)
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the elements in the analysis (products, product descriptors, consumer prefer-
ences and consumer descriptors). In order to improve the figure interpretabil-
ity, elements close to the centre of the axes have not been labelled. Individuals
(represented by triangles) are mostly disposed on the upper right section of
the plane. Column descriptors in Z (represented by crosses) show rather low
correlations to the model components, especially when compared to physico-
chemical and sensory descriptors (dots), mainly distributed at the extremities
of the plane. This result, also found in (Martens et al. 2005), is probably
due to the high degree of structural noise contained in the consumer data.
Finally, products are represented by diamonds. Figure 2 enables us to visualise
which product characteristics have been appreciated by the consumers, and
which consumer characteristics are most important in explaining the relation-
ship among product characteristics and consumer preferences. Product descrip-
tors a3, d3, d4, pc11, and pc12 seem to have been appreciated by most consumers,
while consumer descriptors showing a strong correlation with preferences and
product descriptors are skin characteristics skin5, skin18, skin12 and skin2 and
habits hab36 , hab47, hab63 and hab80.

The figure also allows a numerical justification to the superposition of the four
graphical representations. According to Fig. 2, variables showing the strongest
positive correlations with the first axis are product descriptor d3 and consumer
descriptors hab63, hab47, skin18. Consumer C (the only labelled consumer in
Fig. 2, on the right side) is positioned at a short distance from the four vari-
ables: the graphical interpretation of the relationship among the variables is
confirmed by the observation of the raw data. Consumer C shows the char-
acteristics hab63 hab47 and skin18, and has given a high score to product 6
(15). Product 6 has obtained the highest evaluation from the sensory panel with
respect to descriptor d3 (7.42).

In order to perform a comparison among models in terms of predictivity,
L-PLSR has been implemented on the same data. Missing values in Z were
replaced by the NIPALS (Non Linear Iterative PArtial Least Squares) esti-
mates obtained through a PLS2 regression of Y on Z′. Explained variability in
each model has been computed according to the general formula:

Expl Var =
tr

(
Ŷ′Ŷ

)

tr(Y′Y)

The comparison between L-PLSR (simultaneous and sequential component
extraction) and two-step L-PLSR is given in Table 3.

Two-step L-PLSR proposed in this paper clearly outperforms L-PLSR in
terms of predictive capability.

Once the global model estimated, a secondary aim of the analysis was to
define clusters of consumers showing homogeneous preference models and
background characteristics. The need for the research of consumer clusters was
first of all based on the assumption that the “ideal” product does not exist since
consumers have different tastes. The knowledge of these different tastes and



Two-step PLS regression for L-structured data 275

Table 3 Comparison between L-PLSR and two-step L-PLSR in terms of model predictivity
(explained variance values)

Martens L-PLSR Martens L-PLSR Two-step L-PLSR
(simultaneous SVD) (sequential SVD’s) (proposed method)

0.21 0.13 0.53

Table 4 Results from step 1 on class 2

Comp. no. R2(X) R2(X) cum R2(Y) R2(Y) cum Q2 Q2 cum

1 0.16 0.16 0.51 0.51 0.05 0.05
2 0.28 0.44 0.14 0.65 0.03 0.08
3 0.23 0.67 0.10 0.75 0.05 0.13
4 0.13 0.80 0.06 0.81 −0.02 0.11
5 0.11 0.90 0.06 0.88 0.11 0.21
6 0.05 0.95 0.05 0.92 −0.06 0.16
7 0.04 0.99 0.04 0.97 0.49 0.57
8 0.01 1 0.03 1 1 1

Table 5 Results from step 2 on class 2

Comp. no. R2(X) R2(X) cum R2(Y) R2(Y) cum Q2 Q2 cum

1 0.0706 0.0706 0.1924 0.1924 −0.0089 −0.0089
2 0.0572 0.1278 0.1588 0.3512 −0.0045 −0.0134

of consumer characteristics allows the definition of more targeted and effective
strategies (Risvik et al. 2003). The low step 2 model predictivity and the position
of products in Fig. 2 (spread around and close to the origin) also suggested the
existence of different consumer groups. A classification was performed on the
second step components tz1 and tz2: such components are supposed to take into
account both the variability in consumer descriptors (in Z) and the relation-
ship among consumer preferences and product descriptors (in CX). In order to
define groups of consumers homogeneous with respect to both consumer and
product descriptors, first of all a hierarchical ascendant classification has been
performed on the scores tz1 and tz2 in order to choose the number of clusters.
The ascendant hierarchical classification (Ward criterion) has pointed out two
consumers which are probably outliers and, tending to cluster together, may
deform the results of the classification. The ascendant hierarchical classifica-
tion has therefore been repeated on the 90 remaining women after removal of
the two outliers. In order to obtain clusters not containing an excessively low
number of units, a partition with three clusters has been chosen, and a k-means
clustering has been then performed over the same components with k = 3. The
three obtained clusters are respectively composed of 31 (group1), 33 (group2)
and 26 (group3) individuals. Two-step L-PLS Regression has then been per-
formed over each group in order to obtain local models and subsequently to
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Fig. 3 Two-step L-PLSR local model for consumer class 2. Consumer preferences (filled trian-
gle) are related to product descriptors (filled circle) and consumer descriptors (+); products are
represented as diamonds (open diamond)

compare the groups in order to highlight eventual differences in the preference
models. Results from group 2 will be discussed here in detail. Tables 4 and 5
show the main results from the two steps, while Fig. 3 shows the results for
the local two-step L-PLSR model estimated on class 2. Preferences are now
located far from the origin of axes. As to product descriptors, while some keep
the importance they had in the global model in explaining preferences, others
gain importance for this particular class (such as product descriptor t2). It is
easier to characterise the consumers belonging to this group with respect to
socio-demographic variables (compfam>3 and reven6), to their skin character-
istics (skin5) and to their behaviours (hab55). Finally, products prod6 and prod8
seem to be the most appreciated products from the consumers in class 2.

5 Discussion and conclusions

Two-step PLS regression has allowed the establishment of relationships among
consumers preferences, product sensory and physico-chemical descriptors and
consumers’ behaviour and cosmetic habits descriptors. PLS basic principles
have allowed the construction of the model although data was characterised
by a strong multicollinearity (especially consumers’ preferences and physico-
chemical descriptors). Moreover, differently from Martens L-PLSR, the
optimised criterion is statistically interpretable and homogeneous in the entire
analysis. A major advantage, finally, was that no imputation, external estima-
tion, or deletion was required, although 110 values were missing in matrix Z
(0.77% of all cases).
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The application of this methodology to data from the cosmetic industry has
allowed the definition of groups among consumers with homogeneous con-
sumption and life habits, as well as showing preferences for similar product
characteristics. The knowledge of the preference models of the consumers from
each group as well as of their behavioural habits can lead to the definition of a
more targeted communication strategy (Risvik et al. 2003).

Future research perspectives will aim at the definition of an iterative algo-
rithm, allowing an “optimal” classification by taking into account PLS principles,
mainly Y variables prediction, as PLS Typological Regression does (Esposito
Vinzi et al. 2004). On-going research is also focused on the study of the double
error-term in Eq. (8) due to the two-step procedure. The error term is evidently
related to the quality of the model (in terms of predictivity) and to the loss
of information in each step: an appropriate information selection in each step
can help in reducing the loss of information and hence the error dimension.
However, instead of performing information selection as variable selection by
removing scarcely informative variables, current research is focused on infor-
mation selection by means of partial analysis criteria, under a Orthogonal Pro-
jection to Latent Structures (O-PLS) point of view (Trygg and Wold 2002) or
in a Oriented PLS (OR-PLS) optic (Rayens and Andersen 2004). Finally, the
existence of two variable blocks of different nature in matrix X, i.e. physico-
chemical and sensory variables influencing preferences should be considered:
PLS Path Modelling (Wold 1975, 1982, 1985, Chatelin et al. 2002, Tenenhaus
et al. 2005) could allow the estimation of local causal models (one for each
consumers’ group) linking preferences to the two row-descriptors’ blocks.
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