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Abstract. |provide anoverview of inverse probability weightéB\V) M -estimators

for cross section and two-period panel data applications. Under an ignorability as-
sumption, | show that population parameters are identified, and provide straightfor-
ward v/ N-consistent and asymptotically normal estimation methods. | show that
estimating a binary response selection model by conditional maximum likelihood
leads to a more efficient estimator than using known probabilities, a result that uni-
fies several disparate results in the literature. But IPW estimation is not a panacea:
in some important cases of nonresponse, unweighted estimators will be consistent
under weaker ignorability assumptions.
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1 Introduction

The problems of nhonrandom sample selection, self selection, and attrition are po-
tentially very important in microeconometric applications. An important kind of
nonrandom selection, often callettidental truncationarises when certain indi-
viduals (or units from any underlying population) do not appear in arandom sample
due to individual choices or behaviors. A leading example is where the equation of
interest is a wage offer equation for the population of all adults of working age, but
the wage offer is observed only for working adults. Depending on the nature of the

* | would like to thank Bo Hona¥, Christophe Muller, Frank Windmeijer, and the participants at the
CeMMAP/ESCR Econometric Study Group Microeconometrics Workshop for helpful comments on an
earlier draft.
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self selection, using a sample of working people to estimate the wage offer equation
may result in inconsistent estimation of the population wage offer function.

Problems of survey nonresponse also fall under the rubric of incidental trunca-
tion. For example, atest score (such as Q) may not be available for all individuals in
a sample because some individuals do not give permission for that information to be
released. Or, in a survey, a family may not report its annual charitable contributions,
even though it reports income and various demographic characteristics.

When incidental truncation leads to nonobservability of the response variable
in a linear regression model, Heckman'’s (1976) solution requires that there be at
least one exogenous variable affecting selection that does not appear in the structural
equation; this is often a tenuous assumption. Further, in addition to the linear model,
Heckman'’s approach is known to only work for special nonlinear models, such as an
exponential regression model (Wooldridge, 1997; Terza, 1998). In cases of survey
nonresponse or attrition in panel data, the fact that some exogenous variables might
not be observed introduces further complications in applying Heckman’s approach.

An alternative approach to consistent estimation in the presence of nonrandom
selection is based oimverse probability weightingwhich has a long history in
statistics and has been recently studied more closely in econometrics. Horvitz and
Thompson (1952) proposed an inverse probability weighted (IPW) estimator of
the population mean when data are nonrandomly missing. Robins and Rotnitzky
(1995) use an IPW estimator in the context of multiple regression with nonrandomly
missing data, and Robins et al. (1995) show how an IPW estimator can be used
to estimate conditional means in the presence of attrition in panel data. Horowitz
and Manski (1998) compare weighting and imputation methods for estimating
population means. Rosenbaum (1987) and Hirano etal. (2000) study IPW estimators
of average treatment effects.

Inthis paper | study the properties of inverse probability weightedstimators,
thereby providing a unified treatment that includes many special cases of interest.
Under the key assumption that selection is, in an appropriate Sgnseable an
inverse probability weighting scheme generally identifies the population parame-
ters. Special cases include least squares, conditional maximum likelihood, partial
maximum likelihood, and various quasi-likelihood methods. In fact, any problem
that can be written as minimizing or maximizing a sample average of objective
functions fits the framework, provided basic regularity conditions hold. Studying
IPW methods in a general framework highlights the role of the key ignorability as-
sumption, and shows that the mechanics and asymptotic theory of IPW estimation
are straightforward.

Weighting by inverse probabilities can solve a variety of sample selection prob-
lems, including thatinherentin estimating average treatment effects. In addition, the
general framework | put forth in Section 3 applies to variable probability stratified
sampling, a case | considered explicitly in Wooldridge (1999). Outside of stratified
sampling, the probability weights usually must be estimated in a first stage, and |
consider the effects of first-stage estimation on the asymptotic distribution of the
estimator in Section 4. In Section 5 | discuss the pros and cons of weighting, and
Section 6 contains concluding remarks about directions for future research.
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2 The population optimization problem and random sampling

We begin with the optimization problem in the population, as this is needed to
define the parameters of interest. This section applies most directly to nonresponse
in a cross section setting, although the identification arguments readily extend to a
two-period panel data setting with attrition after the first time period.

Let w be anM x 1 random vector taking values W c R, Some aspect
of the distribution ofw depends on & x 1 parameter vectof), contained in a
parameter spad® C R”. Letq(w, ) denote an objective function depending on
w andé.

Assumption 2.1. 8, € O is the unique solution to the population minimization
problem
min Elq(w,0). O (2.1)

In the leading casd), indexes some correctly specified feature of the distribution
of w, such as a conditional mean, a conditional median, a conditional variance, or a
full conditional distribution. However, Assumption 2.1 applies when an underlying
model may be misspecified. At this level, we only assume@batniquely solves
(2.1). Sufficient, but certainly not necessary, for existence of at least one solution is
compactness d® and continuity ofF[¢(w, 8)] on ®. The uniqueness assumption
plays the role of identification in this general context.

Given a random sample of siZé from the population{w, : i = 1,..., N},
the M -estimator solves the problem

N
gleig;q(wiﬂ) : (2.2)

Under general conditions, thié-estimator is consistent and asymptotically normal
(for example, Wooldridge 2002, Ch. 12).

A leading example is a linear regression model.g be a scalarangal x K
row vector, and consider the population linear model

y=x60,+u, EXu)=0, (2.3)

wherex would typically contain unity. In other word8,, is the vector in the linear
projection ofy onz in the population. It may also be the case thaj|x) = x6,, but
this stronger assumption is not required to consistently estihage/en a random
sample. The objective function for OLS estimatiorfgfis q(w, 8) = (y — x6)2.

If we specify anonlinear regression function, safx, ), 0 € ©,andE(y|x) =
m(x, 8,) for somed, € O, thenf, minimizes

E{ly —m(x,0)]°} . (2.4)

Providedm(-, -) and the distribution of satisfy reasonable assumptiofiswould

be the unique solution. Evenii(x, 8) is misspecified foE(y|x), there generally is
avalued, € O that uniquely minimizes (2.4). This was noted by Huber (1967) and
White (1980, 1982). In the nonlinear regression case, the solutifp i® easily
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shown to be the minimizer di{[u°(x) — m(x, 0)]?}, whereu®(x) = E(y|x)
is the true conditional mean function. In other wor€ég,provides the best mean
square approximation aofi(x, ) to u°(x). From this perspectivel, becomes
the population parameter of interest, and nonlinear least squares under random
sampling is generally consistent 6.

In the next section we modify the objective function to account for various
forms of nonresponse and stratification.

3 Consistency of weightedVI -estimators

Nonrandom sampling from a cross-sectional population is conveniently viewed
as follows: we randomly drawv; € W from the population, but it is not always
(fully) observed. Let; denote a binary selection indicatey:= 1if w; is observed,
s; = 0 otherwise. Typicallys, is a function of some elementsaf;, buts; can also
depend on unobservables. A generic element from the population is now denoted
(w, s). Because of the selected sample, identificatiol ofintroduced in Sect. 2
as the unique solution to problem (2.1)] now must be studied in terms of the joint
distribution of(w, s).

The M -estimator that uses the selected sample solves the problem

N

min ; siq(w;, 0) (3.1)
where N denotes the size of the underlyilgndomsample. The sample sizZg
need not be known, although often it is. Notice how the selection indicataies-
termine observations actually appearing in the minimization problem. The number
of observations used in estimatiflg is Ny = s; + s2 + ... + sy, wWhich is ran-
dom. To distinguish (3.1) from the weighted estimator to be introduced shortly, we
refer to the estimator from (3.1) as taeweighted\/ -estimator(using the selected
sample), and denote it k8, .

When will the unweighted// -estimator based on the selected sample consis-
tently estimatd,,, the solution to (2.1)? By a standard analogy principle argument
(for example, Manski, 1988; Wooldridge, 2002, Ch. 12),should also uniquely
solve

min E[s-q(w,0)]. (3.2)

Without further assumptions, a solution to (2.1) does not generally solve (3.2). A
simple example is the incidental truncation problem in a linear regression model
(2.3). If s is correlated with the errat, the true regression parametydoes not
generally minimizeE[s - (y — x0)?] becauséi(s - x'u) # 0. Later we show that
when we strengthen the population identification condition and selection is based
only on conditioning variables, theh, solves (3.2). But this does does not cover
all cases of interest.

An assumption that allows us to consistently estintatewhile applying to
many problems of data nonobservability, is the following.
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Assumption 3.1. (i) w is observed whenever = 1. (ii) For a random vectow
containingw, p(v) = P(s = 1|v) is observed whenever=1. O

Part (i) of Assumption 3.1 simply defines when the data are observable; presumably,
some or all ofw is not observed when = 0, or we would use standard methods
based on random sampling.

Part (i) is the key. What gives this assumption content is the requirement that
p(v) is observable whenever= 1; without this assumption, Assumption 3.1(ii)
would be a tautology because we could just take w and defineo(w) = P(s =
1jw).

Assumption 3.1 covers the variable probability (VP) sampling setup treated in
Wooldridge (1999). To see how, partition the sample spat@to J nonempty,
mutually exclusive, and exhaustive straté,, Ws, . .., W;. For each strata, define
a binary indicatob; = 1w € W,], so thath; + b2 + ... + by = 1. We first draw
w from the population and then observe its stratum. The VP sampling scheme, as
formally described by Wooldridge (1999), effectively defines a selection indicator,
s, by

S:h1b1+h2b2+...+hjbj7

whereh; is a binary indicator determining whether an observation falling into
stratumy is kept. Notice that thé; are determined by the sampling scheme, and
have nothing to do with the original population distribution. Also, kheypically

are not known wher = 0 because all information on the observation is discarded
whens = 0. By the nature of VP sampling, eadlj is independent ofv. Let

p; = P(h; = 1) be thesampling probabilityfor stratumj , that is, the probability

of keeping a randomly drawn observation that falls into strajuBecause each
h; is independent ofv, and eactb; is a deterministic function o,

E(S|W) = E(hl)b1 +...+ E(h])b] =pibi+...+pyby = p(W) . (33)

The sampling probabilitieg;, are part of the sampling design and are generally
reported along with other variables. Butw) is only observed whenr = 1, that
is, for units actually appearing in the samplewiffalls into stratumyj buth; = 0,
we do not observe the stratum. Nevertheless, Assumption 3.1(ii) is satisfied with
V=W.

Assumption 3.1 applies more generally to any stratified sampling scheme where
the sampling probability functiop(w) is observed whenever= 1. For example,
with multi-stage stratified sampling, where the strata in later stages are nested
within strata in earlier stages, we can obtain sampling probabilities as the products
of conditional probabilities, provided that the final strata are mutually exclusive.

In the context of attrition and other kinds of nonrandom response, special cases
of Assumption 3.1 have been callselection on observablé¢fr example, Fitzger-
ald etal., 1999). Whemn is always observed, this name makes some sense, although
Assumption 3.1 does not imply thats a determistic function of. Still, the name
“selection on observables” is a useful label to distinguish Assumption 3.1 from
assumptions used in Heckman-type approaches to sample selection corrections. In
Heckman'’s approach, selection would be correlated with an endogenous variable
(say,y) even after conditioning on all exogenous variables (sayin other words,
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we haveselection on unobservablbscause selection is correlated with the part of
y that cannot be explained by

A simple lemma is at the heart of inverse probability weighted approaches to
estimation. Essentially, it shows that the inverse probability weighting recovers
population moments from a selected sample.

Lemma 3.1. As in Assumption 3.I1p(v) = P(s = 1|v), wherew C v, and
assume thap(v) > 0 with probability one. Then, for any real-valued function
g(w) such thats[|g(w)|/p(v)] < oo,

E{[s/p(v)lg(w)} = Elg(w)];. (3:4)

Proof. The assumptiot[|g(w)|/p(v)] < oo implies that boths/p(v)]g(w) and
g(w) have finite absolute moments, since each is dominatég{iay)|/p(v). Then,
we can apply the law of iterated expectations:

E{[s/p(v)lg(w)} = E(E{[s/p(v)]g(w)[v})
= E{[E(s[v)/p(v)lg(w)}

(becausav C v = E{[p(v)/p(v)lg(w)} = E[g(w)]). O

Lemma 3.1 immediately suggests how to use the sampling probabilities to
consistently estimat@,. TheweightedM -estimator 6., is the solution to

N
ggg ;[Si/P(Vi)]Q(Wu 0) . (3.5)

This objective function simply weights each observation for which we obsefve
by the inverse conditional probability of appearing in the sample; the observations
for which s; = 0 do not appear in the optimization problem. Because Assumption
3.1 maintains that(v;) is observed wheneveg = 1, 0., is computable from the
observed data.

The consistency @, follows from Lemma 3.1 and a standard application of the
analogy principle (along with regularity conditions, of course). Under Assumptions
2.1 and 3.1, Lemma 3.1 immediately implies tHgtuniquely solves

min E{[s/p(v)lq(w, 6)} . (3.6)

In other words, i@, is identified in the population, it is identified by the nonran-
dom sampling scheme under Assumption 3.1. A formal consistency proof simply
requires adding some regularity conditions; other than verifying identification of
6, by the weighted objective function, the proof is standard.

Theorem 3.1. Assume that

0 {(vi,s;):i=1,2,..., N} are random draws from the population satisfying
Assumption 3.1. (Remember, this is not the same as random sampling from the
original population of interest.)

(i) Forsome’ > 0,p(v) > >0foralveV.
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(i) 8, uniquely solves (2.1), that is, Assumption 2.1 holds.

(iv) Forall @ € ©, |¢q(w, 0)| < b(w) for some functio(-) such thatE[b(w)] <
Q0.

(v) Foreachw € W, g(w, ) is continuous or®, a compact subset &".

Thend, %6, asN — co. O

Proof. All remaining proofs are given in the appendix

Given Assumption 3.1, the remaining conditions of Theorem 3.1 are quite
weak, and, with the exception of assumption (ii), are essentially the same as those
used to establish consistency of the-estimator on random samples. Conditions
such as continuity of(w, -) and compactness @ can be relaxed at the cost of
complicating the analysis; see Newey and McFadden (1994) for discussion.

Part (ii) of Theorem 3.1 requires that the selection probabilities be bounded
from below. This assumption can be relaxed by assuming a dominating function, say
b(v), for |g(w, 8) /p(v)| with E[b(v)] < co. In the context of stratified sampling,
assumption (ii) implies that each strata sampling probability is strictly positive.

Theorem 3.1 applies to a broad range of estimation problems, including nonlin-
ear least squares, conditional maximum likelihood, partial MLE, quasi- MLE, and
least absolute deviations. The reason for having a selected sample can be varied:
incidental truncation, nonresponse, and attrition, to name three. Therefore, Theo-
rem 3.1 provides the foundation for a unified approach to solving nonresponse and
stratification in nonlinear models. The key is Assumption 3.1.

For the comparisons of weighted and unweighted estimators in Section 5, an
important point is that the IP\W/ -estimator consistently estimates the unique solu-
tionto Equation (2.1). There is no presumption that an underlying model is correctly
specified. As we discussed in Sectiom2;estimators based on random sampling
are generally consistent for the solution to the population problem. Theorem 3.1
is the simple extension to the case of nonrandom sampling but where sampling
probabilities are available that satisfy Assumption 3.1.

Often we need to estimate the sampling probability funciér), Estimation of
the probabilities using parametric methods has no interesting consequences for the
consistency of the weighted -estimator: consistency follows under standard reg-
ularity conditions from basic results on two-step estimation (for example, Newey
and McFadden, 1994). However, estimatiorp0¥) does have interesting impli-
cations for the asymptotic variance of the weighfddestimator. Therefore, we
postpone a treatment of estimating the selection probabilities until the next section.

We end this section with an example that is similar to some that arise in epidemi-
ology (for example, Lin, 2000). A key feature is that, as with variable probability
sampling, the element in; determining selection is observed only whgn= 1.

Example 3.1. Let (x;,y;) be a random draw from a population entering some
program or treatment at some point in a specified time intervaljs&} b < oco.

Time zero corresponds to the first calendar date at which units can enter the program.
The program or treatment could be the start of unemployment benefits or medical
treatment for an iliness. If time is measured in weeks and the population consists
of people entering the program during a two-year interval, then1 04.
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Thex; are covariates observed at the start of treatmengaisbsome measure
of usage or cost of the progam or treatment over a given length of time., ¥y
are interested in some feature of the distributiog,ajivenx;, often a conditional
mean or conditional median, but maybe a full conditional distribution. For example,
we might be interested in the cost of unemployment benefits over the duration of
an unemployment spell as a function of covariates observed at the beginning of the
spell (including measures of benefit generosity). If unemployment benefits run out
after, say, 26 weeks, then= 26. Some people will use a full 26 weeks of benefits
while others will use only part of the benefits. lt#¢tdenote the length of time on
treatment and leb < a; < b denote the starting time for individual (Thus, we
have, in duration terminology, “flow data.”)

Assume that data collection stops at titnso the duration is censoredjf >
b — a;. Even if we do not observe the full duration, it could still be that we observe
t¥ long enough to observg. Lett; = min(¢}, 7). (If we setr = oo, so that we are
interested in, say, lifetime costs for an elderly person on Medicare, then we only
observe those costs if the person dies within the intéova).) Theny; is observed
if and only ift; < b — a; ora; < b—t; . (In other words, we do not observe
the costs of those individuals whose treatment times last longerrtlzena take
them past the calendar date) Therefore, the selection indicatordis= 1(a; <
b—t;). Now, assume that the starting time, is independent oft}, x;, y;). Then
E(Si|ti,Xi7yi) = P(ai < b-— tilti> = G(b — ti), WhereG(a) = P(ai < a).
Therefore, in Assumption 3.1, we can take= (¢;,x;,y;) = (t;, w;). (Only ¢;
affects the selection probability.) Note thatis observed only when the duration
is not censored, which exactly corresponds.te= 1. So, given a distribution of
starting times — say, uniform ovél, b] — we can obtainp(v;) = G(b — t;) as the
selection probabilities. Or, because we have arandom sgmple = 1,..., N},
we can consistently estima€#(-) quite generally. (For example, we could allow
for seasonality in the context of unemployment durations.) We could also allow
the starting time distribution to depend on the covariated etting D(+|-) denote
conditional distribution, we would assund®(a;|t}, x;,vy;) = D(a;|x;) and then
estimateG(-|x;). In these contexts, the; would be always observed.

If we are interested ifit(y;|x;) we could use, say, an exponential regression
function and a quasi-MLE using the gamma log-likelihood, or we couldagse;)
inalinear regression analysis. We can also handle cases wligescount variable,
measuring, say, the number of visits to a hospital in the first year covered by an
insurance plan. Then, a Poisson regression model is appropriaig.dould be a
binary indicator, in which casgx, y, 8) is the log- likelihood for a binary response
model. O

4 The asymptotic variance of the weightedV/ -estimator

We now consider a special case of Assumption 3.1 and allow for estimating the se-
lection probabilities using binary response modelsfoBhowingy/ N -asymptotic
normality of the weighted/-estimator is fairly straightforward.

We replace Assumption 3.1 with
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Assumption 4.1.

(i) Therandom vector is always observed angt is observed wher = 1.
(i) wisignorablein the selection equation, conditional @n

P(s =1jw,z) = P(s = 1|z) = p(z) . (4.2)
(iii) For a known functiorp(-, -),

p(Z) = p(Z,’YO),Z €z, (42)

wherey, e ' Cc RM. 0O

Assumption 4.1 means that we have a veapwhich is always observed, thatis a
good predictor of selection. For example, in an attrition problem, where we evaluate
aresponse variable in a second period after participation in the program in the first
period [or the change in the response variable], we must assume that first-period
variables predict attrition sufficiently well that the responses and covariates in the
second period are ignorable.

Assumption 4.1(iii) means that we have a correctly specified parametric model
for the selection probability. In practice, we can use a flexible logit or probit model.
We will not study the possibility of using nonparametric estimationp(@f), but
clearly this is possible under suitable regularity conditions. [Hirano, Imbens, and
Ridder (2000) show that, in the case of estimating the average treatment effect under
ignorability of treatment, nonparametric estimation allows one to obtain the most
efficient estimator possible. Extending their results to the gefié¢raktimator case
seems technically challenging, but a good topic for future research.]

Let4 denote the maximum likelihood estimator (MLE)-pf, that is,5 solves
the binary response problem

N
max Z{Si log[p(zi,v)] + (1 + s;) log[1 — p(zi,7)]} - (4.3)

Given that selection is a binary response, and without extra information, the MLE
is the most sensible estimator, as it is asymptotically efficient. We impose standard
regularity conditions omp , such as twice continuous differentiability4n

The weighted\/-estimatorf.,,, now solves

N
min > _[si/p(zi, ¥)a(wi, 0) - (4.4)
=1

We will not state a formal consistency result, as there are no interesting twists,
although we must rule out the possibility that response probability gets arbitrarily
close to zero as we vagyin Z and@ in ©.

The weighting in (4.4) underlies a popular approach to estimating average
treatment effects. In the treatment effects literature, the goal is to estimate
o = E(y;) — E(yo), the difference in population means with and without treat-
ment. The outcomesgy, and y;, are counterfactual because each unit from a
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random sample of the population is either treated or not. Therefore, we observe
only y; = (1 — s;)yi0 + s;yi;1 for each individuali. A key assumption is the
so-calledignorability of treatmentwhich is thats; is independent ofy, yi1)
conditional on the observed set of covariates,Then a consistent estimator of

w1 is i = N1 Zfil[si/p(zi,ﬁ)]yi; similarly, a consistent estimator @f, is

jo= N1 Zf;l{(l —3s;)/[1 —p(zi,%)]}yi. Intreatment effect contexts(z;, %)

is called thepropensity scoreSee Hirano et al. (2000) for a careful studyigfand

10 when the propensity score is estimated nonparametrically. Blundell and Costa
Dias (this issue) survey other methods for using the propensity score in program
evaluation.

We now sketch a derivation of the asymptotic of the weightéeestimator
without worrying about the regularity conditions that allow use of the uniform
law of large numbers. We assume that the functifw, -) is twice continuously
differentiable on the interior d® for all w € VW and tha#,, is in the interior of®.

Then, a standard mean value expansion of the score @bgiues, with probability
approaching one,

N
0= N_1/2 Z[Sz/p(zzv;y)]g(w’w 00)
=1
N .. A
+ (N—l Z[si/mzm)mi) VN6, - 0,)
i=1
whereg(w, 8) = Voq(w;,0) is P x 1 andH; is the P x P hessian of)(w;, 6)
with rows evaluated at mean values betw@gnandé,. Define

A, = E{[Si/p(zi7’70)]H(Wi7 00)} = E[H(Wlﬂ 90)] s (4-5)

where the equality follows from Lemma 3.1, and assulias nonsingular. Then,
by the uniform weak law of large numbers, we can write

N
\/N((éw - 00) = 7A071 (N1/2 Z[&/P(%K?)]&) + Op(l) ) (46)

wereg, = g(w;, 8,). The next step is to use a mean value expansion on the term
multiplying —A_ ', abouty,. Letp; = p(z;,7,). Then

N N
N2 Z[Si/p(ziﬁ)]gi =N~/ Z(Si/pi)gi
—E[(5:/p:)8: (Vi /P:)][VN(F — ¥o) + 0p(1) , 4.7)

where we definév.,p; = V4p(z;,7,) and use the fact tha@[1/p(z;,~v)] =
—Vp(2:,7)/[p(z:,7)?). If we define

Co = E[(5i/pi)gi(V~pi/pi)] » (4.8)
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we see thatC, is the covariance between the score of the weiglitedstimator
objective function, evaluated at the true parameters, Wadog[p(z;,v,)] =
V.,p:/p;. Next, under standard regularity conditions, we can write

N
VNE = 7o) = [B(did)] N2 " d; +0,(1) (4.9)
i=1
where
d; = 5i(Vp;/pi) — (1= 5:)[Vp;/(1 = pi)] (4.10)
is theM x 1 score of the binary response log-likelihood, evaluateg,ai he next
step is important. Becausg= s;s;, we can insert an exteg multiplying V.yp; /p;
into the formula forC,. Further, because;(1 — s;) = 0, s,(Vpi/pi) = s;d’,
and so
C, = E[(si/pi)g;(sid})] = E(si/pi)g,d;] -
Now definek; = (s;/p;)g,. Collecting terms together, we have shown that

N

N7Y2Y lsi/p(2i9)]g 1/22{k — E(kid))[E(did))] ™ di} + 0,(1)
i=1
= N_l/ZZui +o0,(1), (4.11)
i=1

whereu; = k; — E(k;d})[E(d;d})]~'d; is the P x 1 vector of residuals from the
population regression &; ond;. Combining (4.11) and (4.6) gives

N
VN(@O, —6,) =—A" (N—W > ui> +0,(1), (4.12)
=1

and so
Avar[VVN (0, — 6,)] = AJ'D,A !, (4.13)
whereD, = E(w;u}) = E(k;k}) — E(k;d})[E(d;d})]'E(d;k}).

Equation (4.13) has several important implications. First, it shows that, if we
somehow happen to know,, so that we could insert the known selection prob-
abilities, p(z;,~,), into the objective function, we should nevertheless use the
estimated probabilities based on the conditional maximum likelihood estimator,

To see why, we can use an even simpler argument to find the asymptotic variance
of the estimator, Saéu), that uses the known probabilities:

Avar[VN (0, — 6,)] = A;'B,AS ', (4.14)
whereB, = E(k;k;) = E(g;g’/p;). But then
B, — D, = E(kik;) — E(u;u}) = E(k;d})[E(d;d})] ' E(dik]) ,

positive semi-definite matrix, which immediately implies that A\céﬁ(éw —
0,)] — Avar[v'N (8, — 6,)] is p.s.d.
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Interestingly, equation (4.13) implies that, even if we have the mod&|(far=
1]z;) correctly specified, we can do no worse —and usually do better asymptotically
— by adding nonlinear functions af to any probit or logit estimation. The reason
is simple: as we add more functions &f the score vector in the MLE binary
response expands (even though the true coefficients on the new variables are zero),
and this implies that the regressionkgfon d; will have a smaller variance matrix.
Equation (4.13) suggests simple estimators for W(éw —6,)]. Letq;

be thel x P residuals from the regressidq) ond;,i = 1,..., N, wherek; =
si/p(2i,9))g(2i, 0), d; = d(s;,2;,%),andN is the total number of observations,
as before. Then a consistent estimatobgfis

N
D=N") wu;. (4.15)
=1
A general, consistent estimator Af,, is
N
A =N (si/pi)H(wi, 0.) , (4.16)
=1

which, of course, simply weights the selected observations by the estimated inverse
probabilities.

In most econometric applications; can be partitioned agx,y), wherex
represents the conditioning variables. Then, a simpler estimafqy foften based
onG(x;,0,) = E[H(w;, 6,)|x;]. A simple iterated expectations argument shows
thatG (x;, .,,) can replacdi(w;, .,) in (4.16) without changing the consistency
result:

N
N7EY (50/D)G (%1, 00) B A, (4.17)
=1

In cases wherg; is observed for all, we can drogs; /p) and use the unweighted
estimatorN =1 "N | G(x, 0.).

The comparison of the estimators that use the estimated versus the known selec-
tion probabilities implies that if we compute the asymptotic variaaséwe have
not estimated the probabilities, the standard errors are larger than necessary, and
so confidence intervals and inference are conservative. In other words, if we obtain
significant estimates using the incorrect standard errors, the corrected standard er-
rors would lead to even largérstatistics. This is somewhat unusual for two-step
estimation problems, where the prevailing wisdom is that adjusting standard errors
for a first stage estimation usually results in larger standard errors. Interestingly, the
above derivation hinges crucially on the assumption that the parametées in, )
are estimated using maximum likelihood binary response. | do not know whether
the efficiency gains from estimatirg, carry over to other methods of estimating
“o, Such as the one described in Example 3.1.

The following theorem simply fills in the missing regularity conditions.
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Theorem 4.1. Assume that

) {(wi,z4,8):1=1,2,...,N}is arandom sample from a population satis-
fying Assumption 4.1.

(i) The assumptions of Theorem 3.1 hold.

(iii) p(z,-)iscontinuous on the compact &ttwice continuously differentiable on
int(T), v, € int(T), andp(z,v) > § > Oforallz € Z,~v € T. Let¥ be the
conditional maximum likelihood estimator §f, and letl/p; = 1/p(z;, %)
be the inverse probability weights.

(iv) Therepresentationin (4.6) holds, withg(w;, 8,)] = 0 and A, nonsingular.

Then (4.13) holds, and a consistent estimator of AV&¥ (6., — 6,,)] is given
by

A=l ~—1

A DA |, (4.18)
whereD is given in (4.15) and\ is given in (4.16) or (4.17). O
The following example illustrates the broad applicability of Theorem 4.1.

Example 4.1. Let m(x, 0) be a parametric conditional mean function for the
scalar response variable Assume that for somé, € 0,E(y|x) = m(x,0,).

Let g(w, 0) = log f[y|m(x, 8)] denote the quasi log-likelihood for a member of

the linear exponential family (LEF; for example, GMT, 1984). Included are binary
response, such as probit and logit and the fractional regression models of Papke
and Wooldridge (1996), Poisson regression models, and gamma regression models.
Let v(x, @) denote the variance function associated with the LEF density. In the
Poisson casej(x, 8) = m(x, ), in the gamma case(x, ) = [m(x, 0)]?, and

in the binary response caséx, 8) = m(x, 0)[1 — m(x, 8)]. Nonlinear regression

is encompassed by takingx,0) = 1. Let 4 be the first-stage probit or logit
estimator ofs; onz;,7 = 1,..., N, where thez; are the observed variables that
predict sample selection. Lgt = p(z;,4) be the fitted probabilities. Then the
weighted quasi-MLE solves

N
max ;(Si/ﬁi) log{ flyilm(x;,0)]} .

A conservative estimate of the asymptotic varianc pfs

N -1, N
<Z<Si/ﬁi>vemévm/m> (Z(a/ﬁ?)é?%m;vemi/@%)
=1 N i=1 »
: (Z(Si/ﬁi)VBmgvemi/@J , (4.19)
i=1

whereVgr; = Vem(x;, 04),0; = v(x;, 0,,), andé; = y; — m(x;, 0,,). Thisis

identical to the Huber-White “sandwich” estimator using the= 1 observations
but where the quasi-log likelihood has been weighted kg for eachi. (We have
not regressed the weighted score of the quasi-log likelihood; pthe score from
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the selection probability estimation, in forming the matrix in the middle of the
sandwich, and that is why the estimator is conservative) i§ always observed,
we can drops; /p; from the two terms on the outside of the sandwich.

Importantly, we need to use an estimator that has the sandwich form even if the
variance implicit in the linear exponential family is correctly specified up to a con-
stant of proportionalityVar(y|x) = o2v(x, 6,). (This is a common assumption
in the generalized linear models literature.) For example, for linear or nonlinear

regression, we need to use (4.18) (or the more precise veﬁsTolﬂﬁA_l/N)

even if Var(y|x) = o2. For binary response, where the variance must be correctly

specified if the mean is, we still need a so-called robust form of the variance matrix

estimator. Similar comments hold for Poisson and gamma regression models.
This example covers some interesting possibilities for estimating average treat-

ment effects conditional on covariates. For concreteness, suppose we want to use

linear or nonlinear regression, whetgis now a treatment indicator and we ob-

servey; = (1—s;)y:0+ Siyi1, and the notation is the same as before shetx, 3)

be the model folE(y; |x) andmg(x, ) be the model folE(y|x); for example,

these could be linear or exponential. We want to estimatéx, 3) — mo(x, )

at different values ok. Consider estimating; the argument forx is essentially

identical. If we know the propsensity scoéz;, <. ) — the probability of receiving

treatment based on covariateswith x C Z — the weighted objective function is

S [si/ P26, vo) [y —ma (xi, B)]2 = 20 56/p(2a, o) lyir —ma (xi, B)]? /2,

where we use the simple facts thay; = s;y;1 and sf = s;. The ignorabil-

ity of treatment assumption is th&(s = 1|yo,y1,2) = P(s = 1]z), which

implies that Assumption 4.1(ii) holds withv = (x,y;). Therefore, provided

E(y1|x) = mi(x,3,), we can consistently estimaf#, using the IPW nonlin-

ear least squares estimator, and the asymptotic distribution theory applies directly.

Of course, we would estimat, first. Then we can us@ — s;) and[1 — p(z;, )]

to estimatex,, and obtain estimates of; (x, 3) — mo(x, ). O

Before leaving this section, we make a final observation. Suppose that, in the
population, the information matrix equality hold8[g,(6,)g;(0,)'] = E[H;(6,)]
= A,, as would happen in the case of maximum likelihood estimation. As is
well known from the theory of\/-estimation with random samples (for example,
Wooldridge, 2002, Ch. 12), the asymptotic variance of the properly centered and
scaledM -estimator is, under random sampling, *. If instead we use nonrandom
sampling with known sampling probabilities, the asymptotic variance is given in
equation (4.14). The difference in asymptotic variana@g,lBoA;1 — A =
A1 (B,—A,)A]', iseasily shownto be positive semi-definite. In &~ A, =
E(g,;g;/pi) — E(g;g;) = E[g;g;(1 — p;)/p:], which is a positive semi- definite
matrix. This shows that it is better, under the information matrix equality, to use
a random sample than to use a nonrandom sample with known sampling weights.
However, | cannot claim a similar result if the probability weights are estimated,
as in Theorem 4.1. It appears that (4.13) could be smallerAhjdn(in the matrix
sense), although | have not worked out an example.
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5 To weight or not to weight? That is the question

Animportantissue that arises in the analysis of stratified data with sampling weights
is: When should the sampling weights actually be used? The same question arises
with general nonresponse. Unfortunately, there is no clear-cut answer for all appli-
cations.

To provide some guidance about weighting, we must recognize that there are
two issues. The first involves consistency of the two procedures while the second
involves asymptotic efficiency comparisons in cases where both the weighted and
unweighted estimators are consistent. We first consider the consistency issue.

As we saw in Section 3, the weighted estimator is consistent if we have an
appropriate ignorability assumption and if we either know or can consistently esti-
mate the sampling probabilities. When sample selection is, in an appropriate sense,
based on conditioning variables, the unweightéeestimator is generally consis-
tent. The definition of “conditioning variables” is effectively tiéat minimizes the
expected value of the objective function conditional on any value. /e must
also assume th#, is the unique solution to (2.1).

Assumption 5.1.
(i) Foreachx € X, ®, solves the problem

min Elg(w, 8)|x] . (5.1)
(ii) G, is the unique solution to problem (3.2)0

Practically, part (i) of Assumption 5.1 means that the underlying econometric model
—whether it is a model of a conditional mean, conditional distribution, conditional
guantile, and so on — is correctly specified. A simple argument shows that As-
sumption 5.1(i) is much stronger than just assumfiggsolves problem (2.1): if
E[¢(w,0,)|x] < Elg(w, 0)|x] for all x € X,0 € O, then iterated expectations
implies thatd,, solves (2.1). As a simple example of where the converse is not true,
consider the linear regression mogek x, 6, + u whereE(x'u) = 0. Then, as

we discussed in Section &, minimizesE[(y — x6)?]. But 8, is only guaranteed

to minimizeE[(y — x0)?|x] for eachx if E(u|x) = 0.

Assumption 5.1 holds in the context of conditional MLE when the density
of y givenx is correctly specified. It also holds for problems such as weighted
least squares, even in multivariate contexts, when the conditional mean is correctly
specified but the variance function is effectively misspecified. In the context of
guasi-MLE in the linear exponential family — for example, Gourieroux et al. (1984)
— Assumption 5.1(i) holds when the conditional mean is correctly specified, even
though everything else about the distribution might be misspecified.

Part (i) of Assumption 5.1 is needed because we could have situations where
the selected subpopulation is not sufficiently rich to idendify In the linear re-
gression case from the previous paragraph, lack of identification would occur if
rankE(x'x|s = 1) < K.

The notion that sampling depends on the conditioning variabie$ormalized
in part (ii) of the following assumption:
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Assumption 5.2.

(i) wis observed whenever= 1.
(ii) For x from Assumption 5.1,

P(s=1lw)=P(s =1|x). O (5.2)

A leading case where equation (5.2) holds is whéna deterministic function of
x, that is, selection is based purely on the valug.oDf course it also holds when
s is independent ofv, and therefore ok.

It is easy, again using the analogy principle, to show that Assumptions 5.1 and
5.2, along with regularity conditions, imply consistency of the unweighted estima-
tor. Recall from Section 3 that the limiting minimization problem that corresponds
to the unweighted\/-estimator is given by (3.2). Therefore, we show thais a
solution to (3.2), again using iterated expectations. Foraay®,

Els - g(w, 0)] = E{E[s - g(w,0)[x]} = E{E(s|x)Elg(w, 0)|x]}
— E{p(x)Elg(w,0)[x]} . (5.3)

where the second equality follows by iterated expectatidhis: ¢(w, 0)|x] =
E{E[s - q(w,0)|w]|x} = E[E(s|w)q(w,8)|x|E(s|x)E[q(w,0)|x] because
E(s|lw) = E(s|x) under Assumption 5.1(ii). Becauggx) > 0 for x, and 8,
minimizesE[q(w, 0)|x] for all x, it follows that

P(X)E[g(w,0,)[x] <p(x)E[g(w,0)|x], xe&x, 0c®. (54)

Taking the expectation with respecttoshows tha#,, is a solution to (3.2), as
claimed.

Theorem 5.1. Assume that

® {(w;,s;):i=1,2,..., N} are random draws satisfying Assumption 5.2.
(i) Assumption 5.1 holds.
(i) Parts (iv) and (v) of Theorem 3.1 hold.

Then the unweighteti/-estimator using the selected samglg, is consistent for
0,:0,%0,asN - oco. O

Once we verify tha#,, is identified in the subpopulation, the proof of Theorem 5.1
is very similar to that of Theorem 3.1, and so it is omitted. One interesting feature
of Theorem 5.1 is that it does not require the selection probabilities to be strictly
positive: if selection is based onand Assumption 5.1 holds, we can exclude parts
of the population that are defined in termsxgf provided we can still identify
6, in the observed subpopulation. Entirely excluding part of the population is not
possible in Theorem 3.1. Therefore, if we are willing to make the assumptions in
Theorem 5.1, the unweighted estimator has the advantage of allowing selection
schemes where part of the population is not represented at all.

In most cases that are not stratified sampling, there is some positive probability
that any population member will appear in the selected sample. So, what if the



Inverse probability weighted/-estimators for sample selection 133

sampling probabilities are strictly positive and depend only on conditioning vari-
ables in the sense of Assumption 5.27? Still, even from a consistency standpoint, it
is not obvious whether or not to weight. As we discussed in Section 3, the weighted
estimator identifies the solution to (2.1) whether or not there is any kind of model
misspecification. The requirement théat solves (5.1) for allk essentially means

that the feature of the distribution gf givenx that we are modeling is correctly
specified. Under misspecification, the solution to problem (3.2) will not be the same
as the solution to (2.1). In other words, the weighted and unweighted estimators
will have different probability limits even though sampling is exogenous. Since
the solution to (3.2) depends on the sampling scheme — namely, the probabilities
P(s = 1]x) = p(x) — most would conclude that the unweighted estimator is
not very attractive. If we take the broad view that we want to estimate the vector
that solves the population problem even under misspecification, then the weighted
estimator is preferred.

A counterbalance to the previous argument is a somewhat subtle reason to prefer
the unweighted estimator in problems of nonresponse, such as attrition. This has
to do with unobservability of some elementssofor the excluded subpopulation.
Suppose Assumptions 5.1 and 5.2 hold. Then we know the unweighted estimator
is consistent. If we also assume the probabilities) are bounded from below by
a strictly positive number, so that part (ii) of Theorem 3.1 holds, then the weighted
estimator based op(x) or consistent estimates would also be consistent. The
problem for the weighted estimator is that, if some elementsarf not observed,
we cannot estimate thex;) even for the selected sample. Typically, the response
probabilities are estimated from a binary responsg ofiz; using arandom sample
from theentire population. (Example 3.1 is an exception.) Any element tifiat
is missing for a subset of the population cannot be included This means that,
for the purposes of correcting the nonrandom sampling problem, our first-stage
estimation of the selection probabilities could be misspecified. Importantly, this
has nothing to do with whethex(z, ) is correctly specified foP(s = 1|z). The
problem is that, under Assumption 5.2(ii), it is unlikely tHats = 1|w,z) =
P(s = 1]z) unless we can take to be a subset of.

If x is always observed then the weighted estimator is more attractive because
we can, and should, include in z. If, for example, selection is a deterministic
function ofx, then a sufficiently flexible model faP(s = 1|z) should pick this
out as long ax C z. In addition, the weighted estimator allows observable factors
other thanx to affect selection, while the unweighted estimator effectively does
not.

Consider a concrete example. Suppose that, in an initial time period, we obtain
a random sample of people participating in a job training program. We have, say,
before-training earnings, education levels, workforce experience, and demographic
variables. Denote pre-training earningg/agnd the pre-training covariatesag
Then, some people participate in the program, and assume participation is exoge-
nous. Letr be a binary job- training participation indicator. In follow-up interviews
to obtain post- training earnings and updates on other variables (say, marital status),
some people are not available. So post-training earnings and information on other
variables that change from the first period are unavailable. Denote the post-training
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earningsy; and the post-training time- varying covariatesvas One evaluation
approach would try to estimal&(y, |, yo, X0, w1 ) and study the effect of on this
expectation. Let be the attrition indicators( = 1 if still available in the second

time period). Then an unweighted analyis — this could be a regression approach,
an MLE, or a quasi-MLE method that works under ranom sampling — is consistent
provided

P(S = 1|ylar7 y07X0aW1) = P(S = 1|7‘7 ?JO,X0>W1) . (55)

(Remember that the unweighted estimator does not require us to estimate the se-
lection probability.) In applying a weightegi/-estimator, we can only estimate

P(s = 1]r,y0,%0) becausew;, the vector of time-varying covariates, is missing

for those who attrit. Therefore, we must take= (r, yo,%o) to apply the IPW
method in Section 4, which means that the needed ignorability assumption is

P(S = 1‘y1,’l", y07XO7W1) = P(S = 1|T7 yU;XO) . (56)

Assumption (5.6) is the same as sayirig independent ofy; , w; ) conditional on
(r,y0,%0). But then s and y; are necessarily independent, conditional on
(r,90,%0,w1). In other words, (5.6) implies (5.5), but the converse is not gen-
erally true. In fact, since attrition might well be related to time-varying covariates
— for example, changes in marital status or job tenure — (5.5) is practically more
appealing than (5.6).

The previous discussion suggests some general considerations when deciding
whether or not to use weighting. In cases where some of the covariates are un-
observed for the unselected part of the populatiod the feature of interest — a
conditional expectation, a conditional median, or a condition distribution as the
leading cases — is conditional on all possible covariates and any initial response
variable, there is a strong argument against weighting. Effectively, the “kitchen
sink” nature of the population conditional expectation or conditional distribution
of interest means that selection can depend on the broadest set of variables possi-
ble, that is, every variable observed at any time except the response variable after
attrition. Any weighting necessarily excludes from the selection probability covari-
ates that are not observed after attrition, and so it is consistent only under stronger
assumptions than needed for the unweighted estimator.

When might weighting be preferred in cases of honresponse on some covari-
ates? Weighting is most appealing when the model we want to estimate has a
more structural interpretation and is not simply a kitchen-sink-type analysis. In
the job-training example with attrition described earlier, suppose we start with an
unobserved effects model, which we write for a random draw from the population
as

Yit = Ol + Wit B + i +ug, t=0,1, (5.7

wherec; is unobserved heterogeneity amg contains time-varying covariates, and
4+ IS the job-training participation indicator. (In the setup discussed abgye; 0
for all 5.) Differencing the two time periods gives a cross-sectional equation,

Ay; = aoAr; + Aw; 8, + Au; . (5.8)
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Now, suppose we are only willing to assufieAw;|Ar;, Aw;) = 0. If we had a
random sample, we would just estimate (5.8) by OLS. If we have attrition, we could
stillapply OLS to (5.8) underthe assumpt®f(s;, = 1|Ay;, Ar;, Aw;) = P(s; =

1|Ar;, Aw;). Unlike inthe earlier case, we cannot condition on initial earnipgs,

, in the selection probability. In other words, now we have to assume that attrition is
ignorable with respect to the change in earnings conditional onlyan, Aw;).

If we instead estimate (5.8) by weighted least squares, using inverse probability
weights, then we would includey;o, x;0, 70, 7:1) in the selection probit or logit,
wherex;qo contains all initial period covariates. Now the ignorability assumption
used by IPW is not more restrictive than that used by the unweighted analysis, and
so the IPW estimator could be consistent in cases where the unweighted estimator
is not.

So far, our discussion has focused on consistency. But there are also efficiency
issues when the sampling is exogenous, as in Assumption 5.1. In the context of
different kinds of stratified sampling, Wooldridge (1999, 2001) shows that when
w partitions as(x,y) where some feature of the conditional distributionyof
givenx is correctly specified, stratification is a functionxfand a generalized
conditional (onx) information matrix equality holds, then the unweighted estimator
is asymptotically more efficient than the weighted estimator. This covers the fairly
well-known regression and conditional maximum likelihood cases, and many others
as well.

Recall from Theorem 4.1 that estimating the selection probabilities generally
leads to a more efficient estimator than using the knp(en) (if these were avail-
able). An important result is that, if Assumptions 5.1 and 5.2 hold, then the asymp-
totic variance of the weighted estimator is the same whether or not the selection
probabilities are estimated. Lét, be the weighted estimator based X, )
and letd,, be the weighted estimator based;, ~,).

Theorem 5.2. Let the assumptions of Theorem 4.1 hold, and, in addition, make
Assumptions 5.1 and 5.2. (So we take x in Theorem 4.1.) Assume that part (iv)

of Theorem 4.1 can be strengthened{g(w;, 8, )|x;] = 0, as would hold under
Assumption 5.1 under a standard interchange of an integral and partial derivatives.
ThenE(d'k;) = 0, and therefore\varv/N (8., — 6,,) is given by Eq. (4.14), which

is the same advaryv/N (6, —0,). O

Interestingly, the asymptotic equivalenceémj and#,, does not hinge on a
generalized information matrix equality. For example, suppose we have a model
for E(y|x), saym(x, 8), and the model is correctly specifiedfy|x) = m(x, 0,)
for some element of, in the parameter set. B(s = 1ly,x) = P(s = 1|x) =
p(x,v,), and we always obseree then estimatingy, by binary response MLE
leads to the same asymptotic variance as ugiig,,), even if there is het-
eroskedasticity iVar(y|x) of unknown form. In a quasi-MLE environment, say,
with Poisson regression, the variance can have any form, and the estithatmd
6., are still asymptotically equivalent. In a panel data setting (where selection is in
all time periods or not at all), there can be neglected serial correlation of any form.

We can combine Theorem 5.2 with a generalization of the information matrix
equality from maximum likelihood theory to conclude that the unweighted esti-
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mator is more efficient under correct model specification and exogenous sampling
under standard assumptions. We need a definition:

Definition 5.1. The generalized conditional information matrix equality (GCIME)
holds if, for somer? > 0,

E{Voq(w,0,) Vgq(w,0,)|x} = 02G(x,6,) , (5.9)

where
G(x,0,) = E[V%q(w,00)|x] . 0O (5.10)

The GCIME is natural for many problems. The GCIME always holds for conditional
MLE under correct specification of the conditional density with= 1. Another
important case is quasi-MLE in the LEF under the so-caflederalized linear
modelqGLM) assumption. This assumption states iait(y|x) is proportional to

the variance implied by the density used in the quasi-log likelihood. For example,
in Poisson regression, the GLM assumptioWVis (y|x) = o2E(y|x).

Assumption 5.3. The generalized conditional information matrix equality holds.
O

Theorem 5.3. Assume that Assumptions 5.1, 5.2, and 5.3 hold, along with standard
identification and regularity conditions. Lé, be the unweighted/-estimator
using the selected sample, anddetbe the weighted/-estimator using weighting
function1/p(x), wherep(x) = P(s = 1|x). Then

AvarvVN (0, — 6,) = 2 {E[p(x)Go(x)]} !, (5.11)
and
Avarv'N(8,—6,) = 02 {E[Go(x)]}'E[G, (%) /p(x) {E[Go(x)]} . (5.12)

Further, the difference betweetvaryv/N(8,, — 6,) and Avarv/N (0, — 6,) is
positive semi-definite. O

This result shows that the weighted estimator is inefficient when selection is
on exogenous variables and the generalized GCIME holds. This provides further
support for using the unweighted estimator when we think selection is determined
by conditioning variables. Not suprisingly, when the GCIME holds, it is best to
use M-estimation under random sampling. Why? Under random sampling and
the GCIME, the asymptotic variance of tié-estimator iso2{E[G,(x)]} ! =
oA ! [just takep(x) = 1]. The difference in asymptotic variances is positive
semi-definite becausA, — E[p(x)G,(x)] = E{[1 — p(x)]G,(x)} is positive
semi-definite.

If the GCIME does not hold then the weighted estimator could be more efficient
than the unweighted estimator, and either could be more efficient than using random
sampling. The preferred estimator depends on the nature of the GCIME violation
and the choice of(x).
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6 Concluding remarks

In cases where the population model is linear, Heckman’s (1976) approach is the
most common way, in econometrics, of handling nonrandom sample selection.
Unfortunately, Heckman’s approach does not extend easily to general nonlinear
models. Plus, the Heckman correction relies on having a variable in the selection
equation that can be excluded from the population conditional mean function. In
many cases, such variables are difficult to find. Inverse probability weighting works
under different assumptions than Heckman’s approach. We assume that we have
accesstovariables, in additionto those appearing in the population model of interest,
that are sufficiently good predictors of sample selection.

One benefit of IPW estimators is that they can be obtained for general nonlinear
models. Here, | have focused a#-estimators. Useful extensions would be to two-
stepM -estimators and generalized method of moments estimators. An interesting
research agenda is to extend the derivation of the asymptotic distributions in Section
4 to allow for nonsmooth problems. A leading case of a nonsmooth problem is
least absolute deviations (LAD). As is now well known, under random sampling
and fairly weak assumptions, LAD is consistent for the parameters in a correctly
specified conditional mean and haga’-asymptotic normal distribution. Theorem
3.1appliesto LAD under nonrandom sampling provided we can find suitable inverse
probability weights. But asymptotic normality of the IPW-estimator for LAD,
along with consistent estimation of the asymptotic variance, is not a trivial extension
of Theorem 4.1. Presumably, the arguments in Newey and McFadden (1994) can
be adapted to the IPW, but the details remain to be worked out.

A Appendix

Proof of Theorem 3.1We already showed that
E{[s/p(v)lg(w,0)} = Elq(w,0)],6 € © ,

and sof,, is identified by the weighted/-estimator objective function under As-
sumption 2.1. To complete the proof, we simply show that the objective function sat-
isfies the weak uniform law of large numbers. Defjte, s, 0) = [s/p(v)]q(w, 6).
Then, by (ii) and (iv),

l9(v,s,0)| <87 b(w), all (v,s),

andE[b(w)] < oo by (iv). It now follows from Lemma 2.4 in Newey and McFadden
(1994) thaf{ g(v;, s;;0) : © = 1,2,...} converges in probability to its expectation,
uniformly over 8. From the consistency result in Newey and McFadden (1994,
Theorem 2.1)0,, > 6,. O

Proof of Theorem 5.2t suffices to show thd(d’k;) = 0. But, as discussed in Sec-

tion 4,E(d}k;) = E{[(si/pi)8;(00)][V4pi(7o)/pil}, whereg,(0,) = g(w;, 6,)
and, withz; = x;,p; = p(x;,7,)- SINCEV 4 p; (7o) /p; isafunction ofr; it suffices,
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by iterated expectations, to show th&{s; /p;)g;(0,)|x:] = 0. But by Assump-
tion 5.2 withz, = x;,E(s;|w;) = E(si|x;) = p;. Sinceg;(0,) is a function
of w;, E[(s;/pi)g;(0,)|w;] = g,(0,). But another application of iterated (since
x; C w;) givesE([(si/pi)g;(0o)[xi] = E[g;(0o)|xi] = 0.
Proof of Theorem 5.3By standard first order asymptotics,

AvarVN(6, — 6,) = A, 'B,A ! (A1)
where

Au = E[SV%OQ(Wv 00)] and Bu = E[Sveq(wv 00)/V9q(wv 00)] .

Assumption 5.2 implies thatandw are independent conditional en so iterated
expectations implies

A, = E[E(s|x)E{V5q(w, 8,)[x}] = E[p(x)Go(x)] - (A2)
Similarly,
B, = E[E(s|x)E{Veq(W,0,)' Voq(w, 0,)x]} = 02E[p(x)Go(x)] , (A.3)

where the last equality follows from Assumption 5.3. Equation (5.11) follows from
(A.1), (A.2), and (A.3).
A similar argument proves (5.12). First,

AvarVN(0,, — 6,) = A,'B, A}
where
Ay = B{[s/p(x)]V5a(w, 8,)} = B{[E(s[x)/p(x)]Go(x)} = E[Go (x)]
and
B, = B{[E(s|x)/p(x)’|E[Veq(w, 0.) Vea(w, 8.)|x]} = o2E[Go(x) /p(x)]
Finally, we prove the last statement. This holdsAfvarv/N (6, — 6,)]~! —
[Avarv/N(6,, — 0,)]~" is positive semi-definite. Define
D(x) = [p(x)]'"2Go(x)'/?, F(x) = [p(x)] /G (x)!/2 .

Then, dropping the scalar?,

[AvarvV'N (8, — 0,,)] 7" — [AvarvVN (0, — 6,,)] "~}

E[D(x)'D(x)] — E[D(x)’ ()HE[ (x)'F(x)]}'E[F(x)D(x)]
— E[U(2)'U(x)] .

whereU(x) is the P x P matrix of population residuals from the population
regression oD (x) onF (x). This completes the proof & U (x)'U(x)] is positive
semi-definite. O
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