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Abstract While cardiovascular device-induced thrombosis
is associated with negative patient outcomes, the convoluted
nature of the processes resulting in a thrombus makes the
full thrombotic network too computationally expensive to
simulate in the complex geometries and flow fields associ-
ated with devices. A macroscopic, continuum computational
model is developed based on a simplified network, which
includes terms for platelet activation (chemical and mechan-
ical) and thrombus deposition and growth in regions of low
wall shear stress (WSS). Laminar simulations are performed
in a two-dimensional asymmetric sudden expansion geome-
try and compared with in vitro thrombus size data collected
usingwhole bovine blood. Additionally, the predictive power
of themodel is tested in a flow cell containing a series of sym-
metric sudden expansions and contractions. Thrombi form in
the low WSS area downstream of the asymmetric expansion
and grow into the nearby recirculation region, and throm-
bus height and length largely remain within 95% confidence
intervals calculated from the in vitro data for 30min of blood
flow. After 30min, predicted thrombus height and length are
0.94 and 4.32 (normalized by the 2.5mm step height). Impor-
tantly, themodel also correctly predicts locations of thrombus
deposition observed in the in vitro flow cell of expansions
and contractions. As the simulation results, which rely on a
greatly reduced model of the thrombotic network, are still
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able to capture the macroscopic behavior of the full network,
the model shows promise for timely predictions of device-
induced thrombosis toward optimizing and expediting the
device development process.
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List of symbols

u Velocity
p Pressure
t Time
ν Kinematic viscosity
ρ Density
F Modified Brinkman function
ε Aggregation intensity
εt Aggregation intensity threshold
k Thrombus permeability
Q Arbitrary scalar quantity
D Diffusivity
R Sources and sinks
φn Non-activated platelet concentration
φa Activated platelet concentration
Dn Diffusion coefficient for non-activated

platelets
Da Diffusion coefficient for activatedplatelets
AC Chemical platelet activation rate
ADP Adenosine diphosphate (ADP) concen-

tration
ADPt ADP threshold for chemical activation
tADP Characteristic time for chemical activa-

tion
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AM Mechanical platelet activation rate
τ Scalar shear stress
¯̄σ Viscous stress tensor
φf Activated platelet fraction
C Power law coefficient
α Power law coefficient
β Power law coefficient
DADP Diffusion coefficient for ADP
RADP Amount of ADP in a platelet
αε Thrombus volumetric growth rate
τw Wall shear stress (WSS)
PTSP Weighting function for thrombus

deposition /growth
τlow,wall Low WSS threshold for thrombus depo-

sition
τhigh,wall High WSS threshold for thrombus depo-

sition
τlow,thrombus LowWSS threshold for thrombus growth
τhigh,thrombus HighWSS threshold for thrombusgrowth
βε Thrombus breakdown function
B Thrombus breakdown rate
τbreakdown,wall WSS threshold for thrombus breakdown

at a wall
τbreakdown,thrombus WSS threshold for thrombus breakdown

at a thrombus surface
U Average inlet velocity
h Step height
φa,i Initial (background) concentrationof acti-

vated platelets
φn,i Initial concentration of non-activated

platelets
tG Characteristic thrombus growth time
H Thrombus height
L Thrombus length

1 Introduction

Clinicians are increasingly using blood-contacting devices
for the treatment of a variety of cardiovascular conditions;
unfortunately, thrombosis remains an issue. Thrombosis is
a complex phenomenon but has long been understood to
depend primarily on the interactions of the three components
of Virchow’s triad: blood constituents, blood flow, and sur-
face properties. Platelets, enzymes, and 13 chemical factors
are among the species involved in the thrombotic process,
and there are at least 80 coupled reactions that regulate
thrombus growth (Cito 2013). The thrombotic process also
occurs on multiple spatial and temporal scales. The spatial
scales range from angstroms (e.g., calcium ions) to microm-
eters (e.g., platelets) to millimeters and centimeters (e.g.,
vessel diameters). The timescales range from microseconds
(e.g., intracellular processes) to milliseconds (e.g., platelet

adhesion) to minutes and hours (e.g., macroscopic thrombus
growth). The complexity of the thrombotic process, com-
binedwith itsmulti-scale nature,makesmodeling thrombosis
an arduous task.

In spite of this, many thrombosis and blood coagula-
tion models are available in the literature (Xu et al. 2011;
Wang and King 2012; Cito 2013; Leiderman and Fogelson
2014). These are either single-scale [focusing on a single
spatial scale; e.g., (Fogelson 1992; Sorensen et al. 1999a;
Goodman et al. 2005)] or multi-scale [(coupling processes
on multiple spatial scales; e.g., (Xu et al. 2008, 2009,
2010; Leiderman and Fogelson 2011)]. Themajority of these
focus on hemostasis or vascular thrombosis, using an “injury
zone” or similar boundary condition to initiate aggregation.
This approach is appropriate for modeling thrombosis or
coagulation in response to vessel injury or plaque rupture;
however, the lack of precise a priori knowledge of throm-
bosis sites in devices renders this approach ineffective for
predictions of device-induced thrombosis. Also, whilemulti-
scale models present a more accurate representation of the
microscopic aspects of the thrombotic process, they are gen-
erally more computationally expensive when compared to
single-scale models. Consequently, using multi-scale mod-
els to simulate thrombosis in the geometries associated with
blood-contacting devices can lead to prohibitively long sim-
ulation times.

Fogelson (1992) first proposed the framework for a com-
putational model of platelet activation and aggregation on
a continuum. The model considers platelets (non-activated
and activated) and a lumped platelet agonist concentration
and couples an aggregate to the velocity field using a cohe-
sive stress body force that acts as a momentum sink in the
Navier–Stokes equations. Fogelson andGuy (2008) extended
the initial continuum model by considering platelet–platelet
cohesion separately from platelet-wall adhesion. They com-
pared a multi-scale model (one scale on the order of platelets
and the other on the scale of the diameter of a large blood ves-
sel) of platelet thrombosis to a single-scale (only on the scale
of a large blood vessel) reduction of the multi-scale model,
achieving reasonable agreement in simple test cases. Impor-
tantly, they showed their single-scalemodel produced similar
macroscopic results to their multi-scale model in only about
1% of the computational time (Fogelson and Guy 2008).

Goodman et al. (2005) attempted to simulate device-
induced thrombosis using a single-scale model, which was
capable of providing predictions of platelet adhesion, throm-
bus growth, and embolization. To focus on low-flow devices,
such as hemodialyzers or oxygenators, only agonist-induced
platelet activation was considered in the bulk flow, but
adhered platelets could be activated by shear stress. Their
model contains source terms for platelet adhesion at material
and thrombus surfaces, which are independent of the local
wall shear stress (WSS), and coupled a growing thrombus to
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the velocity field by increasing the fluid viscosity 100,000-
fold in cells that are considered to be “thrombus.” They were
able to validate initial locations of platelet adhesion and
relative rates of thrombus embolization with experimental
data. Another attempt at simulating device-induced throm-
bosis was made by Tamagawa et al. (2009). They used the
Lattice–Boltzmann method to predict locations of thrombus
deposition in an asymmetric sudden expansion. They visu-
ally validated their simulations with in vitro data that showed
thrombus deposition at the expansion and reattachment
point.

While most thrombosis models have been at least par-
tially validated with in vitro or in vivo data, one aspect of
macroscopic thrombosis models has remained difficult to
validate: thrombus growth. The primary reason for this is the
lack of macroscopic thrombus growth data for comparison
with simulations. However, Taylor et al. (2014) conducted
a recent in vitro study of time-dependent thrombus size, in
which they usedmagnetic resonance imaging (MRI) to quan-
tify thrombus size over increasing durations of whole bovine
blood circulation through an asymmetric sudden expansion.
The expansion caused flow separation, producing a region of
low WSS that is relevant to blood-contacting devices. Addi-
tionally, they used the three-dimensional topographies of the
thrombi to create computational meshes for use in compu-
tational fluid dynamics (CFD) simulations to calculate the
thrombus surface shear stresses. Both the in vitro thrombus
growth data and the in silico thrombus surface shear stress
data can be used in the development and validation of throm-
bosis models.

For the purpose of medical device development, a macro-
scopic thrombosis model, capable of predicting locations
of thrombus deposition and subsequent growth under con-
ditions relevant to device-induced thrombosis, is needed.
Unfortunately, none of the existing models have been used
to predict thrombosis in three dimensions on the spatial and
temporal scales relevant to medical devices. While there are
many events occurring at microscopic scales in the throm-
botic process, only a continuum approach on a macroscopic
scale will allow for thrombus size predictions on temporal
and spatial scales relevant to most blood-contacting devices.
To accomplish this, the convoluted network that regulates
thrombosis must be reduced to a smaller and more stream-
lined network that relies primarily on fluid mechanics to
predict thrombus deposition and growth, while maintaining
the macroscopic behavior of the full network. A computa-
tional model to predict device-induced thrombosis must (1)
consider chemical and mechanical platelet activation, (2) use
the fluid mechanics of the system to determine locations of
thrombus deposition and the rate of thrombus growth, (3)
allow for the coupling of the fluid velocity field to a growing
thrombus, and (4) provide verifiable predictions of thrombus
size on a spatial scale that is the same order of magnitude

as the device and on a temporal scale of minutes to hours.
A thrombosis model capable of satisfying all four of these
requirements is presented here.

2 Materials and methods

2.1 Model governing equations

A continuum model for platelet aggregation proposed by
Fogelson (1992) ismodified to predict device-induced throm-
bosis. Fogelson’s model considers bulk concentrations of
three species: non-activated platelets, activated platelets,
and a chemical activator. In addition, the concentrations of
platelet–platelet links and a cohesive stress tensor are tracked
to quantify aggregation and couple it to the velocity field.
Fogelson’s model relies on boundary conditions to dictate
locations of platelet adhesion and aggregation and does not
account for mechanical activation of platelets.

To convert Fogelson’s (1992) model to work with device-
induced thrombosis, some major modifications are made.
Terms are added to predict thrombus deposition in regions of
lowWSS and the degradation of thrombus in regions of high
WSS. A diffusion term is added to the transport equation
for activated platelets to allow them to move throughout the
computational domain, especially in low-flow regions, along
with a term to quantify mechanical platelet activation. The
cohesive stress tensor is completely removed from themodel,
and amodifiedBrinkman term, used to simulate flow through
porous media, is added to the Navier–Stokes equations to
couple a growing thrombus to the velocity field. Finally, the
platelet–platelet link variable is replaced with a variable rep-
resenting thrombus aggregation intensity.

A network representation of the presented thrombosis
model, illustrating the considered species, external stimuli,
and interactions, is displayed in Fig. 1.

2.1.1 Fluid

The model assumes laminar flow of a Newtonian fluid, and
the continuity equation (1) and the Navier–Stokes equa-
tions (2) are used to calculate the velocity (u) and pressure
(p) fields. A modified Brinkman term, resembling the
Brinkman term used in a blood coagulation model proposed
byLeiderman andFogelson (2011), is added to the right-hand
side of Eq. (2) to couple the growing thrombus and the veloc-
ity field. It depends on the fluid kinematic viscosity (ν), a
function (F) based on the local aggregation intensity (ε), and
the fluid velocity. F is calculated using Eq. (3) and depends
on the thrombus permeability (k) and a threshold value of
aggregation intensity necessary for a computational cell to
be considered part of a thrombus (εt). The Brinkman term
in Eq. (2) impedes fluid flow in regions of high aggregation
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Fig. 1 A simple network representation of the presented thrombosis
model. Cellular species are represented with yellow ovals, chemical
species with green triangles, events with gray octagons, mechanical
stimuli with orange squares, and vector fields with blue diamonds. Pos-
itive interactions are shownwith arrows, while negative interactions are
shown with blunted lines

intensity, ensures a thrombus is modeled as a porous mate-
rial, provides a sharp boundary between the thrombus and
fluid based on a threshold aggregation intensity, and allows
the Navier–Stokes equations to be used throughout the entire
computational domain without the need for fluid–structure
interaction modeling.

∇ · u = 0 (1)
∂u
∂t

+ (u · ∇) u = − 1

ρ
∇ p + ν∇2u − νF (ε) u (2)

F (ε) =
{
0 if ε < εt
1
k

ε/εt
ε/εt+1 if ε ≥ εt

(3)

Equation (3) is nonzero only in areas where ε ≥ εt . Once
this criterion is met, F increases nonlinearly with increas-
ing ε. F is equal to half of its maximum value (1/2k) when
ε = εt and reaches 80% of its maximum value when ε = 4εt
(Fig. 2).As the continuous thrombus boundary is simulated in
a discrete domain, the boundarywill always intersect compu-
tational cells. F is formulated to provide approximately half
themaximumflow restriction in cells on the thrombus surface
(having an aggregation intensity just above the threshold) in
an attempt tomore accurately capture the fluid dynamics near
a growing thrombus (i.e., in cells that would be intersected
by the thrombus boundary in a continuum); however, as the

Fig. 2 Plot of the modified Brinkman function, Eq. (3), with the nor-
malized aggregation intensity. F is zero when ε/εt < 1 and is equal to
1/2k when ε/εt = 1. F approaches 1/k as ε/εt → ∞

aggregation intensity is several times the aggregation inten-
sity threshold within the thrombus, flow restriction in interior
cells is closer to the maximum flow restriction, which mim-
ics the internal thrombus architecture (Welsh et al. 2014).
Additionally, k is small enough to ensure there is a substan-
tial decrease in velocity within a simulated thrombus (i.e.,
there is no “blurring” of a simulated thrombus surface), even
with only half of the maximum flow restriction applied in a
thrombus boundary cell.

2.1.2 Model species

The thrombosis model does not track individual cells and
particles, as their sizes are orders of magnitude smaller than
the scale of the thrombosis model. Instead, bulk concentra-
tions of three species are calculated in each computational
cell: non-activated platelets, activated platelets, and adeno-
sine diphosphate, ADP (a chemical activator). Platelets are
the primary cellular mediator of thrombosis and normally
exist in a non-activated, or quiescent, state. Platelet agonists
or high shear stress can activate them either chemically or
mechanically, respectively. Platelet agonists, including ADP,
thromboxane A2, and thrombin, also participate in feed-
back loops that continue to activate platelets even if the
initial activating stimulus is removed. The proposed model
focuses on ADP, which has been shown to be the primary
chemical activator of platelets (Fogelson and Guy 2008).
The species concentrations are calculated using convection–
diffusion equations of the form shown in Eq. (4), where Q is
an arbitrary scalar quantity, D is the diffusivity of Q, and R
includes all sources and sinks of Q.

∂Q

∂t
+ (u · ∇) Q = D∇2Q + R (4)

2.1.3 Platelets

The concentrations of non-activated, φn, and activated, φa,
platelets are calculated using Eqs. (5) and (6), respec-
tively. Their respective diffusion coefficients, Dn and Da, are
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defined to be two orders of magnitude higher than expected
for normal Brownian motion to account for an enhanced
diffusivity due to the presence of red blood cells (RBCs)
(Goldsmith and Turitto 1986), which do not explicitly appear
in the model. Terms that are equal in magnitude but opposite
in sign {[AC (ADP)]φn + [AM (φf , τ )] (φa + φn)} quantify
the total rate of platelet activation (a sink for non-activated
platelets and a source for activated platelets), based on chem-
ical (AC) and mechanical (AM) stimuli. This ensures that
mass is conserved in the platelet population.

∂φn

∂t
+ (u · ∇) φn = Dn∇2φn

−{[AC (ADP)]φn + [AM (φf , τ )] (φa + φn)} (5)
∂φa

∂t
+ (u · ∇) φa = Da∇2φa

+{[AC (ADP)]φn + [AM (φf , τ )] (φa + φn)} (6)

Chemical platelet activation is quantified using a func-
tion of ADP concentration [AC (ADP)]. This term is a linear
rate equation with an activation threshold and is identical to
one used by Sorensen et al. (1999a) for platelet activation
by ADP. Consequently, a threshold concentration of ADP
(ADPt) must be reached before any chemical activation of
platelets occurs. The rate of chemical platelet activation also
depends on a characteristic time, tADP.

AC (ADP) =
{
0 for ADP

ADPt
< 1

ADP
(ADPt)(tADP)

for ADP
ADPt

≥ 1
(7)

Mechanical platelet activation, a function of both shear
stress and exposure time, is not accounted for in Fogelson’s
(1992) model. In the current model, mechanical activa-
tion [AM (φf , τ )] is quantified with a simplified form of
a Lagrangian power law model proposed by Soares et al.
(2013) that calculates increases in the platelet activation state
(PAS) through stress history, scalar shear stress, and the
stress rate. The PAS quantifies the level of platelet activa-
tion, between 0 and 1, and is assumed to be equivalent to
the fraction of activated platelets (φf) for the present work:
PAS = φf = φa/ (φa + φn). If the terms accounting for
stress history and stress rate are neglected, the power law
can be used in an Eulerian model, and it reduces to Eq. (8),
where C, α, and β are empirically determined coefficients
that can be estimated from in vitro or in vivo data and τ is
the scalar shear stress. The scalar shear stress, which gives
a measure of the total shear stress acting on a fluid element
based on the viscous stress tensor ( ¯̄σ ), is calculated follow-
ing the procedure of Bludszuweit (1994) in Eq. (9) for use in
Eq. (8). A reduced form of the Soares et al. (2013) model is
also used in a platelet activation studybyHansen et al. (2015),
inwhichLagrangian andEulerianmechanical platelet activa-
tion models are compared in an abdominal aortic aneurysm.

Importantly,Hansen et al. (2015) found that predictedplatelet
activation only differed by ∼1% between the two classes of
models, and in general, this is small compared to estimated
background platelet activation levels, which can be up to
20% (Kennedy et al. 1997).

AM (φf , τ ) = (1 − φf)C
1
β βφ

β−1
β

f τ
α
β (8)

τ = 1√
3

√√√√σ 2
xx + σ 2

yy + σ 2
zz − σxxσyy−

σxxσzz − σyyσzz + 3
(
σ 2
xy + σ 2

xz + σ 2
yz

) (9)

2.1.4 Adenosine diphosphate

The concentration of ADP is tracked using Eq. (10), which
is similar to the chemical activator transport equation in
Fogelson’s (1992) model. The difference is that the rate
of platelet activation includes mechanical stimuli. Simi-
lar to the equations for platelets, Eq. (10) contains terms
to account for temporal and spatial (advection and dif-
fusion) changes in ADP concentration. However, unlike
the diffusion coefficients for platelets, the diffusion coeffi-
cient for ADP (DADP) is not increased above the normal
value for Brownian motion, as ADP molecules are orders
of magnitude smaller than RBCs. The only production
term for ADP is due to the release of ADP by activated
platelets, RADP {[AC (ADP)]φn + [AM (φf , τ )] (φa + φn)},
and this term preserves one of the primary feedback loops
in the thrombotic process. Platelets store ADP in gran-
ules and release it upon activation, with the rate of ADP
release calculated by multiplying the amount of ADP con-
tained in a platelet (RADP) by the rate of platelet activation
{[AC (ADP)]φn + [AM (φf , τ )] (φa + φn)}.

∂ADP

∂t
+ (u · ∇)ADP = DADP∇2ADP

+RADP {[AC (ADP)]φn + [AM (φf , τ )] (φa + φn)} (10)

2.1.5 Aggregation intensity

While Fogelson (1992) considered platelet–platelet links in
his model to help quantify aggregation, the treatment of
aggregation, or thrombus formation/growth, in the current
model is significantly altered in several key ways: (1) Links
between platelets are no longer explicitly considered, with a
bulk variable quantifying the ‘aggregation intensity’ (ε) used
instead, (2) the local aggregation intensity is used to couple
the velocity field to a growing thrombus through Eq. (3), (3)
neither advection nor diffusion of a thrombus is allowed (all
thrombi are assumed to be anchored to a boundary), and (4)
terms are included in Eq. (11) to account for thrombus depo-
sition in regions of lowWSS [αεPTSP (τw) φ2

a ] and thrombus
breakdown in regions of high WSS [βε (τw) ε], which are
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quantified by increases and decreases in ε, respectively. The
idea of using an aggregation intensity parameter to quantify
the extent of thrombus deposition and growth is based on
work by Fogelson andGuy (2008). The aggregation intensity
can loosely be thought of as a measure of thrombus den-
sity; however, the aggregation intensity is unbounded and
has no true physical parallel. Nevertheless, the impact of
the aggregation intensity on physical variables, such as the
fluid velocity and pressure, is bounded through the modified
Brinkman term (see Fig. 2).

∂ε

∂t
= αεPTSP (τw) φ2

a − βε (τw) ε (11)

The novel term for thrombus deposition and growth in
regions of low WSS involves a constant that controls the
volumetric rate of thrombus formation and growth (αε), a
weighting function based on the local WSS [PTSP (τw)], and
the square of the local concentration of activated platelets.
Aggregation is defined to be proportional to the square
of activated platelets, and this quadratic relationship has
been observed in vitro (Gear 1982). The weighting func-
tion, Eq. (12), is based on a thrombus susceptibility potential
(TSP) developed by Medvitz (2008), which has successfully
been used to quantify the risk of thrombosis in blood-
contacting devices (Topper et al. 2014). The TSP provides
the instantaneous probability of thrombus deposition. Equa-
tion (12) relies on material-dependent high and low WSS
thresholds (τhigh and τlow, respectively) to control throm-
bus deposition (increases in aggregation intensity adjacent
to a domain boundary) and growth (increases in aggrega-
tion intensity adjacent to the surface of a formed thrombus).
The WSS (τw) for thrombus deposition to a solid surface
is calculated by multiplying the fluid dynamic viscosity by
the surface normal velocity gradient, while τw for thrombus
growth is calculated by multiplying the fluid dynamic vis-
cosity by the magnitude of a Jacobian matrix (the gradient
of the local velocity field). Similarly, these two definitions
of τw are used to estimate the breakdown of a thrombus in
regions of high WSS using the local aggregation intensity
and a weighting function based on the local WSS [βε (τw)].
The weighting function, displayed as Eq. (13), uses a thresh-
old WSS value for thrombus breakdown (τbreakdown) and a
constant defining the breakdown rate (B).

PTSP (τw) =

⎧⎪⎪⎨
⎪⎪⎩
1 for |τw| ≤ τlow

1 − |τw |
τ̇high

· e

|τw |−τ̇low
τ̇high−τ̇low −1

e1−1
for τlow < |τw| < τhigh

0 for |τw| ≥ τhigh

(12)

βε (τw) =
{
0 for |τw| < τbreakdown
B for |τw| ≥ τbreakdown

(13)

For thrombus deposition, Eq. (12) is only evaluated in
computational cells that have at least one face on a com-
putational domain wall; for thrombus growth, Eq. (12) is
only evaluated in cells contained within or at the surface of a
thrombus. As the surface of a growing thrombus is not explic-
itly tracked in the model, the aggregation intensity threshold
used in Eq. (9) establishes which cells are considered to be
within a thrombus. If a cell satisfies the condition ε ≥ εt , it is
considered to be within a thrombus, and all of its neighboring
cells (those that share a face with the initial cell) with ε < εt
are considered to be on the surface of the thrombus. Those
cells are eligible for thrombus deposition based on Eq. (12)
and a rate scaled by the inverse of the distance between the
cell centers.

2.1.6 Determination of model parameters

The thrombosis model requires values for 18 parameters
before it can be used to predict thrombus growth. When pos-
sible, parameter values are taken from the literature; however,
some are estimated from time-dependent, in vitro thrombus
size data (Taylor et al. 2014)—see Sect. 2.2 for details of the
in vitro experiments. All parameters used in the thrombosis
model, their values, and their sources are listed in Table 1.

One parameter calculated using in vitro data is αε, the
coefficient dictating the volumetric rate of thrombus growth
in Eq. (11). Taylor et al. (2014) observed that asymptotic
thrombus size occurred after 45min of blood circulation, at
which point thrombus volume had reached approximately
0.1 cm3. They also observed roughly linear growth until
the asymptotic volume was reached, with a slope of 3.7 ×
10−5 cm3/s. This value is used for αε. Additionally, they
used CFD to estimate the surface shear stresses on thrombi
of different sizes and determined that mean values were gen-
erally between 0.5 and 0.75 dyn/cm2, regardless of thrombus
size. Using these results, the highWSS thresholds for throm-
bus deposition and growth are taken to be 1.5 (double the
highest mean value) and 3 dyn/cm2 (four times the highest
mean value), respectively. Prior experiments have shown that
a WSS of approximately 8 dyn/cm2 (using the viscosity of
blood plasma and a wall shear rate of 500 s−1), is usually
enough to prevent significant platelet deposition (Navitsky
et al. 2014), which is in line with the maximum surface stress
calculated by Taylor et al. (2014): 5–10 dyn/cm2. There-
fore, the breakdown thresholds for a thrombus at a domain
boundary and at the thrombus surface are defined as 8 and
9 dyn/cm2, respectively, near the upper end of the maximum
surface stress range. The constant defining the breakdown
rate of a thrombus, B, is tentatively estimated from the
breaking rate of platelet–platelet links established during pre-
liminary simulations (Samra 2011) using Fogelson’s (1992)
model.
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Table 1 Thrombosis model
parameter values and sources

Parameter Value Source

Dn 1.58 × 10−7 cm2/s Goldsmith and Turitto (1986)

Da 1.58 × 10−7 cm2/s Goldsmith and Turitto (1986)

DADP 2.37 × 10−6 cm2/s Hubbell and McIntire (1986a)

C 1.4854 × 10−7 Soares et al. (2013)

α 1.4854 Soares et al. (2013)

β 1.4401 Soares et al. (2013)

k 9.56 × 10−12 cm2 Adolph et al. (1997)

A 3 × 10−17 mol Holmsen and Weiss (1979)

αε 3.7 × 10−5 cm3/s Empirical (Taylor et al. 2014)

B 2000s−1 Samra (2011)

ADPt 2µM Frojmovic et al. (1994)

tADP 1s Sorensen et al. (1999a)

τlow,wall 0.2 dyn/cm2 Empirical (Taylor et al. 2014)

τhigh,wall 1.5 dyn/cm2 Empirical (Taylor et al. 2014)

τbreakdown,wall 8 dyn/cm2 Empirical (Navitsky et al. 2014)

τlow,thrombus 1 dyn/cm2 Empirical (Taylor et al. 2014)

τhigh,thrombus 3 dyn/cm2 Empirical (Taylor et al. 2014)

τbreakdown,thrombus 9 dyn/cm2 Empirical (Taylor et al. 2014)

The left column displays the symbol for all constants in the presented thrombosis model, the center column
displays their value, and the right column gives the source for the given value. The term ‘Empirical’ in the
right column indicates that the given value is either calculated or inferred based on experimental data
contained within the cited source

2.2 In vitro experiments

Taylor et al. (2014) describe the experimental procedure used
to generate the in vitro thrombus size and WSS data used
in the model development; however, important details are
reproduced here for completeness.

2.2.1 Blood collection and preparation

Bovine blood is drawn into 450-mL bags, each contain-
ing 63mL of CPDA-1 anticoagulant. Blood is kept at room
temperature and is used within four hours of collection to
maximize platelet viability (Gottschall et al. 1986; Holme
and Heaton 1995). Immediately preceding an experiment,
the blood is recalcified with a calcium chloride solution to
reverse the effect of the anticoagulant.

2.2.2 Blood circulation

The recalcified whole bovine blood is circulated through an
acrylic, cylindrical backward-facing step (BFS) geometry,
essentially, an asymmetric sudden expansion from a trun-
cated circular cross section to a circular cross section, that
produces well-defined flow separation. The step height is
2.5mm—one quarter of the downstream vessel diameter. A
peristaltic pump drives blood through a closed flow loop at

a constant upstream Reynolds number (Re) of 490, main-
taining laminar flow. Circulation times of 10, 15, 20, 25, 30,
45, 60, and 90min are considered (5min of blood circulation
did not produce noticeable thrombus deposition), and after
the desired time is reached (n = 3 for each), the blood is
displaced with a phosphate-buffered saline (PBS) solution to
provide contrast for MRI.

2.2.3 Magnetic resonance imaging

Standard 3D gradient echo sequences on a 7T horizontal
preclinical MRI system (Agilent, Santa Clara, CA, USA)
are used to collect topographic information of the formed
thrombi in stagnant PBS. The scans require 15min to com-
plete and result in an isotropic resolution of 150µm (6%
of the step height). The final voxel resolution is reduced to
75µm by applying zero filling (factor of two) in each direc-
tion.

2.2.4 Data processing and analysis

Thrombus size information is extracted from the MRI data
through image segmentation. Four size metrics (throm-
bus height, length, exposed surface area, and volume) are
measured to quantify thrombus growth, and the surface
information extracted after segmentation is also used to exe-
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cute CFD simulations on realistic thrombus geometries with
the open-source CFD toolbox OpenFOAM (OpenCFD, Ltd,
Bracknell, UK). The simulations are used to estimate how the
WSS distribution on a thrombus surface changes as it grows
into the model lumen.

2.3 Computational methods

OpenFOAM is used for meshing and thrombosis model sim-
ulations. Two-dimensional, structured meshes of hexahedral
cells are created using the blockMesh utility in OpenFOAM
that are equivalent to the centerline cross section of the three-
dimensional BFS geometry from the in vitro thrombus size
study used to develop the presented thrombosis model (Tay-
lor et al. 2014).

The computational domain used to simulate thrombosis
consists of a 10-mm-long channel with a height of 7.5mm
and an asymmetric sudden expansion to a 50-mm-long chan-
nel with a height of 10mm, resulting in a step height of
2.5mm (Fig. 3). The thrombosis model governing equations
are incorporated into an existing OpenFOAM solver, which
uses the finite volume method and the pressure implicit with
splitting of operator (PISO) algorithm to calculate the pres-
sure and velocity fields. At each computational time step,
the following procedure is completed: (1) The pressure and
velocity fields are updated using the aggregation intensity
field from the previous time step, (2) all species concentra-
tions are updated using the velocity field from the current
time step, (3) the aggregation intensity field is updated using
the current velocity field and species concentrations, and (4)
the simulation advances to the next time step. All simulations
are run in parallel on a single desktop computer.

Initial residuals for all variables are monitored and
observed to drop at least three orders of magnitude (some
up to eight orders of magnitude) within the first minutes of
simulated blood flow. Simulation results are visualized using
the open-source software ParaView (Kitware, Clifton Park,
NY). Within ParaView, thrombus height (at the expansion),
thrombus length, and themeannormalized aggregation inten-

Fig. 3 Initial velocity field and domain dimensions used for all throm-
bus growth simulations. Axial velocity is illustrated using a color map,
and the scale is nonlinear to accentuate the reversed flow (dark blue,
with zero velocity shown as light blue) downstream of the asymmetric
sudden expansion. Flow is from left to right, and coordinate axes indi-
cate the direction for measurement of thrombus height (H) and length
(L)

sity (mean aggregation intensity within the thrombus divided
by the aggregation intensity threshold) are used to quantify
thrombosis.

2.3.1 Validation of computational methods

A 2D domain with a step height of 4.9mm and an upstream
channel height of 5.2mm, which matches the dimensions
used in previous work, is used to validate the computational
methods. In this geometry, the normalized reattachment
length (length of recirculation region divided by the step
height) is calculated for a range of laminar Reynolds num-
bers (Re): 150–750 and compared with previously published
results (Guj and Stella 1988; Sohn 1988;Williams and Baker
1997). The present computations agree well over the entire
range of Re.

2.3.2 Time step and mesh independence

Before comparing the model predictions of thrombosis to in
vitro data, preliminary simulations are used to check for time
step andmesh independence. Three two-dimensionalmeshes
are generated for these tests, consisting of coarse, medium,
and fine refinement levels. The meshes have isotropic cell
dimensions of 312.5, 208.3, and 138.9µm, respectively, in
the plane of the simulations (a refinement factor of 1.5) and
5888, 13,248, and 29,808 computational cells, respectively.
For comparison, the MRI scans used to generate the in vitro
data set used in the model development had an isotropic spa-
tial resolution of 150µm (Taylor et al. 2014).

Simulations with time steps from 1µs to 1 s are completed
on the fine mesh, keeping all other parameters constant.
Predicted thrombus growth is then compared between all
simulations to check for time step independence. Like-
wise, three simulations are performed (one for each mesh
refinement level) to check for mesh independence. Again,
predicted thrombus growth, quantified as the mean normal-
ized aggregation intensity in the domain, is used to compare
the results from the different meshes. Richardson extrapola-
tion quantifies the discretization error after thirty minutes of
simulated thrombus growth, which is reported as a grid con-
vergence index (GCI). TheGCI, proposed byRoache (1994),
relies on a factor of safety (1.25 in this case) to ensure that
the GCI provides a reliable upper bound on the relative dis-
cretization error.

2.3.3 Model sensitivity to inlet concentration of activated
platelets

As significant platelet activation is not expected to occur
under laminar flow conditions, the primary determinants of
the concentration of activated platelets in the computational
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domain are the boundary and initial conditions, specifically
the initial/background concentration of activated platelets.
A small percentage of the total platelet population will be
activated by the blood collection and handling procedures
in an in vitro experiment, but this percentage may vary
widely between research groups, with reported values from
1% (Goodman et al. 2005) to nearly 20% (Kennedy et al.
1997). Therefore, it is important to determine how changes
in the background level of platelet activation affect simulated
thrombus growth.

To accomplish this, the thrombosis model is non-dimen-
sionalized using characteristic values for all dimensional
variables. Particular attention is given to the equation for
aggregation intensity, Eq. (11), as this equation contains a
term to quantify thrombus deposition and growth. Equation
(11) is non-dimensionalized using the average inlet velocity
(U ), step height (h), initial/background concentration of acti-
vated platelets (φa,i ), and the threshold aggregation intensity
(εt), resulting in Eq. (14), where asterisks are used to denote
dimensionless variables and operators.

∂ε∗

∂t∗
+ (

u∗ · ∇∗) ε∗

= h

U
· αεP (τw) φ2

a,i

εt

(
φ∗
a

)2 − h

U
· βε (τw) ε∗ (14)

The non-dimensional group that gives ameasure of throm-
bus deposition and growth can be broken down into a
characteristic flow time, h/U, and the inverse of a character-
istic growth time (tG), αεφ

2
a,i/εt (assuming P = 1). While

αε is calculated from in vitro data, the aggregation inten-
sity threshold has no prescribed value. A preliminary set of
simulations is runwith background activated platelet percent-
ages of 1, 5, 10, and 20%. The corresponding aggregation
intensity thresholds are varied to maintain a constant charac-
teristic growth time (displayed in Table 2). For this analysis,
a characteristic growth time of 216s (chosen from prelimi-
nary simulations to produce realistic thrombus growth when
compared to the in vitro data and calculated using a constant

Table 2 Parameter values to test model sensitivity to background level
of platelet activation

Percent
activation

φa,i (×106

platelets/mL)
φn,i (×106

platelets/mL)
εt (×1012 cm−3) tG (s)

1 5 495 0.2 216

5 25 475 5 216

10 50 450 20 216

20 100 400 80 216

The percent activation and aggregation intensity threshold are varied
in such a way that the characteristic thrombus growth time remains
constant

value of 1 for P) is used in all simulations to establish that
tG is the dominant predictor of thrombus growth rate.

A series of simulations is also run for different charac-
teristic growth times to determine how background platelet
activation affects predicted thrombus growth. This is done
in two ways: (1) keeping the aggregation intensity threshold
constant and varying the background activated platelet con-
centration and (2) maintaining a 5% level of background
platelet activation and varying the aggregation intensity
threshold. A total of five simulations are run, and the
parameter values used in each simulation are displayed in
Table 3.

2.3.4 Thrombus growth simulations and comparisons to in
vitro data

As mentioned previously, the thrombosis model is run
using OpenFOAM, and blood flow is simulated for 30min.
The kinematic viscosity is defined as 3.5cSt to match
the asymptotic viscosity of whole bovine blood measured
experimentally by Taylor et al. (2014). A steady, parabolic
inlet velocity profile is imposed with a mean velocity of
0.229m/s (Re=490) to match the Re of the in vitro throm-
bus growth study used in the model formulation (Taylor et al.
2014), and flow is allowed to reach a steady-state solution
before the thrombosis model is started (Fig. 3). At this Re,
flow is within the laminar flow regime (Re<1200) defined
by Armaly et al. (1983) for an asymmetric sudden expan-
sion. A constant pressure of zero is defined at the outlet,
with zero gradient conditions specified at the inlet and out-
let for pressure and velocity, respectively. No slip boundary
conditions are used at all domain walls, and platelets are
the only species to have nonzero inlet boundary conditions
(and nonzero initial conditions throughout the computational
domain). The total platelet population is approximated as
500×106 platelets/mL tomatch bovine blood (Soloviev et al.
1999), with an estimated 5% level of background activation.
This results in constant inlet and initial values of 475 × 106

and 25 × 106 platelets/mL for non-activated and activated
platelets, respectively. Aggregation intensity thresholds of 3–
7 × 1012 cm−3 are considered. Thrombus height and length
are then compared to the in vitro thrombus size data for
increasing time to check for agreement. Additionally, the
computational results are analyzed to look at how the acti-
vated platelet population and fluid shear stress distribution
change with increasing time.

2.3.5 Thrombosis model validation

The thrombosis model is developed (Sect. 2.1.6) with the
same in vitro data (Taylor et al. 2014) that is later used to
check the model predictions (Sect. 3.3). Therefore, indepen-
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Table 3 Parameter values to test model sensitivity to characteristic thrombus growth time

Simulation number Percent activation φa,i (×106 platelets/mL) φn,i (×106 platelets/mL) εt (×1012 cm−3) tG (s)

1 2.5 12.5 487.5 5 865

2 5 25 475 2.5 108

3 5 25 475 5 216

4 5 25 475 7.5 324

5 7.5 37.5 462.5 5 96

Five different characteristic thrombus growth times are examined, and they have been assigned a simulation number between 1 and 5. The background
platelet activation level and aggregation intensity threshold for each simulation are also given

Fig. 4 Initial velocity field and domain dimensions used for thrombo-
sis model validation simulations. The dimensions match the centerline
of a flow cell used by Goodman et al. (2005) for in vitro thrombosis
experiments. Axial velocity is illustrated using a color map, and the
scale is nonlinear to accentuate reversed flow (dark blue, with zero
velocity shown as light blue). Flow is from left to right

dent experiments must be used to truly test the predictive
power of the thrombosis model. Unfortunately, quantitative
studies ofmacroscopic thrombus growth are not readily avail-
able; however, Goodman et al. (2005) present locations of
in vitro thrombus deposition, detected with scanning elec-
tron microscopy (SEM) and video microscopy (VM), in a
flow cell consisting of polyethylene sudden contractions and
expansions (see Fig. 4), which they use to validate portions
of their own thrombosis model. The geometry alternates
between large and small tubing segments (inner diameters
of 580 and 280µm, respectively), with each segment being
1mm in length, and heparinized blood is perfused through
the flow cell at a constant flow rate of 0.75mL/min.

The same numerical methods described earlier are used
in the validation simulation, with a few notable exceptions.
Goodman et al. (2005) used human blood and, conse-
quently, the total platelet population is estimated to be
300 × 106 platelets/mL. Accordingly, the dynamic viscosity
and density are defined as 3cP and 1060kg/m3, respectively,
and background platelet activation is set at 1% tomatch their
experiments.A2Duniformmesh, equivalent to the centerline
of the in vitro model of symmetric expansions and contrac-
tions, is generated with an isotropic cell size of 10µm (a
total of 23,000 mesh elements). Finally, blood flow is simu-
lated for thirty seconds using time steps of 1 ms. A parabolic
velocity profile (mean velocity=0.047m/s) is imposed at
the inlet to match the experimental conditions, resulting in
an inlet Re of 9.6. Reported WSSs (Goodman et al. 2005)

are compared to those calculated in the present simulations
to ensure simulation accuracy.

3 Results

3.1 Time step and mesh independence

The thrombosis model is determined to be independent of the
computational time step for all time steps that give a stable
solution. On the fine mesh, time steps greater than or equal
to 50ms do not provide stable solutions; however, using time
steps of 10ms or less results in solutions that agree with each
other within 5%. Hence, the largest time step that results in
stable solutions on the fine mesh (10ms) is used for all other
meshes.

We find simulated thrombus growth on the fine mesh has
a sufficiently small discretization error to ensure simulation
results would not be substantially different on a more refined
mesh, as established by calculating the GCI after 30min of
thrombus growth. The GCI, and thus the upper bound on
relative discretization error, is 15% on the fine mesh, and
accordingly, the finemesh is used for the rest of the presented
BFS results.

3.2 Sensitivity to platelet activation percentage

There is no difference in predicted thrombus growth when
simulations using the values of platelet activation from
Table 2 are compared with each other, confirming the impor-
tance of tG to the computational results. After establishing
the importance of tG, the effect of varying tG is investigated
by plotting the results of the simulations using the para-
meter values from Table 3 in Fig. 5. Large differences in
predicted thrombus growth are observed when the character-
istic growth time is varied, as illustrated in Fig. 5a, b. After
comparing all five simulations, it is apparent that the pre-
dicted rate of thrombus growth is inversely proportional to
tG. For instance, Simulation 1 (tG = 865s) predicts the slow-
est thrombus growth, with the thrombus reaching a size after
30min of simulated blood that Simulation 5 (tG = 96s) pre-
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Fig. 5 Results of the sensitivity analysis performed with the five simu-
lations fromTable 3 are displayed for the first 30min of simulated blood
flow. Thrombus height (H) and length (L) are normalized using the step
height (h) of 2.5mm. Large discrepancies are observed in the rate of

predicted thrombus growth for both a height and b length; however, the
respective characteristic growth times for the five simulations can be
used to normalize time and collapse all the curves for each size metric
to one: c, d

dicts in <5min. However, the two simulations with similar
characteristic growth times, Simulations 2 (tG = 108s) and
5 (tG = 96s) produce similar results, although Simulation 5
does predict slightly faster growth.

To determine whether the differences in predicted throm-
bus growth between the five simulations from Table 3 are
primarily due to differences in their respective characteristic
growth times, thrombus growth is re-examined using “nor-
malized time,” which is simply time divided by tG.When the
time axes are normalized using the respective characteristic
growth time for each simulation, the five separate growth
curves collapsed to one for both thrombus height (Fig. 5c)
and length (Fig. 5d).

3.3 Thrombus growth simulations and comparisons to
in vitro BFS data

After performing simulations with aggregation intensity
thresholds from 3 to 7×1012 cm−3 and comparing the results
with the in vitro data of Taylor et al. (2014), we found an
aggregation intensity value of 5.25 × 1012 cm−3 provides
the best agreement to the in vitro results (tG = 206s).
Predicted thrombus height and length are normalized using
the step height and are plotted with the in vitro data in
Fig. 6. The computational results are generally within the

expected range based on 95% confidence intervals from the
in vitro data. A thrombus first appeared between 4 and 5min
into the simulation, in agreement with the in vitro data—a
thrombus was not detected in the MRI scans until between
5 and 10min into blood circulation. Thrombus deposition
occurs at the expansion and at the reattachment point; how-
ever, the MR scans only detected a measureable thrombus
at the expansion. Consequently, only the thrombus at the
expansion is compared to the in vitro data. In Fig. 6a, the
simulated thrombus height rapidly increases between 5 and
10min into the simulation and reaches a maximum nor-
malized value of 0.94, nearly the step height, after 19min
of simulated time. Likewise, the in vitro thrombi reach an
asymptotic height after 15–20min of blood flow. Figure 6b
shows similar agreement. The one exception is thrombus
length at 25min, with the in vitro length being significantly
greater than the thrombosis model prediction. However, the
two data sets are again in agreement after 30min of blood
flow.

Figure 7a provides a qualitative look at the simulated
thrombus growth plotted in Fig. 6 and focuses on throm-
bus growth at the corner after the expansions. The simulated
thrombus grows into the lumen of the model, occupying
nearly the entire initial recirculation region after 30min. No
results are presented after 30min, as this is when the throm-
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Fig. 6 Results of the simulation using an aggregation intensity thresh-
old of 5.25 × 1012 cm−3 plotted with the in vitro growth data obtained
with MRI (Taylor et al. 2014). The in vitro results are presented as a
mean value with error bars denoting the 95% confidence interval. Nor-
malized thrombus a height and b length are plotted for the first 30min
of blood flow. All values are normalized using the step height

bus at the expansion and at the reattachment point merge
and render comparisons with the in vitro data invalid. One
simulation is run longer, and only slow growth downstream
(at a rate of <0.5mm/min) is predicted after the thrombi
merge. Figure 7b complements Fig. 7a by illustrating how
the fluid shear stress field changes throughout the domain
with increasing time, as thrombus deposition and growth is
dictated by a weighting function, Eq. (12), that depends on
the localWSS. Initially, for simulated times up to 15min, the
thrombus near the expansion has its entire surface within the
recirculation region, leading to rapid thrombus growth into
the lumen and downstream. After 20min, the thrombus near
the expansion still has most of its surface within the recir-
culation region, but the most upstream portion approaches
regions of high velocity and consequently experiences sur-
face shear stresses that exceed the 3 dyn/cm2 threshold,
preventing additional deposition to that region. By 30min,
the entire upstream thrombus boundary near the expansion
experiences surface stresses exceeding themaximumdeposi-
tion threshold; however, there are still downstream locations
on the thrombus surface with nearby flow reversal and low
shear stresses, which allow further growth. The maximum
shear stress near the thrombus surface after 30min of simu-

Fig. 7 a Simulated thrombus growth for times from 5 to 30min is
visualized with a white contour line based on the aggregation inten-
sity threshold. A nonlinear color map shows axial velocity, with the
color scale compressed near zero to better show areas of flow rever-
sal (dark blue, with zero velocity shown as light blue). A thrombus
forms in the corner after the sudden expansion and grows into the
lumen and downstream, away from the expansion. The thrombus grows
into the recirculation region, causing it to shrink and nearly disappear
after 30min. Flow is from left to right. b Fluid shear stress, calcu-
lated using the magnitude of the local velocity gradient, is presented
with increasing time. The color scale has been adjusted so all shear
stresses above 3dyn/cm2 are shown as red, as this is maximum shear
stress at which thrombus growth can occur in the model. The outlines of
growing thrombi are given as solid white lines, and flow is from left to
right

lated time is 4.4 dyn/cm2, while the average surface shear
stress is approximately 0.9 dyn/cm2. For comparison, the
maximum surface shear stress on the in vitro thrombi formed
after 30min (n = 3) was 6.1 ± 2.6 dyn/cm2 (mean±SEM)
and the average surface shear stress was 0.64± 0.4 dyn/cm2

(Taylor et al. 2014).
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Fig. 8 Six axial velocity profiles taken after 30minof simulated throm-
bus growth. The profiles start at the expansion and proceed downstream
with a spacing of 2.5mm, the step height. The locations of the six pro-
files are illustrated with dashed lines through the color plot and labeled
numerically to the left of the line. Each profile is taken vertically through

the computational domain, with a vertical position of 0mm at the lower
wall and 10mm at the upper wall. The axial velocity profiles are shown
in solid black lines in plots 1–6, with the step height displayed at a
constant vertical location of 2.5mm using a dashed line. Flow is from
left to right

While velocity patterns and magnitudes are qualitatively
displayed in Fig. 7a near a formed thrombus, Fig. 8 pro-
vides a quantitative perspective. Six velocity profiles are
presented, starting at the expansion and moving downstream
in increments of the step height (2.5mm). Startingwith veloc-
ity profile 1, all velocity below the step height is zero and
the profile is centered at a vertical location of 6.25mm (the
center of the upstream channel) with a maximum velocity
of 0.343m/s (1.5 multiplied by the average inlet velocity).
In velocity profile 3, the maximum velocity has dropped
slightly to 0.335m/s at a vertical location of 6mm. Veloc-
ity profiles 4–6 all show flow reversal (also shown as dark
blue regions in the color plot), and the maximum velocity
decreases to 0.325m/s at a vertical location of 5.8mm in

velocity profile 6, as the velocity field adjusts to the wider
channel.

Even though flow remains laminar throughout the com-
putational domain, there is still mechanical activation of
platelets, which is visualized using a normalized percent
increase of activated platelets—a measure of the increase in
activated platelets above the background level (Fig. 9). Ini-
tially, small increases are observed in the recirculation region
due to activated platelets becoming trapped in the recirculat-
ing fluid. The heightened concentration of activated platelets
in the recirculation region leads to an increased thrombus
growth rate in the nearby regions of low WSS, and normal-
ized increases up to 10% above the background level are
calculatedwithin the simulated thrombus after thirtyminutes.
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Fig. 9 Normalized percent increase in the concentration of activated
platelets [100× (

φa − φa,i
)
/φa,i ] is shown using a color map (zoomed

in on the portion of the computational domain near the expansion),
which provides a measure of the increase in activated platelets above
the background level. Heightened concentrations of activated platelets
are initially observed in the recirculation downstream of the expansion,
which persists throughout the simulation. In addition, elevated amounts
of activated platelets are seen within growing thrombi. The color scale
has been compressed near zero to better illustrate small changes in the
concentration of activated platelets above the background level. Flow
is from left to right

3.4 Thrombosis model validation

The thrombosis model is used to estimate locations of poten-
tial thrombus deposition in a 2D representation of the in vitro
flow cell of Goodman et al. (2005). The flow through the
model, particularly WSS, is compared to the reported val-
ues to ensure simulation accuracy. In the small and large
diameter segments, Goodman et al. (2005) report WSSs of
174 and 19.6 dyn/cm2, respectively. The present simulations
have a WSS of 183.6 dyn/cm2 at the leading portion of the
small segments and a WSS of approximately 21.5 dyn/cm2

in the large segments (differences of <10% in both cases).
Figure 10 illustrates predicted locations of thrombus depo-
sition through a plot of PTSP in the computational domain,

Fig. 10 Locations of predicted thrombus deposition, quantified using
PTSP, in a portion of the flow cell shown in Fig. 4. The three areas of
in vitro thrombus deposition highlighted by Goodman et al. (2005) are
indicated with circles. In addition to the three primary areas, Goodman
et al. (2005) also note substantial deposition upstream and downstream
of the contractions in their SEM and VM images, including in the cor-
ners, with nearly no deposition in the contractions (indicated along the
bottom model wall). Flow is from left to right

and the in vitro locations of thrombus deposition highlighted
by Goodman et al. (2005). The thrombosis model predicts
initial thrombus deposition in the corners of both the sud-
den contractions and expansions and also at the reattachment
point downstream of the expansions (Fig. 4). Goodman et al.
(2005) highlight three main locations of in vitro thrombus
deposition (Fig. 10): at the entrance and exit of the small
segments and at the reattachment point downstream of the
sudden expansions; however, their SEM andVM images also
show evidence of significant deposition upstream and down-
streamof the contractions, including in the corners.Goodman
et al. (2005) also note that while deposition is observed at the
upstream and downstream corners of the small diameter sec-
tions (Thrombus Areas I and II in Fig. 10), there are almost
no adherent platelets between the corners. Likewise, Fig. 10
shows no predicted deposition in the small diameter sections.

4 Discussion

The thrombosis model and results show promise for timely
predictions of macroscopic thrombus growth under condi-
tions relevant to cardiovascular device-induced thrombosis.
Themodel represents a substantial simplification of the com-
plex thrombotic process (Fig. 1), with only one cellular
species (platelets) and one chemical species (ADP) retained
from the large number in the full network; nevertheless, the
predictions of the simplifiedmodel agree with in vitro throm-
bus growth data collected using whole blood (Fig. 5), as well
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as with locations of thrombus deposition reported by an inde-
pendent research group (Goodman et al. 2005) in a geometry
consisting of sudden expansions and contractions (Fig. 10).

Computational time steps of 10ms are used in presented
simulations, which is possible due to the pseudo-steady
nature of the flowfield. The inlet flow is steady, and thrombus
growth is slow enough that a formed thrombus is essentially
constant in size over any two consecutive time steps. This
is confirmed by the calculation of a range of characteristic
thrombus growth times (Table 3), which are all orders of
magnitude greater than the computational time step. These
results are somewhat surprising, considering many of the
underlying processes contributing to thrombosis occur over
timescales <10ms; however, many of these processes also
occur on small spatial scales that are neglected in the model.
These results provide evidence that accurate predictions of
macroscopic thrombus growth do not require resolution of
the shortest time scales involved in the thrombotic process.

Furthermore, the results of the grid refinement study pro-
vide evidence that even thrombosis simulations on coarse
meshes can provide useful information to researchers. While
the fine mesh was used for the presented results, the coarse
mesh, consisting of only about 5000 computational cells
(each with an area four orders of magnitude greater than a
single platelet), produces results that have a percent error
of approximately 40% when compared to the true solu-
tion calculated with Richardson extrapolation. While these
errors are too large for quantitative predictions of throm-
bosis, qualitative conclusions could still be drawn about
locations and relative growth rates of thrombi. This bodes
well for the eventual application of the thrombosis model to
the three-dimensional geometries and pulsatile flow condi-
tions of cardiac devices,where high levels ofmesh refinement
may prove to be computationally prohibitive. Moreover,
even though the thrombosis model has only been used in
two-dimensional geometries to date, all of the governing
equations and numerical methods are transferable to three-
dimensional geometries.

A latency period is observed in both the computational
and in vitro growth plots, as a macroscopic thrombus does
not appear until 5min into the simulations and between 5 and
10min in the MRI study. This is a direct result of neglect-
ing the small spatial scales involved with thrombosis. The
MR scans produce an initial voxel resolution of 150µm,
but a thrombus would presumably need to grow to at least
300µm in size before it could be reliably detected during
image processing. The thrombosis model requires the aggre-
gation intensity in a computational cell to exceed a threshold
value before that cell is considered to be part of a thrombus.
As a result, the latency period in the simulations is caused
by the time needed to increase the aggregation intensity in
boundary cells to at least the threshold level before a throm-
bus is observed.

The thrombosis model predicts thrombus deposition in
the corner downstream of the expansion and at the reattach-
ment point of the recirculation region. Thrombus growth is
compared to in vitro data (Taylor et al. 2014) for the first
30min of blood flow in a simplified, 2D representation of
the in vitro geometry, corresponding to the centerline of the
backward-facing step. While this simplification may lead to
small discrepancies between the in vitro and in silico flow
patterns, we assume, for the purpose of model development,
that steady and laminar flow ensures that the 2D domain still
captures the main fluid mechanics phenomena, such as flow
separation and reattachment, from the 3D geometry and that
there is little out-of-plane flow in the 2D domain. Also, as
the in vitro study only found thrombus growth at the expan-
sion, and not at the reattachment point, any comparisons
once the two simulated thrombi merged would not have been
valid. Platelet adhesion and thrombus deposition have been
seen at the reattachment point of separated flow regions by
other researchers (Karino and Goldsmith 1979; Tamagawa
et al. 2009); however, they were studying microscopic events
or individual particles. As the MRI resolution was 150µm
(Taylor et al. 2014) for the visualization of thrombi used
to develop the model, any small platelet aggregates at the
reattachment point would not have been resolved. With all
experimental studies, it is well known that the reattachment
point will wander. Consequently, therewould not have been a
static point of zeroWSSdue to a constant reattachment length
in the in vitro experiments as there is in the simulations, and
the constant location of zero WSS is a major contributor to
the predicted thrombus deposition at the reattachment point
in the simulations.

Also, the in vitro thrombi reached asymptotic sizes after
approximately 45min of blood circulation (Taylor et al.
2014), while the thrombosis model predicts continuous,
albeit slow, growth in the downstream direction for at least
120min. This may be due to the boundary conditions of the
simulations, where fresh platelets are continuously delivered
into the domain. In contrast, blood was circulated through a
closed loop for the in vitro experiments, which may have led
to a depletion of platelets or other species in the coagulation
cascade over time. Additionally, clotting properties of the
bovine blood, such as the activated clotting time or platelet
function, were not measured prior to, or after, the in vitro
experiments. As such, the error bars for the in vitro data
are likely the contribution of animal-to-animal variability.
Nevertheless, some of this uncertainty is removed by con-
ducting three experiments for each circulation time and by
using the calculated 95% confidence intervals to assess sim-
ulation accuracy. Additionally, even though the present work
focuses on early thrombus growth (≤30min), which should
lessen any disagreements between the simulations and MRI
data caused by the assumption of a continuous supply of fresh
blood to the computational domain, the thrombotic capability
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of blood during the in vitro experiments was unknown and
may have been compromised before the end of the exper-
iments. Finally, as simulated species only make one pass
through the computational domain, the degradation of ADP
is neglected in Eq. (10), due to its half-life of 45min (Good-
man et al. 2005).

In Fig. 7a andprofiles 2–5 inFig. 8, it appears as though the
velocitywithin the thrombi drops to zero due to theBrinkman
term in Eq. (2); yet, the velocities never actually reach zero.
However, they are small enough (10−9–10−11 m/s) that any
mass transport within the thrombus is dominated by dif-
fusion. Of course, we only use one estimate of thrombus
permeability in the present work, and a large range of per-
meabilities is likely found in vivo. Wufsus et al. (2013),
for example, calculate permeabilities that span five orders
of magnitude for clots formed from platelet-rich plasma
with varying concentrations of platelets and fibrin, with
permeabilities as high as 1.1× 10−10 cm2 for a platelet con-
centration of 700 × 106 platelets/mL, which may be more
indicative of the white clots that form in the arterial circu-
lation. However, even with more permeable thrombi, there
will still be substantial resistance to flow within a formed
thrombus, and we expect that predicted thrombus growth
from our model is largely independent of thrombus perme-
ability. However, increased thrombus permeability may lead
to higher rates of chemical activation within formed thrombi
under certain conditions, due to heightened transport of ADP
into the thrombus.

Portions of the model development were made possi-
ble using in vitro data (Taylor et al. 2014), particularly the
calculation of αε, the constant controlling the volumetric
rate of thrombus deposition in Eq. (11). Additionally, some
of the WSS thresholds for thrombus deposition, growth,
and breakdown are determined empirically. First, WSS is
used rather than wall shear rate in an attempt to make
the model compatible with a range of fluid viscosities and
potentially allow for the incorporation of a non-Newtonian
fluid model in the future. Second, only an estimate for
WSS thresholds is obtained from the MRI data set, and
the estimated WSS thresholds for thrombus deposition to
wall (i.e., adhesion) and thrombus deposition to an already
formed thrombus (i.e., growth/cohesion) are set to differ-
ent values, although both are near the empirical estimate.
Justification for this is based on the fact that Sorensen
et al. (1999b) determined the adhesion rate for activated
platelets to a collagen surface was the same as the cohesion
rate for activated platelets binding together. Furthermore,
Hubbell and McIntire (1986b) presented results that indi-
cate platelets can more easily adhere to a collagen surface
than to either polyurethane or nylon. The in vitro BFS model
was acrylic (Taylor et al. 2014), which is assumed to have
blood-contacting properties closer to polyurethane or nylon
than collagen. Consequently, the WSS threshold values for

cohesion are defined slightly higher than the values for adhe-
sion.

We have validated ourWSS thresholds by comparing pre-
dicted thrombus deposition (Fig. 10) to reported locations in
an in vitro flow cell of sudden expansions and contractions
(Goodman et al. 2005). The only areas of disagreement are
Thrombus Areas I and II, which are the entrance and exit
regions of the small diameter sections (Fig. 10). However,
the thrombosis model correctly predicts deposition, or lack
thereof, at all other locations. Additionally, thrombi in the
two areas our model did not correctly predict (Thrombus
Areas I and II in Fig. 10) will likely never grow to more
than tens of microns in height, which helps explain why our
thrombosismodel does not resolve them—they exist on a spa-
tial scale that we do not endeavor to simulate. While these
results do not validate predicted thrombus growth, and thus
presented values of εt and αε, they do show the potential
of the thrombosis model to provide realistic predictions of
thrombus deposition in geometries and flow conditions out-
side of those used in the model development. Unfortunately,
quantitative macroscopic thrombus growth data on spatial
and temporal scales relevant tomedical devices are lacking in
the literature to fully validate our model, aside from the MRI
study (Taylor et al. 2014) referenced in the model develop-
ment. However, Folie andMcIntire (1989) estimated average
thrombus volumewith increasing time in a parallel-plate flow
chamber with whole blood, using collagen to initiate depo-
sition. They employed three flow conditions for 150s each,
and one of their conditions (wall shear rate=100s−1; cor-
responding to a WSS of 3.5 dyn/cm2, assuming a dynamic
viscosity of 3.5cP) is close to theWSS found downstream of
our asymmetric expansion. At their 100s−1 condition, they
found a final average thrombus volume of approximately
2250µm3 after 150s, which can be used to estimate their vol-
umetric growth rate: 1.5×10−5 cm3/s. As Folie andMcIntire
(1989) acquired whole blood from a different mammal than
us (human vs. bovine), used a different anticoagulant than
us (heparin vs. CPDA-1), and conducted their experiments
in a substantially different geometry than ours (parallel-plate
flow chamber vs. an asymmetric sudden expansion), we find
it reassuring that their average volumetric growth rate only
differs from ours by a factor of approximately 2.5 (ours
is 3.7 × 10−5 cm3/s). Importantly, this gives us confidence
that our model parameters will provide realistic thrombus
growth rates under a range of flow and blood conditions and,
when combined with our validation of thrombus deposition
locations, provides evidence for the predictive power of our
thrombosis model.

Also, an assumption is made for the calculation of WSS
near a thrombus surface, namely that the magnitude of the
Jacobian matrix composed of all components of the veloc-
ity gradient near the surface is dominated by the surface
normal component. As thrombus surfaces are not explic-
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itly tracked, surface normal vectors, and thus surface normal
velocity gradients, are not available during the simulation,
and the magnitude of the velocity gradient matrix is used
instead. Validation that this is an acceptable assumption is
provided by the fact that both mean and maximum shear
stresses in computational cells on the thrombus surface
after 30min of simulated time are comparable to the values
calculated using the true surface normal velocity gradi-
ents on the reconstructed surfaces of the in vitro thrombi
after the same duration of blood circulation (Taylor et al.
2014).

The term for chemical activation of platelets in Eq. (7)
requires a threshold concentration of ADP before any activa-
tion occurs. That threshold is never reached in the simulations
due to low rates of platelet activation, and thus, low rates of
ADP release. Still, there is platelet activation in the domain,
which is caused solely by mechanical stimuli and quantified
with Eq. (8). Even though the shear stresses throughout the
model are low (≤10 dyn/cm2), there is no threshold shear
stress required in the power law term for mechanical acti-
vation. Figure 9 shows that the maximum increase in the
activated platelet population is about 10% above the back-
ground level, and the increase is localized to the recirculation
region and growing thrombi. These results show mechan-
ical activation levels are not negligible, even in laminar
flows, and it is important to include mechanical activation
in models of device-induced thrombosis. Additionally, our
results are comparable to those of a computational study by
Hansen et al. (2015), where they considered both Lagrangian
(which included stress histories of platelets) and Eulerian
(which included a power law term similar to the one used
in the thrombosis model) techniques to quantify mechan-
ical platelet activation in patient-specific abdominal aortic
aneurysm (AAA) geometries. They determined the amount
of mechanical platelet activation was small when compared
to background levels of platelet activation, and the two
classes of techniques largely agreed with each other. Also,
the phenomenon of activated platelets becoming trapped in
a recirculation region and deposited to nearby regions of low
WSS (Fig. 8) has been observed previously (Bluestein et al.
1996) and will likely play a larger role in thrombus forma-
tion and growth in conditions and geometries that promote
greater amounts platelet activation above the background
level.

Turbulent flow may be a way to generate platelet activa-
tion that significantly exceeds background levels. Currently,
the model is not formulated to handle turbulence; however,
modifications can likely be made in the future, such as the
inclusion of Reynolds shear stress in the term for mechan-
ical platelet activation, to make the model compatible with
the highReynolds number flows associatedwith some blood-
contacting devices, such as heart valves and ventricular assist
devices. Turbulent flow, along with pulsatility, would also

likely increase the chances of embolization. Presently, an
initial guess is made at B, the thrombus breakdown rate,
but due to steady and laminar conditions, this term is never
activated in current work. While the MRI experiments were
not designed to detect embolization, we do not believe any
significant embolization occurred. This is based on visual
inspections of thrombi after experiments and embolization
probability maps developed by Basmadjian (1989). First, all
thrombi appeared similar in shape and did not show evidence
of significant embolization (Taylor et al. 2014). Second, only
the largest thrombus protrusions in the MRI study entered
the transitional risk region of the embolization probability
maps, 25–75% chance of embolization (Basmadjian 1989),
based on CFD results (Taylor et al. 2014). The vast major-
ity of thrombus surface protrusions fell into the low-risk
region of embolization (<25% chance of embolization).
We anticipate that there will be a much higher probabil-
ity of embolization if pulsatile flow is used, due to the
simulated thrombus surface experiencing heightened shear
stress during portions of the flow cycle. The present throm-
bosis model is currently formulated with only steady and
laminar conditions in mind, and as a result, future modifica-
tions to the model, particularly the improvement of thrombus
breakdown and the inclusion of macroscopic embolization,
must be made before thrombosis is simulated in the highly
pulsatile, and likely turbulent, flows of the arterial circula-
tion.

Toward the eventual goal of improving cardiovascular
device development, predictions of thrombus formation and
growth in the time domain may not be important, only
the locations of thrombus deposition and estimates of their
eventual size. The sensitivity analysis (Table 3) shows the
dependence of predicted thrombus growth on background
platelet activation and aggregation intensity threshold can be
eliminated by normalizing the time variable with the charac-
teristic thrombus growth time (Fig. 5), providing information
on thrombus location and size to researchers without any
dependence on background platelet activation caused by the
blood-handling protocols of individual research groups. If
the thrombosis model is used to optimize potential device
geometries or operating conditions before in vitro or in
vivo trials, accurate predictions of thrombus location and
size, regardless of formation time, should still prove use-
ful.

The next logical step in the development of our thrombosis
model is to simulate thrombus growth in three dimen-
sions, which will allow us to better reproduce the fluid
velocities that dictate thrombus deposition and growth
in our model. With additional in vitro experiments, we
can quantitatively validate advanced thrombus growth met-
rics, such as thrombus surface area and volume, in an
effort to further demonstrate the predictive power of our
model.
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5 Conclusions

We have developed and presented a computational model for
macroscopic predictions of cardiovascular device-induced
thrombosis. Assuming fluidmechanics are the dominant pre-
dictor of device-induced thrombosis, the thrombotic process
is simplified to the network displayed in Fig. 1. The net-
work includes the bulk concentrations of three species:
non-activated platelets, activated platelets, and ADP; addi-
tionally, a scalar “aggregation intensity” is tracked to quantify
a growing thrombus and couple it with the local field
through a modified Brinkman term in the Navier–Stokes
equations. Locations of thrombus deposition and the rate
of thrombus growth are determined with the novel use of
a WSS-dependent term, and both chemical and mechanical
platelet activation are considered.When themodel sensitivity
to background levels of platelet activation is tested, predicted
thrombosis is determined to be largely independent of the
background concentration of activated platelets, as long as
the characteristic thrombus growth time is used to normalize
the time variable (Fig. 5). Simulations are performed in an
asymmetric sudden expansion that produces flow separation
relevant to blood-contacting devices, and thrombi are pre-
dicted to form in the recirculation region downstream the step
and near the reattachment point (Fig. 7a). Subsequently, they
grow into nearby low shear regions (Fig. 7a, b), and thrombus
growth downstream of the expansion is enhanced by the cap-
ture of activated platelets by the recirculating flow (Fig. 9). In
contrast with earlier models, the current model uses a data set
of time-dependent thrombus size collected in vitro with MRI
(Taylor et al. 2014) to help develop the model and quan-
titatively evaluate its predictions of macroscopic thrombus
growth. The computational results agree well with the in
vitro data when thrombus height and length are compared
for 30min of blood flow (Fig. 5). Furthermore, locations of
thrombus deposition are validated against the in vitro work
of an independent research group in Fig. 10 (Goodman et al.
2005).

As the presented results, which rely on a greatly simplified
network of the thrombotic process, agree with in vitro throm-
bus growth data collected using whole blood, it is reasonable
to conclude that the fluid mechanics of the system is the
dominant predictor and controlling factor of thrombus for-
mation and growth in the regions of separated flow relevant
to cardiovascular devices. Crucially, this bodes well for the
continuing development of our model and its eventual appli-
cation to the complex and three-dimensional geometries and
flows associated with blood-contacting devices, which are ill
suited for any of the existing thrombosis models. Our throm-
bosis model can help researchers better understand how the
fluidmechanics of devices contribute to thrombosis, andwith
future validation under pulsatile conditions and the incor-

poration of more clinically relevant materials, it can help
optimize and expedite the device development process.
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