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Abstract
The Oceanographic Modeling and Observation Network (REMO) focuses on scientific and technological development of
operational oceanography in Brazil considering both numerical forecasting and observational systems. A key component of
the forecasting system is the recently constructed REMOOcean Data Assimilation System (RODAS) into the HYbrid Coordinate
Ocean Model (HYCOM). Here, RODAS is presented for the first time with its full capability. RODAS employs a multivariate
ensemble optimal interpolation scheme that is able to assimilate Argo temperature (T) and salinity (S) profiles, sea surface
temperature (SST) analyses, and satellite along-track or gridded sea-level anomaly (SLA) data. RODAS is presented together
with a series of Observing System Experiments (OSEs), in which components of the Global Ocean Observing System (GOOS)
were systematically withheld from 3-year assimilation runs over the Atlantic Ocean. Using the same initial condition from a full
assimilation run, OSEs were performed from 1 January 2010 to 31 December 2012 withholding (i) only Argo data; (ii) only UK
MetOffice OSTIA SSTanalyses; (iii) only satellite along-track altimetry data; and (iv) all observation types. These runs were also
compared with the full assimilation run and the model free run to evaluate the impact of different observations into the model
state. The results show that each observation type brings complementary information into the analyses. Assimilation of SST is
needed to better constrain the mixed layer temperature, while assimilation of SLA mainly improves the representation of
circulation by adding mesoscale-like features, such as those found in the Gulf Stream and the Brazil-Malvinas Confluence. In
the subsurface, only Argo observations are able to constrain the thermohaline state.When Argo data are withheld, the quality of S
is seriously compromised and becomes worse than the free run in the upper ocean. Additionally, the run withholding all
observation types shows that the model state in the surface almost reaches the free run state by the end of the third year.
However, below 300 m, the memory of the Argo data assimilation is longer and the quality of T and S is only degraded by
35% in comparison with the full assimilation run.
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1 Introduction

Data assimilation methods are key tools for scientific investi-
gation of the ocean and atmosphere circulation, for weather
and climate prediction and for operational oceanography,
among other applications. Data assimilation methods seek op-
timal corrections of the dynamical model state by combining
the model state with observations (Daley 1991). They produce
the so-called analysis, which should better represent the phys-
ical state and variability of the system with smaller deviations
with respect to observations than the model. The analysis has
been historically used as initial condition for the atmosphere
and ocean forecast models, since the model predictability
strongly depends on the quality of the initial condition
(Kalnay 2003). Motivations for further developments on data
assimilation are climate studies, implementation of monitor-
ing systems, identification of the relative importance of differ-
ent observational data, and others (Kalnay et al. 1996; Oke
and Schiller 2007).

The majority of the data assimilation methods can be di-
vided into two large categories, namely statistical, which in-
cludes the ensemble Kalman filter and the optimal interpola-
tion scheme (Kalnay 2003; Evensen 2006), and variational,
which are represented by the three- and four-dimensional var-
iational schemes (Weaver et al. 2003; Moore et al. 2011).
However, hybrid schemes that combine ideas from both cate-
gories (Lorenc 2003; Penny et al. 2015) and coupled ocean-
atmosphere data assimilation schemes are under development
(Lea et al. 2015; Penny and Hamill 2017) and should open
new avenues in the very active and relatively young data as-
similation research area.

Despite the existence of very sophisticated data assimila-
tion systems, including the ones running in operational mode
in ocean-atmosphere forecasting centers (Bell et al. 2015;
Schiller et al. 2018), the implementation from scratch and
realization of basic schemes is still not trivial. In order to
succeed, one should overcome difficulties related to data qual-
ity control, the large dimension of the discrete physical sys-
tem, parallel programming, and the necessary numerical and
computational approximations in the data assimilation algo-
rithm to ultimately realize the assimilation into a specific nu-
merical model. The data assimilation system should be able to
produce a multivariate correction of the dynamical model in
different regions with completely different physical character-
istics and variability, as well as extrapolate information from
regions with observations to regions without observations.

In 2007, the Oceanographic Modeling and Observation
Network (in Portuguese, Rede de Modelagem e Observação
Oceanográfica—REMO) was established to promote scientif-
ic and technological development on operational oceanogra-
phy in Brazil considering the country forecasting and obser-
vational needs (www.rederemo.org) (Lima et al., 2013).
Among REMO’s main goals was the implementation of a

high-quality short-range operational forecasting system based
on the HYbrid-Coordinate Ocean Model (HYCOM) (Bleck
2002, Chassignet et al. 2009) and a nested grid strategy to
resolve the ocean state and the circulation of the Atlantic
Ocean, the South Atlantic Ocean, and sub-regions along the
Brazilian shore. Positive preliminary results led to REMO’s
admission into the international project GODAE OceanView
(Bell et al. 2015) in December 2010, the continuation of the
Global Ocean Data Assimilation Experiment (GODAE) pro-
ject (Bell et al. 2009). A simplified optimal interpolation
scheme was implemented operationally in the Brazilian
Navy Hydrography Center (CHM) in January 2010 to pro-
duce 5-day forecasts in a daily basis with focus on the South
Atlantic (Melo et al. 2013). Upgrades with an ensemble opti-
mal interpolation (EnOI) scheme were made in January 2014
and another upgrade will be implemented until the end of
2019 with a version of the system introduced here along with
an improved HYCOM configuration.

This paper presents for the first time a complete description
of the recently constructed REMO Ocean Data Assimilation
System (RODAS) into HYCOM together with observing sys-
tem experiments (OSEs). The goals of the paper are to dem-
onstrate the skills of RODAS and to estimate the relative im-
portance of different observations in the forecasting system
with the OSEs. Due to computational constrains, the results
will concentrate in the large-scale domain that covers most of
the Atlantic Ocean and provides lateral boundary conditions
to other higher resolution grid over the South Atlantic (Lima
and Tanajura 2013). Preliminary results were presented in
Tanajura et al. (2014) with a RODAS version that was not
consolidated at that time. More recently, the HYCOM+
RODAS 30-day predictability was assessed in Carvalho
et al. (2019) with the first RODAS version.

RODAS is based on the EnOI scheme and is designed to
consider the specificities of HYCOM hybrid vertical coordi-
nate system. RODAS is able to assimilate sea surface temper-
ature (SST) analyses, vertical profiles of temperature (T) and
salinity (S), and satellite along-track or gridded sea level
anomaly (SLA) data. The RODAS component that assimilates
T/S vertical profiles has been presented in details in Mignac
et al. (2015). That work was the basis for the construction of
RODAS and provided key information about the impact of the
assimilation of Argo data in the model circulation and mean
dynamic topography. Important intermediate steps towards
the first version of RODAS included the construction of
SLA analysis followed by the realization of the Cooper and
Haines (1996) scheme to project SLA increments into the
model subsurface thermohaline structure (Tanajura et al.
2013, Lima and Tanajura 2013). These efforts also dealt
with the investigation a coherent SLA innovation consid-
ering the quite distinct decorrelation scales of sea surface
height (SSH) found the South Atlantic, as well as the
offset of the model SSH with respect to observations.
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Later, the SLA assimilation was complemented by the
assimilation of Argo T/S profiles with a statistical inter-
polation scheme (Costa and Tanajura 2015).

The EnOI used in the first RODAS version follows the
technique presented in Evensen (2003), Oke and Schiller
(2007), Xie and Zhu (2010), and Xie et al. (2011), in which
the multivariate model error covariance matrix is estimated by
the mean of several co-variance matrices obtained by an en-
semble of model states previously calculated. The matrix is
calculated for each assimilation time to capture the high-
frequency variability. Its realization is much cheaper than the
genuine ensemble Kalman filter, in which a new ensemble by
the forecast model is produced for each assimilation step to
capture the so-called error of the day (Kalnay 2003). Because
of its relatively low computational cost and good quality,
the EnOI is more feasible for operational purposes (Oke
and Schiller 2007; Counillon and Bertino 2009). The
EnOI has also been recently used by Backeberg et al.
(2014) to assimilate SLA into HYCOM as part of an ef-
fort to build a regional operational forecasting system for
the greater Agulhas Current System.

The present work describes details of RODAS in Section 2,
along with the model configuration, the operational forecast-
ing system, and the data employed in the assimilation runs.
Here, RODAS assimilated SST analysis produced by the UK
MetOffice, Argo T/S profiles, and satellite along-track SLA
data from Archiving, Validation and Interpretation of
Oceanographic Satellites (AVISO). The OSEs are described
in Section 3. They cover the period from 1 January 2010 to 31
December 2012. In addition to the full assimilation run with
all observations and the model free run without assimilation,
the OSEs consider runs withholding SST analyses, Argo T/S
data, and along-track SLA data. The results are discussed in
Section 4 and the conclusions are in Section 5.

2 RODAS

2.1 The ocean model

RODAS was implemented into HYCOM considering its gen-
eralized vertical coordinate system. The model allows the use
of three different vertical coordinates. It employs isopycnal
coordinates for the open stratified ocean, which reverts to
terrain-following sigma coordinates in shallow coastal re-
gions, and z-level coordinates in the mixed layer over unstrat-
ified ocean regions. The coordinate system choice is adjusted
dynamically to the best option according to the ocean charac-
teristics in each region around a prescribed potential density
reference (Bleck 2002). HYCOM solves five prognostic equa-
tions associated with the shallow water physics: two for the
horizontal motion, one for mass balance, and two for the con-
servation of thermodynamic tracers that can be salinity,

potential temperature, and potential density. In the present
work, advection and diffusion of temperature and potential
density were employed, so that salinity is diagnosed from
the equation of state.

The present paper describes the first version of RODAS
implemented on a basin scale eddy-permitting HYCOM grid
with approximately 1/4° of horizontal resolution that covers
almost all the Atlantic Ocean, from 78° S to 50° N and from
98° W to 21° E, excluding the Pacific Ocean and the
Mediterranean Sea. The 1/4° resolution remains constant in
longitude, but varies in latitude attaining higher resolution
towards the poles. The number of grid points in each of the
21 vertical layers is 480 in the zonal direction and 760 in the
meridional direction. The vertical discretization is set to 19.50,
20.25, 21.00, 21.75, 22.50, 23.25, 24.00, 24.70, 25.28, 25.70,
26.18, 26.52, 26.80, 27.03, 26.22, 27.38, 27.52, 27.64, 27.74,
27.82, and 27.88. To obtain the volumetric density in kg/m3,
1000 should be added to each target density. The first layers
have a few light target density values that ensure a minimum
of three fixed-depth layers near the ocean surface. The vertical
mixing scheme is the K-profile parameterization (KPP) (Large
et al., 1994). The lateral model bathymetry was interpolated
from the Earth Topography 1 (ETOPO1) with 1-min resolu-
tion. After interpolation, a few adjustments were made in the
model bathymetry. The interpolated bathymetry considered
the Patos-Mirim lagoon system in southern Brazil as an ocean
area, and the thin strip of land that separates the lagoons from
the ocean was reestablished. The other adjustment was to re-
store Trinidad and Tobago as an island. On the boundaries,
relaxation to climatological temperature and salinity was ap-
plied considering the outermost 10 grid cells and the time
scale of 30 days. Constant barotropic volume fluxes were
imposed: zero flux in the north, eastward flux of 110 Sv in
the Drake passage, westward flux of 10 Sv in 12 grid points
south of South Africa along 20° E, and eastward flux of
120 Sv from the latter region until Antarctica. This approach,
in particular at the northern boundary, provided good results
with isopycnal models in previous simulations (Gabioux et al.
2013). Mediterranean inflow is also simulated through a re-
laxation zone around Gibraltar in order to maintain salt bal-
ance in long-term simulations together with river outflow. The
latter is implemented via a precipitation equivalent. A simple
ice model resolves ice extent and ice thickness in the Antarctic
region. More details about the model configuration can be
found in Gabioux et al. (2013).

After a 30-year spin-up integration with climatological
fluxes, the model free run was initialized. It was forced by
the National Centers for Environmental Prediction (NCEP)
Coupled Forecasting System Reanalysis (CFSR) from 1
January 2002 to 31 December 2012 at each 6 h. The forcing
consisted of 2-m air temperature and mixing ratio, 10-m
winds, net shortwave and longwave radiation fluxes, and pre-
cipitation. In order to minimize the deviation of the model sea
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surface temperature (SST) and sea surface salinity (SSS) from
climatology, which were observed to increase in preliminary
runs, relaxation of SST and SSS to the World Ocean Atlas
2001 monthly mean climatology (Conkright et al., 2002)
was also included in the surface forcing, with restoring time
scale of 30 days.

The HYCOM configuration presented above is the large-
scale component of the REMO Ocean Forecasting System
that runs operationally in the Brazilian Navy Hydrographic
Center (CHM) (http://www.mar.mil.br/dhn/chm/meteo/prev/
modelos/hycom-v.htm). In addition to the 1/4° grid, the
operational system is composed of two other nested grids
with 1/12° and 1/24° resolution. They focus on the so-called
Metarea V, from 35.5° S to 7° N and west of 20° W until the
Brazilian coast, and on the Southwest Atlantic, from 12° S to
32° S and from 34°W to 54°W. All three grids are configured
with the same vertical discretization.

2.2 The data assimilation scheme

The analysis Xa according to EnOI is given by the formula
(Evensen, 2003)

Xa ¼ X b þ K Y−HXb
� � ð1Þ

where Xb ∈ℝN is the model background or prior state with
dimension N, K is the gain matrix, Y is the vector of observa-

tions, Y∈ℝNOBS , andHXb is the projection of the prior onto the
observational space with dimension NOBS by the observation-
al operator, H. The gain matrix, K, is calculated from the
equation

K ¼ α σ∘Bð ÞHT αH σ∘Bð ÞHT þ R
� �−1 ð2Þ

where α is a scalar that can tune the magnitude of the analysis
increment assumed here to be equal to 0.3, σ denotes the
localization operator, the symbol ∘ denotes the Schur product,
B denotes the co-variance matrix of the model error, R is the
variance diagonal matrix of the observational error, and the
superscript T represents the transpose of a vector or matrix.

The EnOI formulation for B is

B ¼ A0A0T

M−1ð Þ

where A′ = [A′1A′2…A′M] , A
0k ¼ X k− 1

M ∑M
m¼1X

m
� �

, Xk ∈ RN,
is the model state vector of the k-th ensemble member, k = 1,
M, and M = 126 is the number of ensemble members used in
all assimilation steps in this study. This ensemble of model
anomalies can be taken from a long-term model run (Evensen
2003) or a spin-up run (Oke et al. 2008) in order to capture the
model variability at certain scales. Thus, even being stationary
in time, this ensemble of model anomalies allows describing
the spatial correlations and the anisotropic nature of ocean

circulation, keeping the analysis dynamically consistent and
reducing the computational cost.

The EnOI and EnKF schemes are sensitive to the ensemble
size (Evensen 2003; Oke et al. 2008; Counillon and Bertino
2009). In the EnOI scheme, the propagation of the observa-
tional information is highly dependent on the size and the
quality of the ensemble, because the final analysis can be
regarded as a combination of the ensemble anomalies whose
relative weight is determined by the co-variances. Depending
on the observation, B may contain co-variances among the
model variables: layer thickness (Δp), zonal velocity (U), me-
ridional velocity (V), potential temperature (T), and salinity (S)
for eachmodel vertical layer, and the barotropic zonal velocity
(Ubar), barotropic meridional velocity (Vbar), barotropic pres-
sure (Pbar), and SSH. Details on how B was constructed are
presented below.

2.2.1 Calculation of the innovation

The innovation of SSTwas calculated by linearly interpolating
the model SST to the observation location. The analysis incre-
ment was calculated for the model state vector composed of
(U, V, T, S) in the z-coordinate layers contained in the mixed
layers; (Δp, U, V, T) in all model isopycnal layers; and Ubar,
Vbar, and Pbar. In this approach, temperature is explicitly mod-
ified by the analysis increment and salinity is diagnosed in the
isopycnal layers using the seawater state equation in order to
preserve the potential density.

The assimilation of Argo data followed Thacker and
Esenkov (2002) and Xie and Zhu (2010). In this approach,
the T/S profile data at z-levels are projected into the model
vertical space and a pseudo-observed layer thickness (△pobs) is
created for each potential density specified in the model ver-
tical discretization. The T/S data are also projected into each of
these pseudo-observed layers. This is done following the hy-
brid nature of themodel’s layers: each layer is required to have
a minimum thickness and, after that requirement is satisfied, it
should be as close as possible to its specified target value of
potential density. Each Argo profile is processed as follows.
Based on a pair of T/S profiles, the profile of potential density
can be calculated by an equation of state for seawater. The
estimated surface density from the Argo profile is compared
with the top layer target density to decide whether any suffi-
ciently low-density water was observed. If not, the minimum
thickness is assigned to the layer and the question is repeated
to the layer below. Once water with the target density is en-
countered, the remainder of the potential density profile can be
partitioned, so that layer averages correspond to target densi-
ties until the maximum depth of the Argo profile is reached.
The step functions created for △pobs, T, and S were employed
in the assimilation. First, the innovation of Δp is calculated
and △pobs is assimilated to create analysis increments in (Δp,
U, V) for all model layers. Second, T and S in the mixed layer
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and S in the isopycnic layers were assimilated separately in a
univariate way. Previous works showed that most of the cor-
rection of the T profiles was done when △pobs was assimilated,
and that assimilating Swas the only effective way to constrain
it (Oke and Schiller, 2007; Xie and Zhu, 2010; Tanajura et al.
2014, Mignac et al. 2015).

The innovation of along-track SLA data also employed a
similar strategy to SST. However, a procedure was necessary
before the calculation of the SLA innovation. The model SLA
had to be first extracted by subtracting the model SSH at the
analysis time from a model SSH mean. The latter was calcu-
lated from an assimilation run that considered only OSTIA
SST and Argo T/S data from 1 January 2002 to 31
December 2007. As mentioned above, Mignac et al. (2015)
observed a substantial reduction of the model SSH when as-
similating Argo T/S data. The model had a warm bias so that
the assimilation of Argo data reduced the model SSH mean in
the entire domain by more than 0.1 m. After 3 years of Argo
data assimilation, the system produced a stable SSH. In the
present work, the SST and Argo data assimilation run before
the assimilation of SLA was performed with this purpose of
obtaining a more accurate SSH and large-scale circulation as
well as a stable SSH to enable a reliable estimate of the model
SLA and of the innovation. A second step was also imposed
before the calculation of the SLA innovation to consider pos-
sible offsets between the model SLA and the observed SLA.
This is expected because the model SSH mean was calculated
for a period that did not coincide with the much longer 20-year
period (1993–2012) employed by AVISO to estimate the ob-
servedmean dynamic topography (Rio et al. 2014). A strategy
described and tested in Tanajura et al. (2013) and Lima and
Tanajura (2013) was employed. First, the model SLA is inter-
polated to each observed along-track independently and the
average along the track is taken for the observations and for
the model. The offset was calculated by subtracting the obser-
vational average from the model average. Then, the model
SLA was adjusted by subtracting the offset from the model
SLA. The innovation was calculated with the adjusted model
SLA, so that the mesoscale-like features were highlighted.
However, it should be mentioned that the offset was in general
quite small in magnitude, about 5 cm, because the previous
assimilation of SST and Argo data produced a good adjust-
ment of the model SSH to the AVISO mean dynamical topog-
raphy. This strategy was also used in ECMWF to improve the
model SSH before assimilating SLA (Martin et al. 2015).

2.2.2 The ensemble members and model error co-variance
matrix

Two sets of ensemble members were employed in the present
work to calculate B, so that the OSE initial condition resulted
from two different preliminary assimilation runs. The first
preliminary run assimilated OSTIA and Argo data every 3

days from 1 January 2002 to 31 December 2007 considering
an observational window of 1 day for SST and 3 days for the
Argo data. The ensemble members employed in this assimi-
lation were composed of outputs of the model free run. The
choice of the ensemble members considered the intra-seasonal
variability and the high-frequency model dynamics, as in Xie
and Zhu (2010), Xie et al. (2011), and Mignac et al. (2015).
For instance, to perform assimilation on 15 March 2002, 21
members centered on 15 March of each year from 2002 to
2007 were taken with 3 days between each member.
However, RODAS is flexible to use any number of ensemble
members and to select different intervals between each ensem-
ble member. The number of ensemble members was chosen
after a few sensitivity experiments considering a reasonable
representation of the model anomalies without high computa-
tional cost, and is in agreement with the numbers used in other
works (Counillon and Bertino 2009; Xie and Zhu 2010; Xie
et al., 2011, Mignac et al. 2015).

The goals of the first preliminary assimilation run with only
OSTIA and Argo T/S data were to reconstruct the model ther-
mohaline structure, obtain a stable model SSH and a reliable
large-scale circulation to allow assimilation of SLA data, and
provide the ensemble members for the realization of SLA
assimilation. This approach is also used in the European
Center for Medium-Range to Weather Forecasts (ECMWF)
to insert mesoscale features into the underlying model rather
than attempting to adjust the large-scale patterns (Balmaseda
et al. 2013, Martin et al. 2015). A similar strategy was also
employed by Castruccio et al. (2008) to assimilate absolute
dynamic topography. They performed a short spin-up run with
relaxation of T/S to climatology to avoid drift of the model
mean thermohaline structure and better face the assimilation
of altimetric data.

It is fair to consider that the goals of the preliminary assim-
ilation run were achieved as demonstrated by comparisons of
the model results with the AVISO mean dynamic topography
(MDT) and the World Ocean Atlas climatology (WOA13)
Boyer et al. (2013) temperature shown in Fig. 1. To compare
the AVISO MDT with the model SSH, an offset of approxi-
mately 0.19 m and 0.08 m was added to the assimilation run
and the free run, respectively. The position of the Gulf Stream
and its extension towards Europe characterized by a sharp
SSH gradient in the northwest region of the North Atlantic
are much better represented by the assimilation run than the
model free run. Due to constrain imposed by model resolution
and lateral boundary conditions, the Gulf Stream in the free
run was more diffuse in the mid-latitudes. Also, a large ridge
was produced in the west associated with a zonal extension
along approximately 35° N. Close to South America, the rep-
resentation of the Brazil-Malvinas Confluence around 45° S,
50° W was very much improved by the assimilation run. The
latter could capture the penetration of the Malvinas Current
until close to the mouth of the Plata River. Regarding the
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thermal structure, it can be seen that the assimilation produced
a more accurate mixed layer depth and thermocline particular-
ly in the equatorial region, where the free run presents a
strong warm bias in the surface. Around 35° N, the free
run temperature contains the signal of the inaccurate rep-
resentation of the Gulf Stream extension towards the east.
There is almost a discontinuity of the isotherms in the
upper 400 m at this latitude.

Considering the positive results of the OSTIA and Argo
data assimilation run, an assimilation run was performed from
1 January 2008 to 31 December 2009. It was initialized with
the last output of the previous run and now included assimi-
lation of along-track SLA data in addition to OSTIA and Argo
data. The goal of this assimilation run was to include higher
variability structure and prepare the initial condition for the
OSEs on 1 January 2010.

Fig. 1 The left column shows the AVISOmean dynamic topography (m)
in the top from WOA13, the model SSH mean produced by the OSTIA
and Argo data assimilation run in the middle, and the model SSH mean
produced by the free run in the bottom. The period employed for the
AVISO mean dynamic topography was from 1993 to 2012, and for the
model runs was from 1 January 2002 to 31 December 2007. An offset
equal to 0.19 m and 0.08 m was subtracted from the model assimilation

run and free run, respectively. The right column shows the vertical section
of the annual mean temperature (°C) from surface until 1000 m along 28°
Waccording to the World Ocean Atlas (2003) climatology in the top, the
model temperature mean produced by the OSTIA and Argo data assim-
ilation run in the middle, the free run. The outputs of the OSTIA and Argo
data assimilation run compose the ensemble members for the OSEs as-
similation runs
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2.2.3 Localization

The localization operator was only applied in the horizontal
domain, according to the formula byGaspari and Cohn (1999)
employed also in Xie and Zhu (2010) and Mignac et al.
(2015). Here the horizontal scale of influence was defined as
75 km for all the assimilated variables so that the localization
operator σ forces the model error co-variance matrix B to
decrease to zero when the distance between points is 150 km
or more.

Over the Metarea V, a specific study on the decorrelation
scale for SLAwas conducted by Lima and Tanajura (2013) to
assimilate along-track SLA data. The spatial scale of
decorrelation—here defined as the length in which correlation
dropped to about 36%—varied from approximately 120 km in
the high variability region of the Brazil Current–Malvinas
(Falkland) Current Confluence (BMC) to 440 km in the cen-
tral equatorial Atlantic. In the North Atlantic, based on
observations and model results on the Gulf Stream, Ezer and
Mellor (1997) imposed a correlation operator in which points
more than 300 km apart had almost null correlation.
Therefore, in the present study, the choice of null covariances
for points separated by more than 150 km over the whole
domain was conservative and privileged the spatial scales of
high variability areas. In future works, localization radius with
spatial dependence may be employed.

2.2.4 Data and observational errors

The data employed in the assimilation runs were (i) daily SST
analyses from the Ocean Sea Surface Temperature and Sea Ice
Analysis (OSTIA) with 1/20° resolution [available at ftp://
data.ncof.co.uk/ostia_reanalysis/]; (ii) 46,788 vertical profiles
of T/S from Argo [available at ftp://ftp.ifremer.fr/ifremer/argo/
geo/atlantic_ocean/]; and (iii) along-track SLA data from the
satellites Jason-1, Jason-2, and Envisat from AVISO [avail-
able at ftp://ftp.myocean.sltac.cls.fr/Core/]. The Argo T/S data
was quality controlled considering the tests recommended by
the Global Temperature-Salinity Profile Programme (GTSPP,
2010). They included tests for location, date, impossible pa-
rameter values, increasing depth, spike, gradient, temperature
inversion, and climatology. Only the pair T/Swas assimilated,
i.e., if one these variables was not qualified the quality control,
the pair was rejected. OSTIA SST and AVISO SLA data were
not quality controlled by our system.

The observational error covariance matrix R in Eq. (2) is
assumed as diagonal. It depends on the observation type, and
in general includes information about the instrumentation er-
ror (EI ), the representativeness error (ER ) due to unresolved
scales, and an error associated with the relative “age” of each
observation (EA ). The latter is necessary in order to consider
the relative importance between observations made few days
before the analysis time and observations at or closer to the

analysis time. Therefore, the observation error variance E2
O of

a single observation is given by E2
O ¼ E2

I þ E2
R þ E2

A.
The instrumentation error EI for SST, SLA, and the vertical

profiles of Tand Swas assumed to be equal to 0.25 °C, 0.04m,
0.05 °C, and 0.01 psu, respectively. The error ER was consid-
ered only for SST and SLA. They were calculated according
to Oke and Sakov (2008) with the construction of super-
observation (superob). The value of the OSTIA SST superob
was estimated considering a degradedmodel resolution so that
a single superob value was taken for a set of 2 × 2 (4) grid
points. This strategy was mainly used to reduce the dimension
of the observational space and, consequently, the computa-
tional cost. Each SST superob value was given by the weight-
ed average of SST data as a function of the distance to the
center of the four model grid points. The value of the SLA
superob for each model grid cell was given by the weighted
average of the original along-track SLA data as a function of
the distance to the analysis grid point. The SST and SLA ER

were calculated from the standard deviation of the difference
between the original data and the weighted average. The
ranges of the ER in the present work for SST and SLAwere,
respectively, from 0.0014 °C and 0.0001m in the center of the
South Atlantic gyre to 2.8 °C and 0.36 m in the Gulf Stream
and the Brazil-Malvinas Confluence. The error EA was calcu-
lated according to Oke et al. (2008) by the formula

EA ¼ RMSmod 1−exp −
ta−toj j
2tef

� �� 	

where RMSmod is the root-mean-squared deviation of the
model value around its seasonal cycle produced by the spin-
sup run, ta is the analysis time, to is the observation time, and
tef is an e-folding time scale. This error was considered only
for the Argo and the SLA data since the observational time of
the OSTIA SST data roughly coincided with the assimilation
time. A 3-day observational window covering the analysis day
and 2 days before was employed for the Argo and the SLA
data, and tef was set to 3 days.

3 The numerical experiments

In the present work, assimilation was performed every 3 days
from 1 January 2010 to 31 December 2012. Assimilation of
OSTIA, Argo T/S profiles, and along-track SLA data were
realized in separate steps in the full assimilation run. The first
analysis increment in this run was produced by the assimila-
tion of only SST at 03 UTC on 1 January 2010. Three hours
later, only Argo T/S data were assimilated, and 3 h later, only
SLA data were assimilated. The same cycle was repeated each
3 days considering a 3-day observational window for the Argo
T/S and the SLA data, and a 1-day window for OSTIA. The
use of distinct steps to assimilate the available data has been
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already employed (e.g., Balmaseda et al., 2008, Yan et al.,
2010), but future work will attempt to produce a single
analysis increment by assimilating all observations at the
same time. This will require a substantial modification in
RODAS strategy to assimilate Argo T/S data, so that as-
similation of the pseudo-observed layer thickness would
not be performed, and innovation would be actually cal-
culated in the observation space.

The OSE was composed of five integrations from 1
January 2010 to 31 December 2012 forced with the NCEP
CFSR atmosphere at each 6 h. They were conceived to allow
investigating the influence of each observation type in the
analysis and “forecasts.” The runs were initialized with the
same initial condition at 00 UTC 1 January 2010 produced
at the end of the assimilation run from 1 January 2008 to 31
December 2009 described above, in which OSTIA SST, Argo
T/S profiles, and along-track SLA data were assimilated. The
first integration of the OSE was the full assimilation run, in
which all data was assimilated each 3 days. This run utilized
RODAS full capability, and it will be here called as the ALL
run. The other integrations denied observation types in the
assimilation algorithm. The runs without OSTIA, without
Argo, without altimetry data, and without any data were called
as NOOSTIA, NOARGO, NOALTIM, and NOASSIM runs,
respectively. In addition to these five runs, the model free run
(FREE) was also used to help evaluate the impact of the ob-
servations in the model skills. The difference between the
NOASSIM run and the FREE run is basically the initial con-
dition. The FREE run was initialized on 1 January 2008 and it
was integrated until 31 December 2012 without assimilation.
The NOASSIM did not perceive assimilation as well, except
on its initial condition on 1 January 2010.

4 Results

The experiments were evaluated againstWOA13 climatology,
Argo T/S data, OSTIA, SLA gridded data, and absolute dy-
namical topography from AVISO. The altimetric data
employed in the evaluation of the assimilation experiments
were in delayed mode and they had the samemodel horizontal
resolution (1/4°). Since the gridded data are also a product of
assimilation, with emphasis on the observational information,
no additional smoothing or filtering was used in the data for
the experiments evaluation. It was assumed that both the out-
puts of the assimilation runs and the AVISO gridded data
could approximately resolve the same features.

It should be mentioned that the analyses produced by the
OSEswere not explicitly evaluated here. Asmentioned above,
assimilation was performed every 3 days from 1 January 2010
to 31 December 2012. On the assimilation day, assimilation of
SSTwas performed at 00Z, Argo T/S at 03Z, and SLA at 06Z.
The model outputs at 00Z on the following 3 days, i.e., 18 h,

42 h, and 66 h after SLA assimilation, were employed to
compare the OSE results against climatology and observation-
al data. The model output 66 h after SLA assimilation was
used as background for the next SST assimilation. If atmo-
spheric forecasts had been used in the place of the CFSR
atmospheric forcing fields, the true HYCOM+RODAS
short-term predictability would have been investigated by this
strategy. It is expected that the errors of CFSR atmospheric
fields are smaller than or equal to the errors of an atmospheric
forecast, since the latter is not constrained by observations in
the forecast window. In this sense, the CFSR atmospheric
fields may be considered as the best possible forecast that
can be produced by the Coupled Forecasting System.
Therefore, HYCOM+RODAS would develop smaller errors
when forced by CFSR atmospheric fields than when forced by
a true forecast. Considering the quality of the atmospheric
forcing, the results presented below may represent a lower
bound of the HYCOM+RODAS forecast errors, since the
sources of errors from the atmospheric forcing would be
minimum.

4.1 Impact on temperature and salinity

The impact in the mean thermohaline structure is assessed
considering the difference of the OSE runs means with respect
toWOA13 climatology. The OSE runsmeans were taken over
the 3-year period from 2010 to 2012. The difference (model
minus WOA13) of the model mean temperature and salinity
vertical cross section along 28° W from 50° S to 50° N up to
1000 m depth with respect to the WOA13 climatology is
presented in Fig. 2 for each run. The ALL run presents the
largest temperature deviations in the thermocline region in the
tropics. Substantial temperature deviations larger than 1 °C are
also found below 300 m in the tropics of the South Atlantic
and in the mid-latitudes of the North Atlantic. The largest
salinity deviations are negative and occur around 200 m depth
in the tropics. In most of the domain, deviations are smaller
than 1 °C and 0.1 psu.When Argo data is denied (NOARGO),
there is a substantial increase in the deviations of T and S with
respect to climatology in almost all latitudes. The deviation
patterns are similar to the ALL run, but the magnitudes are
larger. The temperature below 300 m tends to be colder than
climatology bymore than 1 °C from the equator until about 25
°N and from about 15° S to 50° S. The salinity tends to be
smaller than climatology everywhere in the upper ocean as
well as below 300 m in subtropical regions of the North and
South Atlantic. The impact of the Argo data has different
aspects from the ones observed by Mignac et al. (2015) and
Tanajura et al. (2014), in which only Argo data was assimilat-
ed in an experiment initialized by a model free run state. In
those experiments, the model free run had in general a warm
bias in the top 600 m, so that the corrections imposed by Argo
data assimilation cooled the model upper ocean and increased
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the model mean density. Here, when Argo data was denied,
temperature tended in general to decrease, except in deeper
regions of the North Atlantic. Denying altimetry data and
OSTIA produced similar modifications, except in the
Southern Ocean, where the NOALTIM run produced an in-
crease in temperature and the NOOSTIA run a decrease by
more than 1 °C. The deviations of the NOALTIM and
NOOSTIA runs are, however, smaller than the ones attained
by the NOARGO run and by the ALL run in some regions,
particularly for S in the upper 300 m. The importance of Argo
data to constrain the model thermohaline structure is expected,
but better behavior of the NOALTIM and NOOSTIA runs
with respect to the ALL run in T below the mixed layer and
in S in the mixed layer and below is not. This result was
observed in vast regions of the domain, i.e., it is not a feature
captured only by this specific cross section. This clearly shows
that the assimilation of OSTIA and SLA are imposing errors
in thermohaline structure that can be counteracted only by the
assimilation of Argo data. When all data are denied
(NOASSIM), the deviations with respect to climatology are
substantially increased. The upper 100 m in the equatorial
region develops a strong warm bias of more than 3 °C, and
the upper 400m in the southern ocean a cold bias of more 3 °C
below the surface. In a vast region in the South Atlantic mid-

latitude, a strong cold bias and freshening is produced in the
NOASSIM run. As expected, the NOASSIM state tends to the
FREE run state.

A more detailed assessment of RODAS quality and obser-
vation impact in the upper ocean can be seen in Fig. 3, which
shows zonal vertical cross sections of T and S mean down to
300 m along 30° N. ALL is able to substantially reduce tem-
perature with respect to the FREE run and correct the warm
bias towards climatology. Assimilation of OSTIA in the
NOARGO and NOALTIM runs constrains the mixed lay-
er temperature and the deepening of warm surface wa-
ters, which is observed when OSTIA is denied in the
NOOSTIA and NOASSIM runs. The importance of
SST assimilation to constrain the mixed layer tempera-
ture has been already observed (e.g., Oke and Schiller
2007; Tanajura et al. 2014, Oke et al., 2015a, b).

The impact in S is more complex. The ALL run is not able
to reproduce the high salinity subtropical water, except in
regions west of 40° W where values greater than 36.7 psu
are observed. Also, a relatively low salinity region with values
smaller than 36.2 psu below 100 m around 25° W in the ALL
run is not observed in the NOALTIM, NOOSTIA, and
NOASSIM runs. This is a clear indication that the assimilation
of OSTIA and SLA data is damaging the salinity field in the

Fig. 2 Vertical cross section along 28°W in the top 1000 m from 50° S to
50° N for the difference between the mean temperature (°C) (left column)
and salinity (psu) (right column) from 1 January 2010 to 31 December

2012 for each OSE run and the WOA13 climatology (OSE run minus
WOA). White areas range ± 0.25 °C in the left column and ± 0.05 psu in
the right column
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mixed layer and below. This behavior is also verified in Fig. 2,
but not in all latitudes. The EnOI produces the analysis
increments depending on the quality of the ensemble co-
variance. An investigation of the correlation between SST
and S taken from the ensemble members showed values
larger than 60% along 30° N in the surface and in regions
below 100 m. For comparison, the same correlation was
calculated for the HYCOM+NCODA analyses. Much
weaker values were verified in this system below 100 m,
except in a region between 100 and 200 m depth, and 30
and 20° W. The strong correlation between SST and S
contained in the ensemble is not accurate, since there is
no physical mechanism that in general links these vari-
ables explicitly. In future work, this covariance should
be damped by using vertical localization.

The impact of the observations in temperature and salinity
can also be investigated using the root mean squared deviation
(RMSD) of the daily outputs of each 3-year run with respect to
the Argo T/S profiles. In this evaluation, data from 46.788
Argo profilers were employed. The daily HYCOM+RODAS
results were horizontally interpolated to the position of the
observational data. Then, both data and model results were
vertically interpolated to the standard vertical levels employed

in the World Ocean Atlas 2009 (Locarnini et al. 2010). The
squared deviation between model and observation and its
meanwere calculated for each level separately for all available
data in the model domain, before the square root was taken.
The largest T and S RMSDs in the FREE run are found around
100 m and 600 m depths (Fig. 4). Global and regional models
have difficulties to represent the sharp vertical gradient of
temperature found in the thermocline, since they tend to over-
estimate the vertical heat diffusion and/or to misrepresent the
mixed layer depth (e.g., Ezer and Mellor 1997; Xie and Zhu
2010; Balmaseda et al. 2013; Oke et al. 2015a, b; Carvalho
et al. 2019). The largest RMSD for T in global and regional
models with data assimilation commonly varies between 1
and 2 °C around 100–150 m depth. The largest RMSDs for
S are commonly between 0.15 and 1 psu at the surface or in
the mixed layer associated with erroneous freshwater fluxes
and vertical diffusion (e.g., Balmaseda et al. 2013; Oke et al.
2015a, b; Tranchant et al. 2019). In the HYCOM+RODAS
system, relaxation of sea surface salinity to climatology is
employed in all runs, and it controls the errors in the surface.
In Mignac et al. (2015), the FREE run was evaluated along
with the impact of Argo data assimilation. It was observed that
the FREE run could not properly capture the Mediterranean

Fig. 3 Vertical cross section along 30° N in the top 300 m from 75° W to 12° W for the mean temperature (°C) (left column) and salinity (psu) (right
column) according to the WOA13 climatology, the OSE runs, and the FREE run
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Water, and it negatively impacted the model mean RMSD for
T and S around 600 m depth.

In the present work, all runs that include Argo data produce
similar RMSD profiles with maxima values of about 1.2 °C
and 0.2 psu at 100 m depth and minimum values of about 0.5
°C and 0.07 psu below 1000 m (Fig. 4). When Argo data is
withheld, there is a substantial increase in RMSD in both T
and S in the whole profile, except in T in the upper 100 m,
mainly because of the positive influence of the SST assimila-
tion in the mixed layer temperature. A slight increase in
RMSD of T in the NOOSTIA run is also observed. The
RSMD of S in the NOARGO run around 100 m depth is larger
than the values attained by the NOASSIM and the FREE runs
and almost reaches the maximum RMSD of about 0.4 psu
produced by the FREE run at 600 m depth. This corroborates
the results shown in Figs. 2 and 3, in which assimilation of
SLA and SST is producing wrong corrections in S. As already
observed by Oke and Schiller (2007), Lea et al. (2014),
Tanajura et al. (2014), and Oke et al. (2015a, b), it seems that
only data of vertical profiles of S are able to effectively con-
strain this variable in the models today. This highlights the
importance of the Argo observational system as well as other
systems that include salinity. It can also be inferred from the
RMSD profiles that the NOASSIM run tends to the FREE run
state in the upper ocean, but below 200m, it roughly coincides
with the NOARGO run. This shows that the influence of the
initial condition on 1 January 2010 is still strong below 200 m
in the 3-year mean.

Considering the vertically averaged RMSD of Tand S with
respect to Argo and PIRATA T/S data, the substantial im-
provement of the ALL run with respect to the FREE run is
highlighted in Table 1. The vertically averaged RMSD of T

with respect to PIRATA and Argo drops 20% (from 1.69 to
1.34 °C) and 47% (from 1.53 to 0.81 °C), respectively. The
vertically averaged RMSD of S with respect to PIRATA and
Argo drops 6% (from 0.30 to 0.28 psu) and 46% (from 0.27 to
0.15 psu), respectively. The absence of Argo data (NOARGO)
produces RMSD growth of 22% for T and 42% for S with
respect to ALL. When all data is denied (NOASSIM), the
errors with respect to PIRATA data attain values close to
the FREE run, but the errors with respect to Argo data
remain in between the ALL and the FREE. It shows that
some of the memory from initial condition on 1 January
2010 remains in the thermohaline structure for 3 years.
This indicates that there is potential for HYCOM+
RODAS to be used in climate studies.

4.2 Impact on SST

The ALL, NOARGO, and NOALTIM runs produce very sim-
ilar RMSDs with respect to OSTIA, as shown in Fig. 5 and
Table 1. The area averaged SST RSMD for the ALL and
NOALTIM runs is 0.67 °C, and for the NOARGO run is
0.68 °C. This corresponds to a decrease of 50% with respect
to the FREE run. In most of the domain, the deviations are less
than 0.5 °C in both the North and South Atlantic, and in only
very few points, the deviations reach 1 °C. The largest values
are attained in the high variability areas dominated by the Gulf
Stream (GS) and Brazil-Malvinas Confluence (BMC). There
is a small negative impact of SLA assimilation in SST in the
North Atlantic, since RMSDs are slightly smaller in the
NOALTIM run than in the ALL and NOARGO runs, but
this is not observed in the South Atlantic. The small
degradation of SST due to SLA assimilation was also

Fig. 4 Vertical profiles of RMSD
of temperature (°C) (left) and sa-
linity (psu) (right) for the OSE
runs and the FREE run with re-
spect to daily Argo T/S data from
surface to 1400 m. A total of
46,788 profiles were employed
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Fig. 5 RMSD of SST (°C) for each OSE run and the FREE run with respect to OSTIA. The 1 °C and 4 °C contour lines are also presented

Table 1 For each OSE run, this
table presents the root mean
squared deviation (RMSD) of
SST with respect to OSTIA SST
analyses, correlation (CORR) of
SLAwith respect to AVISO
gridded data, and the vertically
averaged RMSD of the vertical
profiles of T/S with respect to
PIRATA and Argo data

RMSD OSTIA (°C) CORR AVISO RMSD PIRATA

T (0–500 m)/S (0–120 m)

RMSDArgo (0–1400m)

T (°C) S (PSU) T (°C) S (PSU)

ALL 0.67 0.61 1.34 0.28 0.81 0.15

NOARGO 0.68 0.60 1.43 0.35 0.99 0.21

NOALTIM 0.67 0.47 1.33 0.28 0.81 0.14

NOOSTIA 0.93 0.61 1.39 0.27 0.82 0.14

NOASSIM 1.19 0.42 1.69 0.29 1.15 0.19

FREE 1.36 0.41 1.69 0.30 1.53 0.27
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observed by Backeberg et al. (2014) in the Agulhas Current
System. Denying SST produces a substantial increase of SST
RMSD in almost all the domain, including the equatorial re-
gion. But the largest deviations are observed in the GS, the
BMC, and in the Agulhas Current region, with values larger
than 3–4 °C. The area averaged SST RMSD for the
NOOSTIA run is 0.93 °C (Table 1), which corresponds to
an increase of 39% with respect to the ALL run. The
RMSDs obtained by the NOASSIM and FREE runs are very
similar in pattern and much larger than the NOOSTIA run. It
means that the SST of the NOASSIM run converged very
quickly to a pattern similar to the FREE run state. Also, as-
similation of Argo data positively contributed to correct SST,
despite the local aspect of the analysis increments.

The time evolution of the SST RMSD averaged between
50° S and 50° N for all runs contains a strong seasonal cycle
with peak in February–March as shown by Fig. 6. The FREE
run deviation oscillates between about 1.1 and 1.7 °C, while
the ALL, NOARGO, and NOALTIM deviations oscillate be-
tween 0.5 and 0.9 °C, i.e., the magnitude and the range of the
deviations are substantially reduced when SST is assimilated.
The deviations are dominated by values attained in the GS,
BMC, and Agulhas Current, but the maxima are attained in
the northwest Atlantic, where the model FREE run is not able
to simulate the main position and variability of the GS. When
evaluating the area averaged RMSD for the FREE run SST for
the North and South Atlantic separately, the deviation varies
along the year from about 1.3 °C in the boreal summer to 3.4
°C in the boreal winter for the North Atlantic and from about
1.3 °C in the austral summer to 2.1 °C in the austral winter for
the South Atlantic (not shown). This indicates the model
FREE run has difficulties to simulate the boreal and austral
winters, when the large-scale meridional SST gradients are
greater than in the summer, and the western boundary currents
intensify and reach higher latitudes. When area average is
taken over the whole domain, the GS region imposes the peak
of the SST RSMD seasonal variability. This issue will be
further discussed below along with aspects of the simulated
circulation.

Figure 6 shows that the SST RMSD increases very quickly
from about 0.7 to 1.1 °C in 3 months when OSTIA is with-
held, and from about 0.7 to 1.2 °C when all data are withheld.
Part of this increase is due to the strong seasonal cycle of the
error presented in all runs. After 1 year, the RMSD of the
NOASSIM run gets very close to the FREE run. It is worth
noting that SST RMSD in the NOOSTIA run lies in between
the ALL and the NOASSIM runs along the whole integration
period. This result is consistent with Fig. 5 and the conclusion
that Argo data produced a general positive correction of SST.
This reinforces results obtained by other works (e.g., Oke and
Schiller 2007; Costa and Tanajura 2015).

4.3 Impact on SSH

Impact on SSH is evaluated by calculating correlations be-
tween the OSEs and the AVISO absolute dynamic topography.
This metric has the advantage to avoid the offsets between the
model SSHmean and theMDT fromAVISO, and focus on the
SLA mesoscale-like variability relative to each reference sur-
face. The ALL, NOARGO, and NOOSTIA runs correlations
are very similar, 0.61, 0.60, and 0.61, respectively, as shown
in Fig. 7 and Table 1, and about 48% larger than the correla-
tion of the FREE and NOAASSIM runs. This indicates that
some of the observed mesoscale activity was effectively intro-
duced in the model by assimilation of SLA. High correlation
values are attained in large parts of the domain, particularly in
low variability regions of the tropical Atlantic, as well as in
higher latitudes in the eastern North Atlantic. Lower correla-
tions were produced in regions of high mesoscale activity of
the GS, BC, and in the mid-latitudes of the whole South
Atlantic. This is expected, since the model resolution is ed-
dy-permitting, but not eddy-resolving. The smallest wave-
lengths resolved by the present model configuration are about
125 km in the tropics and 100 km in the mid-latitudes.
However, considering the first baroclinic Rossby radius of
deformation as a reference to ocean mesoscale, mesoscale
eddy wavelengths vary from more than 230 km in the equa-
torial region to less than 20 km in the mid-latitudes. Therefore,

Fig. 6 Time series of the daily
SST RMSD (°C) for each OSE
run and the FREE run with
respect to OSTIA from 1 January
2010 to 31 December 2012
considering the model domain
from 50° S to 50° N
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mesoscale eddies are not resolved by the present model con-
figuration. This is a strong limitation, because important pro-
cesses controlled by mesoscale and submesoscale eddies are
completely absent, and this leads to systematic errors in the
model mean state and variability. For instance, Su et al. (2018)
show strong evidence based on global ocean model simula-
tions that only high-resolution models—resolving
submesoscale eddies with wavelengths between 10 and 50
km—can accurately produce upward heat transport from the
cold deep waters to the warm surface waters, particularly in
the mid-latitudes. Submesoscale and mesoscale eddies are not
only a key component of the global heat transport. They are
also crucial, for instance, in the cascade of energy by

transforming available potential energy into eddy kinetic en-
ergy, and in the formation of water masses by modulating
isopycnic surfaces motions as a direct response to wind stress
and Ekman pumping (Su et al. 2014, Su and Ingersoll, 2016).

Despite the lack of mesoscale eddies in the present work, in
comparison with the NOALTIM run, the runs that included
SLA assimilation provide much better results in the high var-
iability regions and highlight the importance of this observa-
tion to correctly constrain the mesoscale-like variability. This
impact is also clearly observed by other OSE studies, such as
Oke and Schiller (2007) with focus in the Australian region
and Lea et al. (2014) over the globe. In the present work, when
altimetry data is denied, the high correlation regions

Fig. 7 Correlation between SSH fromAVISO and each OSE run for the period 1 January 2010 to 31December 2012 considering themodel domain from
50° S to 50° N. The black contour line corresponds to correlation equal to 0.7
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substantially diminish, particularly in the North Atlantic, and
negative correlations show up in the BMC, the SAC, and the
GS extension. The NOALTIM and NOASSIM runs are sim-
ilar to each other, except in the higher latitudes of the South
Atlantic. It shows that some positive influence of Argo data
and/or OSTIA is occurring in the region.

Despite similarities of the correlation patterns produced by
the ALL and the NOARGO runs, there are important differ-
ences in SSH over the western tropical North Atlantic.
Figure 8 presents the mean SSH for all OSEs and the FREE
run. This figure could be compared with the AVISO mean
dynamic topography (MDT) presented in Fig. 1, if the offsets

among the reference surfaces are considered. For instance, the
offset of approximately 0.19 m was found between the ALL
run and the AVISO MDT. Figure 8 shows that denying Argo
data developed higher SSHs west of 40° W from about 10° N
to 35° N. It is a signal of the model tendency to overestimate
SSH in this region, as presented in the NOASSIM and FREE
runs. These runs simulate values greater than 0.6 m in the
western North Atlantic than the ALL run. This behavior was
clearly identified by Mignac et al. (2015). In this work, a
similar model free run configuration showed a strong warm
bias in the North Atlantic in SST and in the upper 300 m
associated with SSH positive bias. This bias was remarkably

Fig. 8 Mean SSH (m) for each OSE run and the FREE run for the period 1 January 2010 to 31 December 2012
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reduced when Argo data was assimilated, particularly due to
relatively high number of Argo profilers in the region.
Denying SLA data does not substantially change the SSH
large-scale pattern as desired, but it does contribute to smooth
the SSH gradient in the GS and BMC regions. Assimilation of
SLA is crucial to maintain the SSH gradient and, consequent-
ly, the magnitude of the surface velocity, as presented below.
The NOASSIM run in comparison with the ALL run shows a
substantial drift of the SSH mean towards the model FREE
run. For instance, the sharpest SSH gradient associated with
the GS shifts towards the south and the high SSH region in the
equator extends further east.

To obtain a broader view of the observations impacts on
SSH, the daily area averaged SSH was assessed. The SSH
produced by the ALL run was subtracted from each OSE
along the experiment period, and the difference is presented
in Fig. 9. The FREE run creates higher SSHs than the ALL run
by about 0.09 m along most of the integration. This is caused
by the warm bias of the FREE run, mainly in the western
North Atlantic, and constrains imposed by Argo data assimi-
lation to substantially reduce this bias. The integration win-
dow is relatively short to infer about the long-term impact of
withholding part of the observations. However, for the win-
dow of few months, the results show quite distinct impacts of
SST, Argo, and SLA in SSH. Denying altimetry data
(NOALTIM) produces a relatively sharp increase of about
0.01 m in the first few months of integration, but SSH growth
seems to stabilize after that and in the end of the integration the
difference is relatively small. Therefore, it seems that SLA is
not substantially changing SSH in the integration period.
When Argo data is withheld, there is a smooth SSH increase
relative to the ALL run in the first year. After that, the
NOARGO run reaches the NOALTIM SSH, and remains
smaller than or equal to this SSH. However, the slow SSH

increase in the NOARGO run is maintained during most of
the integration and the raise is sharper in the last months,
reaching almost 0.03 m. This behavior shows again the im-
portance of Argo data to constrain the model SSH along with
its thermohaline structure and corroborates the strategy to per-
form assimilation of Argo and SST before SLA to produce a
stable and more accurate SSH mean. Denying SST slightly
reduces the area averaged SSH in the first 2 years, and after
that the reduction is more pronounced, but still relatively
small. This shows that SST has a small influence in SSHwhen
SLA and Argo data are assimilated.

4.4 Impact on circulation

The strong influence of Argo data on SSH anticipates their
importance in the representation of the mean surface currents.
The GS is among the features that are not well represented by
the FREE run, mainly because of model limitations associat-
ed with low horizontal resolution and simplified lateral
boundary conditions. Therefore, it is expected that RODAS
will be able to produce large positive corrections there. This
expectation is fulfilled as shown by Fig. 10. It contains the
mean surface currents in the top 30 m according to the Ocean
Surface Current Analyses Real-time (OSCAR)—produced by
the Earth and Space Research Institute (www.esr.org)—and
to the OSEs and the free run. The GS veers towards the east/
northeast around 37° N, meanders around 40° N, and di-
verges around 45° W, 43° N. Similar patterns are reproduced
by the ALL, NOARGO, NOALTIM, and NOOSTIA runs,
but there is clear reduction of the velocity magnitude in the
NOALTIM run. This is consistent with the reduction of the
magnitude of the SSH gradient around 35° N, 65° W with
respect to the ALL run. The mean surface currents of the
NOASSIM run display two branches of the GS close to the

Fig 9 Time series of the daily
area averaged difference of SSH
(m) between each OSE run and
the ALL run (OSE runs minus
ALL) considering the model do-
main from 50° S to 50° N
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coast in which the northernmost branch flows along the North
America coast until higher latitudes and veers towards

northeast following very closely the continental shelf break
south of the Canadian Island of Newfoundland. The

Fig. 10 Mean surface currents in the top 15m in the Gulf Stream and adjacent areas from 1 January 2010 to 31December 2012 according to OSCAR and
each OSE run. The color bar represents the speed (m/s). The velocity vector scale is 1 m/s
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NOASSIM run shows a pattern that is clearly tending to the
FREE run inaccurate representation. It is interesting to notice
that despite the reduction of the GS flow produced by the
NOALTIM run, all observations positively contribute to the
accuracy of the large-scale pattern of the GS. As in Oke and
Schiller (2007), the Argo and SST data are able to constrain
large-scale circulation, but only SLA is able to contribute to
the accurate representation of velocities in regions dominated
by mesoscale activity.

Similar results to the GS region are obtained in the BMC
region (Fig. 11). The OSE runs have a more accurate repre-
sentation of the BCM than the FREE run, and the magnitude
of the NOALTIM surface currents is smaller than the ALL,
NOARGO, and NOOSTIA runs. The northward Malvinas

current flowing along the Argentinean shelf break and the
southward BC converge around 40° S, 55° W in the ALL,
NOARGO, NOALTIM, and NOOSTIA runs. This conver-
gence is close to the position displayed by OSCAR.
However, the latter shows more complex structures than the
model runs, such as the zonal shear of velocities produced by
the Malvinas Current flowing to the west of the BC around
40° S, 55° W and the closed circulation of the Zapiola
Anticyclone. RODAS was applied into a relatively low-
resolution model and is unable to produce these fine scale
structures. The FREE run has a broader BMC region and no
signal of the Zapiola circulation.

Observation impacts in the GS and in the BMC regions are
complemented by assessing the vertical structure of the zonal

Fig. 11 Mean surface currents in the top 15 m in the Brazil-Malvinas Confluence and adjacent areas from 1 January 2010 to 31 December 2012
according to OSCAR and each OSE run. The color bar represents the speed (m/s). The velocity vector scale is 0.5 m/s
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and meridional velocities, respectively, and the depth of the
isopycnal layers in the top 1000 m. Considering the vertical
cross section along 68° W shown in Fig. 12, the ALL run
presents zonal velocities of the GS flowing eastward with
maximum velocity core greater than 0.5 m/s around 37° N
in the top 300 m. A weaker return flow to the south of the
GS is also reproduced. The maximum mean velocity and
structure in the upper 400 m is in good agreement with
Eulerian observations, despite the magnitude of the rotated
downstream velocity being much larger (e.g., Johns et al.
1995). The FREE run presents the eastward flow separated
in two branches, one to the south and the other to the north
of the expected GS mean position. Isopycnal layers are much

closer to the surface showing the FREE run representation of
water masses in the region is also poor. When Argo is denied,
there is intensification of the GS core and of the associated
recirculation with respect to the ALL run. This intensification
is consistent with the slope increase and deepening of the
layers 10, 11, and 12 around 36° N. The position of the GS
core is not altered whenArgo data is withheld.When altimetry
data is denied, the GS core and recirculation are damped along
with a raise of the isopycnal layers around 36° N and a slope
decrease. This is consistent with the weakening of the SSH
gradient (Fig. 8) in the region. The influence of SST is
similar to the influence of Argo data, but it is weaker and
close to the ALL run. It shows that SLA and Argo data

Fig. 12 Vertical cross section of the mean zonal velocity (m/s) from 1
January 2010 to 31December 2012 along 68°W from the surface to 1000
m for each OSE run. The contour lines indicate the depth of the interfaces

of some model layers, so that the first gray line from top to bottom is the
depth of the lower boundary of 12th layer, and the second is the lower
boundary of the depth of the 14th layer

Ocean Dynamics (2020) 70:115–138 133



are able to constrain the thermohaline structure of the
upper ocean and that SST is not affecting too much cir-
culation in the region. The NOASSIM run is close to the
FREE run state with the two-branch structure of the GS
and the low depth of layers 14 to 7.

The meridional current along 38° S close to the BMC re-
gion is presented in Fig. 13. In comparison with the FREE run,
the ALL run imposes a sharper slope of several model layers
close to 53° W, particularly of the layers 11, 12, and 13. It
produces a good representation of the southward BC with
velocity core of about − 0.4 m/s. This value is very close to
observations (Evans and Signorini 1985). When SST is de-
nied, there is an increase of the BC depth as well as of the

depth and magnitude of the associated northward recirculation
around 52° W. Also, there is an intensification of meanders
characterized by a sequence of northward and southward
flows along this latitude. This indicates that the assimilation
of SST may be able to constrain circulation in the BC region
more efficiently than in the GS region. When Argo is denied
and when SLA is denied, the BC core is damped and the slope
of some layers is smoothed. However, the NOALTIM run
shows the BC is shifted by a couple degrees to the east.
Overall, this is an indication that all data are important to
produce a more accurate representation of the BC with the
current HYCOM+RODAS system. The NOASSIM run pro-
duces a scenario that is not close to any run, including the

Fig. 13 Vertical cross section of the mean meridional velocity (m/s) from
1 January 2010 to 31 December 2012 along 38° S from the surface to
1000 m for each OSE run. The contour lines indicate the depth of the

interfaces of some model layers. The first gray line from top to bottom is
the depth of the lower boundary of 11th layer, and the second is the lower
boundary of the depth of the 13th layer
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FREE run. It means that the BC in this NOASSIM run is
placed northward of the expected position and a diffuse
Malvinas Current is dominating the circulation west of 53°
W. It is expected that a longer integration of the NOASSIM
run will converge to the FREE run.

The results presented above show the importance of assim-
ilation, particularly of SLA, to improve the position and inten-
sity of the GS and the BC. This has a direct impact in the
simulated volume transport. The mean GS and BC transport
and standard deviation at different locations are shown in
Table 2 for each OSE member. The magnitudes of the trans-
ports simulated by the FREE run for the GS at 58° Wand 68°
W are about 25% and 28%, respectively, of the transports
produced by the ALL run. Similar behavior is observed for
the BC at 38° S. When no SLA data is assimilated, the GS
transport drops substantially, indicating the importance of al-
timetry data to improve the representation of the western
boundary currents. The BC transport at 22° S does not re-
spond the same way. As mentioned above, at this location,
the BC is more sensitive to SST data. The standard deviation
of the GS and BC transports is also more strongly reduced in
the NOALTIM run than in the NOARGO and the NOOSTIA
runs, except for the BC at 22° S. The transports of the GS and
the BC by the assimilation runs are relatively close to the ones
found in the literature. Rossby et al. (2014) estimated GS
transports of about 94.5 Sv combining Pegasus data at 73°
W with 20 years of ADCP data from a cruise line between
New Jersey and Bermuda. Hogg (1992) and Johns et al.
(1995) estimated transports of about 93.7 Sv along 58° W
and 95.5 Sv along 68° W for the GS, while HYCOM+
RODAS simulated about 75.8 Sv and 89.2 Sv, respectively.
The BC transport southward of 20° S has been measured and
estimated by several authors. Its transport ranges from − 5.0 to
− 10.0 Sv between 20° S and 25° S (Silveira et al. 2004)
according to ADCP measurements and geostrophic estimates
(Evans and Signorini 1985; Stramma 1991; Lima 1997). It
may reach − 18 Sv at 31° S (Garfield 1990) and − 20 Sv at
38° S Garzoli (1993). The ALL run produced − 3.2 Sv along

22° S, and − 13.8 Sv along 38° S, smaller than observations.
The cause for this weaker BC transport, particularly in higher
latitudes, is explained by the anomalously intense northward
Intermediate Western Boundary Current (not shown). This
model deficiency could not be corrected by assimilation.
The model configuration employed here has small horizontal
and vertical resolution. It was construct to be the part of the
first operational ocean weather forecasting system in Brazil,
over which experience would be gained for future improve-
ments. A decision was made to take the surface as the refer-
ence level for the potential density in model hybrid coordinate
system since the major interest is in the ocean surface fields.
These limitations may have negatively affected the formation
and representation of Antarctic IntermediateWater. It has been
shown that high model resolution may greatly influence the
air-sea heat fluxes and the formation of crucial to correctly
simulate the formation of deep and intermediate waters (e.g.,
Su et al. 2018). Improved model configuration with higher
horizontal and vertical layers will be pursued in a near future.

5 Conclusions

The Oceanographic Modeling and Observation Network
(REMO) developed an ocean data assimilation system
(RODAS) to produce reanalyses and initial condition for a
short-range ocean forecast system employing the ocean model
HYCOM. The system based on the ensemble optimal interpo-
lation scheme was presented here. It is able to assimilate SST
fields, vertical T/S profiles, and along-track or gridded SLA
data. The model error covariance matrix estimated by
RODAS is not static, since it considers the intraseasonal and
seasonal variability by selecting ensemble members from a
long-term run according to the assimilation day. This may be
considered as an advantage with respect to other EnOI appli-
cations (Counillon and Bertino 2009; Oke et al. 2013).
However, more sophisticated strategies should be pur-
sued, despite the increased computational cost. Data as-
similation algorithms based on the EnKF, which esti-
mates the model error covariance matrix from expensive
ensemble forecasting system (Kalnay 2003; Lima et al.
2019), have the potential to reduce the analysis errors
and, consequently, the forecasting errors.

It was shown that RODAS was able to substantially im-
prove the model errors with respect to free run. The results of
the assimilation run, in which all data were assimilated (ALL),
could reduce SSTerrors by 50%, reduce vertical Tand S errors
by 47% and 46%, respectively, and improve SLA correlation
by 50% with respect to FREE run. The errors attained by
HYCOM+RODAS are comparable with other GODAE
OceanView systems. The Australian Bluelink forecast system
(Oke et al. 2013; Oke et al., 2015a, b) attains RMSD of Tand S
of 0.8 °C and 0.14 psu in the top 500 m, and SLA correlation

Table 2 For each OSE run, this table presents the estimated transport
associated with the Gulf Stream (GS) and the Brazil Current (BC) in
different longitudes or latitudes

Gulf Stream (Sv) Brazil Current (Sv)

58° W 68° W 22° S 38° S

ALL 75.8 ± 22.6 89.2 ± 36.6 − 3.2 ± 1.9 − 13.8 ± 2.3

NOARGO 74.9 ± 21.4 114.7 ± 30.7 − 2.6 ± 1.8 − 11.0 ± 2.2

NOALTIM 46.7 ± 18.1 69.1 ± 26.3 − 3.6 ± 2.2 − 8.0 ± 2.1

NOOSTIA 73.7 ± 19.4 95.7 ± 22.6 − 2.3 ± 1.5 − 14.6 ± 2.2

NOASSIM 18.3 ± 5.3 62.8 ± 19.1 − 3.5 ± 1.8 − 3.6 ± 1.0

FREE 19.6 ± 6.6 25.3 ± 8.3 − 4.3 ± 1.7 − 3.9 ± 1.3
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of 67%. The UK Met’s Office FOAM v12 system also pre-
sented in Oke et al. (2015b) attains RMSD of T and S of 0.58
°C and 0.16 psu in the top 2000 m in the Southern Ocean and
0.61 °C and 0.14 psu in the Global Ocean. The HYCOM+
RODAS system attains RMSD of T and S of 0.93 °C and 0.18
psu in the top 500 m, and 0.81 °C and 0.15 psu in the top 1400
m, respectively. SLA correlation is 61%.

It should be highlighted that the RMSDs of the runs were
calculated with respect to observational data before they were
assimilated, i.e., they are not the analysis errors, but the mean
of the almost 3-day window after each assimilation cycle.
Therefore, these errors could be considered as a measure of
the HYCOM+RODAS short-range predictability.

RODAS computational cost is relatively low, when applied
over the model configuration presented here with 480 × 760 ×
21 grid points and 126 ensemble members. Assimilation of
SST, SLA, and T/SArgo took about 10 min, 9 min, and 5 min,
respectively, while 1 day of the free model run took about 3
min, when 4 computational nodes were used, each node with
16 Intel Xeon 2.4 GHz processors with 64 GB of memory.
These times include the reading and interpolation of the en-
semble members. Therefore, considering HYCOM+RODAS
skills and computational cost, we believe it is suitable to be
employed in longer reanalysis runs and operational short-
range forecasts, among other applications, despite of the need
for further improvements.

Together with the presentation of the forecast/reanalysis sys-
tem, OSEs were conducted. It was shown that OSIIA SST was
important to constrain SST and T in the ocean mixed layer, by
avoiding an erroneous deepening of the thermocline in a vast
region of the subtropical North Atlantic. Argo data is crucial to
produce a more accurate thermohaline structure. Particularly for
S, only Argo data could reduce large model biases in the upper
900 m. The lack of altimetry data produces a light positive im-
pact in T and S in the subsurface, showing that vertical localiza-
tion associated with SLA increments may improve the system
skills. Also, increasing vertical resolution may help producing
better covariances among SLA, model layer thicknesses, T, and
S. On the other hand, altimetry data is very important to ocean
circulation and together with Argo data could produce the best
representation of the GS. For the BC, all data were important.

Many improvements in the current HYCOM+RODAS are
necessary. A crucial improvement should come from the mod-
el free run in order to produce smaller biases and ease the
correction by data assimilation. A new HYCOM configura-
tion is under preparation with 1/12° of horizontal resolution
for the current HYCOM 1/4° domain and 32 hybrid layers.
Also, a single analysis increment will be sought to improve
corrections with strong baroclinic characteristics.
Assimilation of sea surface salinity and data from gliders,
XBTs, and instrumented marine mammals should be also in-
corporated into the system, as part of the work towards the
best possible representation of the ocean state.
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